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Executive Summary

Main objectives
The objective of this project has been to develop a decision and optimisation methodology for optimum dimensioning of centralised or decentralised thermal storage in DH&C systems.

Work
This report presents a methodology for assisting the planning of introducing thermal storage into a DH&C plant. The methodology is divided into the solving of two sub problems; the existence problem, in this report referred to as the step one problem and the dimensioning problem referred to as the step two problem.

Chapter 3 contains a study on the technical design of the store and how the shape of the store affects the efficiency.

Chapter 4 comprises a survey on short term operational optimisation of DH&C plants as well as a discussion on the storage optimisation problem and how optimisation uncertainties affect the dimensioning.

The methodology for solving the existence problem, i.e. to find out whether a store should be further investigated or not, is presented in chapter 5. The methodology is based on historical data and the main idea behind this decision model is to study periods where the heat load is fluctuating around the maximum capacity of the base heat production. The necessity and appropriate size of a store is evaluated by calculating the demand of energy above and below the actual production limit.

Solving the dimensioning problem is to find the optimum size of heat storage for a given district heating plant. A methodology for solving this problem is presented in chapter 6. Non-linear operational optimisation models from the literature survey are used to determine the optimal operation of the system (dispatch problem) and dynamic programming is employed for finding the optimal size of the storage (unit commitment).

Conclusions
Minimising the heat loss to the surroundings of a cylinder shaped storage implies an H/D ratio equal to 1.0. However, if the most important issue is to minimise the amount of useless volume the best H/D ratio is 2.0. However some additional height is inevitable due to the space required for diffusors and, if present, also for steam pockets. This is quite consistent with the existing storages in the Nordic countries where a majority of the stores have a H/D ratio range of 1,0 – 2,0.

A simplified method for calculating the economic benefits by using heat storage in different district heating systems is presented and demonstrated. The method is based on historical data. The calculations for some cases show that the method is applicable as a first approach for an investment decision in heat storage.

A methodology for solving the storage dimensioning problem is presented together with a numeric example with a district heat load from a real DH system and where the heat is produced by a back pressure steam turbine CHP in combination with a oil fired heat boiler. For an annual heat load of 712 000 MWh the optimal heat storage volume is approximately 27 000 m$^3$ and the savings are about 3 % of the annual running costs.
Introduction

The International Energy Agency (IEA) was established in 1974 in order to strengthen the co-operation between member countries and reduce the dependency on oil and other fossil fuels. Thirty years later, the IEA again drew attention to serious concerns about energy security, investment, the environment and energy poverty. The global situation is resulting in soaring oil and gas prices, the increasing vulnerability of energy supply routes and ever-increasing emissions of climate-distabilising carbon dioxide.

The IEA’s *World Energy Outlook*1 “Reference Scenario” 2004 projects that, in the absence of new government policies or accelerated deployment of new technologies, world primary energy demand will rise by 59% by 2030, with 85% of that increase from the use of coal, oil and natural gas. However, these trends are not unalterable. The *World Energy Outlook* “Alternative Policy Scenario” shows that more vigorous government action and accelerated deployment of new technologies could steer the world onto a markedly different energy path, where world energy demand would be 10% lower and carbon-dioxide emissions 16% lower.

**DHC makes a difference**

One of the key technologies that can make a difference is District Heating and Cooling. DHC is an integrative technology that can make significant contributions to reducing emissions of carbon dioxide and air pollution and to increasing energy security.

The fundamental idea of DHC is simple but powerful: connect multiple thermal energy users through a piping network to environmentally optimum energy sources, such as combined heat and power (CHP), industrial waste heat and renewable energy sources such as biomass, geothermal and natural sources of heating and cooling. The ability to assemble and connect thermal loads enables these environmentally optimum sources to be used in a cost-effective way, and also offers ongoing fuel flexibility. By integrating district cooling carbon-intensive electrically-based airconditioning, rapidly growing in many countries, can be displaced.

As an element of the International Energy Agency Programme, the participating countries undertake co-operative actions in energy research, development and demonstration.

One of the programmes that has run for more than 25 years is the Implementing Agreement ‘District Heating and Cooling including the integration of Combined Heat and Power’.

---

1 The annual *World Energy Outlook* presents long-term projections for supply and demand of oil, gas, coal, renewable energy sources, nuclear power and electricity. It also assesses energy-related carbon dioxide emissions and policies designed to reduce them. The annual World Energy Outlook has long been recognized as the authoritative source for global long-term energy market analysis. This flagship publication from the IEA is produced by the agency’s Economic Analysis Division with input from other internal and external energy experts as required. For more information see [http://www.worldenergyoutlook.org/](http://www.worldenergyoutlook.org/).
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### Nomenclature

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>Investment instalment factor: $a = \frac{i}{1 - (1 + i)^{-N}}$</td>
<td>[€]</td>
</tr>
<tr>
<td>$A_{\text{surf}}$</td>
<td>Store surface area</td>
<td>[m²]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Coefficient of volumetric expansivity</td>
<td>[K⁻¹]</td>
</tr>
<tr>
<td>$C_b$</td>
<td>Peak unit annual cost</td>
<td>[€]</td>
</tr>
<tr>
<td>$c_b$</td>
<td>Heat boiler cost</td>
<td>[€]</td>
</tr>
<tr>
<td>$c_{b,i}$</td>
<td>Peak unit specific investment cost</td>
<td>[€/W]</td>
</tr>
<tr>
<td>$c_e$</td>
<td>Back pressure CHP cost</td>
<td>[€]</td>
</tr>
<tr>
<td>$c_{dp}$</td>
<td>Accumulated transition cost, dynamic programming</td>
<td>[€]</td>
</tr>
<tr>
<td>$c_{dp}^*$</td>
<td>Smallest accumulated transition cost, dynamic programming</td>
<td>[€]</td>
</tr>
<tr>
<td>$c_{e,\text{lim}}$</td>
<td>Minimum electricity price variation limit</td>
<td>[€/Wh]</td>
</tr>
<tr>
<td>$c_{f_c}$</td>
<td>Fuel cost heat boiler</td>
<td>[€/Wh]</td>
</tr>
<tr>
<td>$c_{f_c}$</td>
<td>Fuel cost back pressure CHP</td>
<td>[€/Wh]</td>
</tr>
<tr>
<td>$c_{f_e}$</td>
<td>Fuel cost extraction plant CHP</td>
<td>[€/Wh]</td>
</tr>
<tr>
<td>$c_g$</td>
<td>Engine running cost</td>
<td>[€]</td>
</tr>
<tr>
<td>$c_{HP}$</td>
<td>Heat pump running cost</td>
<td>[€]</td>
</tr>
<tr>
<td>$c_i$</td>
<td>Storage annual cost due to investment</td>
<td>[€]</td>
</tr>
<tr>
<td>$c_m$</td>
<td>Power to heat ratio</td>
<td>[-]</td>
</tr>
<tr>
<td>$c_{m,0}$</td>
<td>Slope of condensing pressure line of an extraction plant when no steam is extracted</td>
<td>[-]</td>
</tr>
<tr>
<td>$c_s$</td>
<td>Heat store running cost</td>
<td>[€]</td>
</tr>
<tr>
<td>$C_s$</td>
<td>Heat store annual cost</td>
<td>[€]</td>
</tr>
<tr>
<td>$c_{s,\text{ch}}$</td>
<td>Heat store charge energy cost</td>
<td>[€/Wh]</td>
</tr>
<tr>
<td>$c_{s,i}$</td>
<td>Storage specific investment cost</td>
<td>[€/Wh]</td>
</tr>
<tr>
<td>$c_{\text{start}}$</td>
<td>Production unit startup cost</td>
<td>[€]</td>
</tr>
<tr>
<td>$c_{\text{start},s}$</td>
<td>Production unit startup cost coefficients</td>
<td>[€]</td>
</tr>
<tr>
<td>$c_s^*$</td>
<td>Current marginal cost</td>
<td>[€/Wh]</td>
</tr>
<tr>
<td>$c_t$</td>
<td>Slope of equi-fuel-line for extraction turbines</td>
<td>[W]</td>
</tr>
<tr>
<td>$\Delta Q_s$</td>
<td>Heat store discharge discretisation</td>
<td>[W]</td>
</tr>
<tr>
<td>$\Delta E_s$</td>
<td>Heat store energy content discretisation</td>
<td>[Wh]</td>
</tr>
<tr>
<td>$d_{\text{grad}}$</td>
<td>Thickness of the storage gradient zone</td>
<td>[m]</td>
</tr>
<tr>
<td>$d_{\text{wall}}$</td>
<td>Thickness of the storage wall zone</td>
<td>[m]</td>
</tr>
<tr>
<td>$D$</td>
<td>Store diameter</td>
<td>[m]</td>
</tr>
<tr>
<td>$e_{b,e}$</td>
<td>Electricity usage coefficient, heat boiler</td>
<td></td>
</tr>
<tr>
<td>$e_{c,e}$</td>
<td>Electricity usage coefficient, back pressure CHP</td>
<td></td>
</tr>
<tr>
<td>$e_{e,e}$</td>
<td>Electricity usage coefficient, extraction plant CHP</td>
<td></td>
</tr>
</tbody>
</table>
\( E_s \)  
Heat store energy content \([\text{Wh}]\)

\( E_{s,\text{max}} \)  
Maximum heat store energy content \([\text{Wh}]\)

\( E_{\text{tot}} \)  
Annually delivered heat \([\text{Wh}]\)

\( f_b \)  
Fuel consumption, heat boiler \([\text{W}]\)

\( f_{b,x} \)  
Fuel consumption coefficient, heat boiler \([\text{W}]\)

\( f_c \)  
Fuel consumption back pressure CHP \([\text{W}]\)

\( f_{c,x} \)  
Fuel consumption coefficient, back pressure CHP \([\text{W}]\)

\( f_e \)  
Fuel consumption extraction plant CHP \([\text{W}]\)

\( f_{e,x} \)  
Fuel consumption coefficient, extraction plant CHP \([\text{W}]\)

\( f_g \)  
Fuel consumption diesel/gas engine CHP \([\text{W}]\)

\( f_{g,x} \)  
Fuel consumption coefficient, diesel/gas engine CHP \([\text{W}]\)

\( \gamma_1 \)  
Heat store heat loss coefficient \([\text{h}^{-1}]\)

\( \gamma_2 \)  
Heat store pump cost coefficient \([\text{W}^{-1}]\)

\( \gamma_3 \)  
Heat store charge capacity coefficient \([\text{h}^{-1}]\)

\( \gamma_4 \)  
Heat store heat capacity coefficient \([\text{Wh}/\text{m}^3]\)

\( \gamma_5 \)  
Heat store heat loss coefficient \([\text{W}/\text{m}^3]\)

\( g \)  
Gravity \((9.81 \text{m/s}^2)\) \(\text{m/s}^2\)

\( h \)  
Gradient zone height \([\text{m}]\)

\( H \)  
Store height \([\text{m}]\)

\( i \)  
Interest rate \([\%]\)

\( I \)  
Store purchase price \([\text{€}]\)

\( k_0 \)  
Constant in the function of the condensing pressure line for an extraction power plant \([\text{W}]\)

\( \lambda_{\text{bp}} \)  
Back pressure coefficient \([-\text{]}\)

\( L \)  
Characteristic length \([\text{m}]\)

\( \text{LM}T\text{D}_{\text{cond}} \)  
Logarithmic mean temperature difference heat pump condenser \(\degree\text{C}\)

\( \text{LM}T\text{D}_{\text{cond,ref}} \)  
Logarithmic mean temperature difference heat pump condenser at reference state \(\degree\text{C}\)

\( \text{LM}T\text{D}_{\text{evap}} \)  
Logarithmic mean temperature difference heat pump evaporator \(\degree\text{C}\)

\( \eta_{\text{acc}} \)  
Store efficiency \([-\text{]}\)

\( \eta_b \)  
Boiler efficiency \([-\text{]}\)

\( \eta_{\text{carnot}} \)  
Heat pump carnot efficiency \([-\text{]}\)

\( \eta_{\text{comp}} \)  
Heat pump compressor efficiency \([-\text{]}\)

\( \eta_e \)  
Generator efficiency \([-\text{]}\)

\( \eta_{\text{tot}} \)  
Total efficiency \([-\text{]}\)

\( N \)  
Instalment period \([-\text{]}\)

\( N_{\text{a}} \)  
Number of annual storage cycles \([-\text{]}\)

\( P \)  
Power output \([\text{W}]\)

\( P_d \)  
Power demand \([\text{W}]\)

\( P_0 \)  
Total heat production in a cogeneration plant \([\text{W}]\)

\( P_{\text{help},x} \)  
Electricity usage for unit x \([\text{W}]\)

\( P_{\text{HP}} \)  
Heat pump condenser maximum output capacity \([\text{W}]\)

\( P_{\text{HP,ref}} \)  
Heat pump condenser maximum output capacity at reference state \([\text{W}]\)
\( P_{\text{max}} \) \hspace{1cm} \text{Power production of a condensing steam turbine in a}\n\hspace{1cm} \text{cogeneration plant at zero heat output} \hspace{1cm} [\text{W}]

\( Q_0 \) \hspace{1cm} \text{Heat transfer in low pressure condenser for steam extraction}\n\hspace{1cm} \text{power plants} \hspace{1cm} [\text{W}]

\( Q_b \) \hspace{1cm} \text{Heat production in a heat boiler} \hspace{1cm} [\text{W}]

\( Q_{b,\text{max}} \) \hspace{1cm} \text{Maximum heat production in a heat boiler} \hspace{1cm} [\text{W}]

\( Q_c \) \hspace{1cm} \text{Heat output from a heat production unit} \hspace{1cm} [\text{W}]

\( Q_{c,\text{max}} \) \hspace{1cm} \text{Maximum heat production in a back pressure CHP} \hspace{1cm} [\text{W}]

\( Q_d \) \hspace{1cm} \text{District heat load} \hspace{1cm} [\text{W}]

\( Q_{H/d} \) \hspace{1cm} \text{Heat production in a back pressure CHP} \hspace{1cm} [\text{W}]

\( Q_i \) \hspace{1cm} \text{Heat load period} \hspace{1cm} [\text{W}]

\( \overline{Q}_s \) \hspace{1cm} \text{Average heat load} \hspace{1cm} [\text{W}]

\( Q_{\text{lim}} \) \hspace{1cm} \text{Minimum energy limit} \hspace{1cm} [\text{W}]

\( Q_{\text{prod}} \) \hspace{1cm} \text{Production limit} \hspace{1cm} [\text{W}]

\( Q_{i,j} \) \hspace{1cm} \text{Heat discharged from the heat store} \hspace{1cm} [\text{W}]

\( Q_{s,j} \) \hspace{1cm} \text{Storage size for period} \hspace{1cm} [\text{W}]

\( Q_{s,\text{max}} \) \hspace{1cm} \text{Maximum heat store discharge} \hspace{1cm} [\text{W}]

\( Ri \) \hspace{1cm} \text{Richardson’s number} \hspace{1cm} [-]

\( r \) \hspace{1cm} \text{Store radius} \hspace{1cm} [\text{m}]

\( \tau \) \hspace{1cm} \text{Store utilization time} \hspace{1cm} [\text{h}]

\( t \) \hspace{1cm} \text{Time} \hspace{1cm} [\text{h}]

\( T \) \hspace{1cm} \text{Sample period} \hspace{1cm} [\text{h}]

\( T_{\text{cond}} \) \hspace{1cm} \text{Temperature of condensation, heat pump} \hspace{1cm} [\degree\text{C}]

\( T_{\text{evap}} \) \hspace{1cm} \text{Temperature of evaporation, heat pump} \hspace{1cm} [\degree\text{C}]

\( T_{f,\text{cond}} \) \hspace{1cm} \text{Heat pump condenser forward temperature, DH fluid outlet} \hspace{1cm} [\degree\text{C}]

\( T_{\text{ret}} \) \hspace{1cm} \text{DH return temperature, heat pump condenser inlet temperature} \hspace{1cm} [\degree\text{C}]

\( T_{\text{source,in}} \) \hspace{1cm} \text{Heat pump evaporator heat source fluid inlet temperature} \hspace{1cm} [\degree\text{C}]

\( T_{\text{source,out}} \) \hspace{1cm} \text{Heat pump evaporator heat source fluid outlet temperature} \hspace{1cm} [\degree\text{C}]

\( T_{\text{sup}} \) \hspace{1cm} \text{Supply temperature} \hspace{1cm} [\degree\text{C}]

\( T_{\text{out}} \) \hspace{1cm} \text{Outdoor temperature} \hspace{1cm} [\degree\text{C}]

\( \Delta T \) \hspace{1cm} \text{Temperature difference between hot and cold side of the store} \hspace{1cm} [\degree\text{C}]

\( U_{\text{cond}} \) \hspace{1cm} \text{Heat pump condenser overall heat transfer coefficient} \hspace{1cm} [\text{W}/\degree\text{C}]

\( v \) \hspace{1cm} \text{Velocity} \hspace{1cm} [\text{m/s}]

\( V \) \hspace{1cm} \text{Heat store volume} \hspace{1cm} [\text{m}^3]

\( V_{\text{grad}} \) \hspace{1cm} \text{Volume of the storage gradient zone} \hspace{1cm} [\text{m}^3]

\( V_{\text{use}} \) \hspace{1cm} \text{Useful heat storage volume} \hspace{1cm} [\text{m}^3]

\( V_{\text{wall}} \) \hspace{1cm} \text{Volume of the storage wall zone} \hspace{1cm} [\text{m}^3]

\( x_k \) \hspace{1cm} \text{Dynamic programming state} \hspace{1cm} [-]
Abbreviations

CCOP  Carnot coefficient of performance
CHP   Combined Heat and Power
COP   Coefficient of performance
DH&C  District Heating and Cooling
LMTD  Logarithmic mean temperature difference
1 Objective

Optimisation of district heating or cooling plants is often complex. A high number of variables and constraints imply the need for efficient tools for predesign purposes. Every specific solution of the plant layout gives an exclusive total cost, emission level or any similar measure. In this case the existence and optimum size of a store is considered.

The objective of the project is to develop a decision model and an optimisation methodology for optimum dimensioning of a centralised or decentralised thermal storage in DH&C systems.

This means methodologies for techno-economic analysis and optimisation of DH&C plants.

The decision model shall be a simplified model for supporting a first decision whether thermal storage should be further considered or not. The model shall utilize historical data for the plant i.e. data for heat load, capacities and production prices, to analyse the benefit of a thermal storage by comparing actual operation cost with the cost of running the system with a thermal storage. The difference in these costs can be considered to be the profit from the fictitious thermal storage.

The dimensioning methodology shall be based on existing optimisation models for operational cost in order to find the optimum storage capacity for a given district heat plant. The methodology shall be a combination of a mathematical model and an analytic methodology to handle the uncertainties in the energy price and heat load boundaries of the problem.
2 Introduction to the problem

2.1 Optimisation

Computer aided optimisation within the field of district heating has been practiced since the early 1980s. Although the overall objective has been to find the most economically suitable way to satisfy a district heat demand, various models, optimisation methods and viewing perspectives have been suggested.

The optimisation problem may be categorised by the time horizon considered. For the planning of plant capacity investment as for the planning of heat district augmentation an appropriate time horizon may cover several years whereas the problem of planning the heat production has a much narrower perspective, e.g. days or even hours. In the short term production planning problem, models describing the heat producing units are used for constructing an overall cost function. Minimising the cost function will give the optimal production pattern, i.e. how to engage the available production units. The choice of minimisation method is a matter of complexity and speed.

The problem addressed in this report is the existence and dimensioning problem of a store connected either directly to the production plant or decentralised in the heat district. Questions to be answered are: Should a store be considered? If so, what size? Shape? How much money, energy or emissions will be saved? Should the thermal store be centralised or de-centralised?

To solve the existence problem, in this report referred to as the step one model, is to find out whether a store should be considered further or not. A methodology supporting the decision-making process is presented in chapter 5.

Once it is clear that a store is likely to benefit the production the next step is to estimate the appropriate storage dimensions i.e. given the actual heat production facilities and the energy demand, what is the optimal storage size? A methodology for finding the optimal size of a given plant is presented in chapter 6 and referred to as the step two model.

![Flowchart](image.png)

Figure 2-1. The two step decision and optimisation model procedure
2.2 Rational decisions

There are several reasons for installing centralised or decentralised thermal stores in district heating or cooling systems.

These may be:

- To eliminate bottlenecks in production
- To eliminate bottlenecks within the distribution network
- To reduce peak load unit operation
- To improve utilisation of waste heat or base load units
- To enable time shift of heat versus electricity utilisation in case of CHP
- To enhance revenues by taking advantage of time variable energy prices
- To replace the normal heat production during shorter planned or unplanned production stops

The main priority is normally to produce and distribute the energy in the most cost efficient way.

2.3 Pre optimisation analysis

Before starting the decision process of introducing a store, the control of the DH&C system should be evaluated such that load variations originating from badly tuned control systems are eliminated rather than smoothed by a storage. [Werner 1997] found that poor control can be responsible for rather large load variations.

2.4 Limitation of the work

The work does not consider seasonal storage. The methodology considers stores with a cylindrical form, typically steel stores, even though other shapes and functions can be analysed if the model heat loss functions are applicable. The methodology applies to pressurised as well as atmospheric stores.

The work does not consider storage in the district heating or cooling distribution pipes.

The work only considers DH&C systems formed by serial pipes and branch pipes, i.e. DH&C systems containing loops or other thermal shortcuts are not considered.
3 General on heat stores

3.1 General

Hot water can be stored in several types of stores, in this case only steel stores (or stores of equivalent design and functionality) are considered. The work presented in this chapter is to a large extent based on a work report written by Vidar Sundberg [Sundberg 2003].

3.1.1 Existing stores in the nordic countries

Nordvarme [Nordvarme 1993] investigated more than 100 stores in the Nordic countries in 1993, from the smallest at 40m$^3$ to largest at 96 000m$^3$. See Figure 3-1 for information on distribution of size, most storages are smaller than 2 500m$^3$.

![Figure 3-1](image1)

Figure 3-1  Distribution of size.

The storage height versus diameter relation varies a lot, H/D ratios ranging from less than 0.5 to ratios greater than 2.5 as seen in Figure 3-2, however, approximately 50% lie between 1.0 and 2.0.

![Figure 3-2](image2)

Figure 3-2  Height vs. diameter, and H/D-ratio.

In Figure 3-3 the installed storage volume for the plants covered by [Nordvärme 1993] is related to the annual heat production. For a majority of the plants the installed storage is approximately 50 m$^3$ per 1000 MWh delivered heat.
3.2 Shape of the store

The shape that gives the smallest surface area/volume relations is a spherical store; on the other hand this shape gives a rather large gradient zone when the store is partly charged. Therefore it is an advantage to keep the same cross-sectional area for all heights of the storage.

Two characteristic shapes fulfil this condition:

- Cylindrical shape.
- Rectangular shape.

A rectangular shape is not favourable because surface area/volume is rather large, compared with cylindrical shape. However, a rectangular shape is desirable in cases where space is limited.

A correctly designed store should generate as small a gradient zone as possible; there are four main groups for doing this [Dincer et al 2001]:

- Two-storage model, pressurized or atmospherically.
- Flexible diaphragm, pressurized.
- Labyrinth model, pressurized or atmospherically.
- Stratified model, pressurized or atmospherically.

Pressurized stores may be placed anywhere in the network, atmospheric stores must be placed at the highest point in the network. A pressurized store has no free connection to the surrounding air, only a safety valve to prevent overpressure in the storage. Therefore there is very little risk of oxygen dissolving into the circulating water. On the other hand, a pressurized store may be exposed to negative pressure, e.g. in case of a leak. In this circumstance, there is a risk that collapse may occur.

An atmospheric store has a free connection to the surrounding air and therefore a risk of oxygen dissolving into the water. A continuous supply of oxygen will harm the whole network due to corrosion; therefore oxygen must be prevented from dissolving into the water. This is usually done by installing a vapour pocket or a pocket of any inert gas e.g. nitrogen at the top.

3.2.1 Two-storage model. (Double Vessel System)

This is one obvious way to achieve separation between hot and cold water. In this model two identical stores are built, and when one is full the other one is empty. Therefore there will be
almost no gradient zone. On the other hand this model will require twice as much space as a single store and the investment cost will also be doubled. For these reasons this model is not commonly in use.

3.2.2 Flexible diaphragm.

In this model hot and cold water are separated within the same storage using a physical obstacle. This obstacle can be a flexible membrane or a sliding plate, which has such characteristics that it will automatically place itself in between the hot and cold water.

3.2.3 Labyrinth model.

In this model water is forced to flow through a maze, as if several smaller storages are installed in a serial connection, see Figure 3-4. With external inlet/outlet in number 1 and 7.

![Diagram of serial connections in a hexagonal shape.](image)

Figure 3-4 Serial connections, in a hexagonal shape.

This constellation gives approximately 13% more surface area adjacent to the surroundings, assuming the same height and the one-storage model have a H/D-ratio equal to 1, H/ D-ratio for this case will be 7/1. Therefore heat loss will also be 13% higher, assuming the same insulation in both cases. The advantages of such a constellation may be a smaller cross-section area, and so a smaller volume in the gradient zone. This will be further discussed in section 3.3.2.

3.2.4 Stratified model.

This type is a single vessel system, which is preferably cylindrical in shape. The advantages with this model are the simplicity, and therefore low investment cost. This is the most common model in use worldwide.

3.3 Deciding height and diameter of a cylindrical storage.

When the volume is determined, height and diameter have to be decided, and therefore several factors have to be investigated:
- Minimum loss of energy.
- Efficiency.
- Available space.
- Size has to comply with local regulations.

3.3.1 Minimum loss of energy.

Minimization of energy loss is simply to minimize total surface area that gives minimum total heat transfer to the surroundings. Surface area of a cylindrical store is given as a function A(r,H), see equation Eq. 3.1.

\[
A_{\text{surf}}(r, H) = 2\pi r^2 + 2\pi H r
\]

Eq. 3.1
With a fixed volume, height can be expressed as:

\[ V(r, H) = \frac{2}{\pi} \pi H \Rightarrow H = \frac{V}{\pi r^2} \]  

Eq. 3.2

If equation Eq. 3.2 is inserted into equation Eq. 3.1, this gives equation Eq. 3.3:

\[ A_{surf}(r) = 2\pi r^2 + 2Vr^{-1} \]  

Eq. 3.3

Derivation of Eq. 3.3 gives a function with one variable to determine the relations between height and diameter.

\[ \frac{\partial A_{surf}}{\partial r} = 4\pi r - 2Vr^{-2} \]  

Eq. 3.4

Solutions of equation Eq. 3.4 gives:

\[ r = \left( \frac{V}{2\pi} \right)^{\frac{1}{3}}, \quad D = 2 \left( \frac{V}{2\pi} \right)^{\frac{1}{3}} \Rightarrow H = \frac{V}{\pi} \left( \frac{V}{2\pi} \right)^{\frac{2}{3}} \]  

Eq. 3.5

\[ \frac{H}{D} = 1 \]  

Eq. 3.6

As seen in Eq. 3.6 the best H/D-ratio from an energy loss perspective is equal to 1. Other factors may have different optimal H/D ratios.

In Figure 3-5 and Table 3-1 the effect of variation of H/D-ratio is illustrated. It is interesting to observe that the surface area does not change a lot between H/D-ratios of 0.5 - 2.5. With a H/D-ratio equal to 2.5, surface area has increased by 8.6% relative to minimum surface area. Assuming similar insulation properties in all cases, the changes in area are directly proportional to the changes in loss of energy.

![Figure 3-5](image)

**Figure 3-5**  Effect of different H/D-ratios, area vs. H/D-ratio.

In both Figure 3-5 and Table 3-1 some assumptions are made:
- Constant volume of 1000 m³.
• Annual average temperature of the store is 75°C.
• Annual average ambient temperature is 5°C.

Insulation used is mineral wool, with conductivity at 0.036 W/(m*K).

<table>
<thead>
<tr>
<th>H/D-ratio</th>
<th>0,100m</th>
<th>0,150m</th>
<th>0,200m</th>
<th>0,250m</th>
<th>0,300m</th>
<th>Changes [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,5</td>
<td>127,5</td>
<td>85,4</td>
<td>64,2</td>
<td>51,4</td>
<td>42,9</td>
<td>5,8</td>
</tr>
<tr>
<td>1,0</td>
<td>120,5</td>
<td>80,7</td>
<td>60,7</td>
<td>48,6</td>
<td>40,5</td>
<td>0,0</td>
</tr>
<tr>
<td>1,5</td>
<td>122,6</td>
<td>82,1</td>
<td>61,7</td>
<td>49,5</td>
<td>41,2</td>
<td>1,8</td>
</tr>
<tr>
<td>2,0</td>
<td>126,5</td>
<td>84,7</td>
<td>63,7</td>
<td>51,0</td>
<td>42,6</td>
<td>5,0</td>
</tr>
<tr>
<td>2,5</td>
<td>130,8</td>
<td>87,6</td>
<td>65,9</td>
<td>52,8</td>
<td>44,0</td>
<td>8,6</td>
</tr>
<tr>
<td>3,0</td>
<td>135,1</td>
<td>90,5</td>
<td>68,1</td>
<td>54,5</td>
<td>45,5</td>
<td>12,2</td>
</tr>
<tr>
<td>3,5</td>
<td>139,4</td>
<td>93,4</td>
<td>70,2</td>
<td>56,2</td>
<td>46,9</td>
<td>15,7</td>
</tr>
</tbody>
</table>

As a comparison: A normal household in Norway has an energy consumption for space heating and hot water within the range of 15 - 25 MWh/year.

### 3.3.2 Efficiency

Efficiency of the store may be defined as:

\[
\eta_{acc} = \frac{V_{use}}{V_{tot}} \tag{3.7}
\]

Useful volume of the store is defined as the volume of water with sufficient temperature when fully charged, and the volume of the diffusor is not considered.

As the hot and cold water of the store mix, the useful work potential in the system, or exergy reduces. Loss of exergy occurs because of internal heat transfer from hot water to cold water, this causes dissipation of exergy in the storage, but no loss of energy. Between hot and cold water a layer will develop, which grows with time, with lower temperature than required for the DH network. The simulation of a store with diameter of 10m is shown in Figure 3-6. After 120 hours the layer was approximately 1,16 meters, if defined as an area with less than 97°C and more than 53°C.
Mathematically this zone can be expressed as the volume where:

$$\frac{dT}{dR} > \varepsilon \left(\frac{dT}{dR}\right)_{\max}$$

Eq. 3.8

Eq. 3.8 [Hermansson 1993] expresses an area of the gradient layer where the temperature is out of the acceptable area, defined by $\varepsilon$. In Figure 3-6 it is defined as a volume with a temperature between 53°C and 97°C, this gives an $\varepsilon$ of $(97-53)/(100-50) = 0,88$. With an $\varepsilon = 0,88$, the thickness of the gradient zone is 1,16 m. The thickness of the layer is not to any great extent influenced by the diameter, at some distance from the wall. Mainly the temperature difference between hot and cold water is the cause of growth of the gradient zone. Only close to the wall there will occur an extra growth of non-productive volume due to the wall effect, if this area is neglected a smaller diameter is preferable to achieve a smaller non-productive volume and therefore a higher efficiency of the storage. This may explain why there are a concentration of storages with a H/D-ratio among 1,5 - 2,0.

Factors that influence development of the gradient zone:

- Mixing at the inlet.
- Natural convection.
- Heat diffusion and conduction.

3.3.2.1 Mixing at the inlet.

Consider a situation with a full store of cold water and charging is started. This action will immediately cause a mixing of cold and hot water and a gradient zone is initiated. The same situation will occur if the store is filled with hot water and discharging is started. To prevent a large gradient zone two aspects have to be taken into account:

- Position of the diffuser.
The diffuser should be placed as far up as possible (as far down as possible when a discharge is started from a storage full of hot water) so the hot water has a minimum length to flow to the top. At the same time the diffuser must be fully submerged at all times when the system is in discharge-mode.
• Flow velocity at the diffuser.
  The velocity should be kept at a level such that penetration into cold water is minimized.
To minimize mixing it is of most importance to keep a low inlet velocity. It is shown in several
publications that the Ri-number (Richardson’s number) is an important measure to determine if the
mixing is dependent on the incoming velocity [Goodfellow et. al. 2001].

\[
R_i = \frac{\text{Buoyancy}}{\text{Momentum gradient}} = \frac{-g \frac{\partial \theta}{\partial z}}{\left(\frac{\partial v}{\partial z}\right)^2} \quad \text{Eq. 3.9}
\]

The Ri-number may be expressed as in a modified version, equation Eq. 3.10 [Dahl 1993]:

\[
R_i = \frac{\beta \Delta T L}{v^2} \quad \text{Eq. 3.10}
\]

Where \( L \) is a characteristic length of the problem. The characteristic length for a cylinder is the
diameter.

For Ri-numbers higher than 0.25-0.5 it is expected that the amount of mixing is not very
dependent on the velocity of the incoming water. There have been some experimental studies on
mixing in a small storage by Hermansson [Hermansson 1993] that shows the result used on Eq.
3.10.

When inserting a diameter of 10 m as the characteristic length, \( L \), for the storage of 1000m³, and a
temperature difference of 50°C, maximum velocity of incoming water is 0.86 m/s and 1.2 m/ s,
respectively for \( R_i = 0.5 \) and 0.25. This indicates that with a velocity below 0.86 m/s of incoming
water, the degree of mixing is not dependent on the velocity.

Some mixing is inevitable when charging or discharging is started. To minimize this it is important
to:

• Keep the velocity of the incoming water as low as possible
• Keep the temperature difference between the hot and the cold side of the storage as large
  as possible.

3.3.2.2 Natural convection.

Natural convection of heat occurs from the surface of the store to air. This effect is relatively
small. Considering the case with a storage of 1000 m³, \( H/D = 1 \) and 300mm of insulation from
Table 3-1, natural convection is responsible for an average temperature drop at 0.7°C per week.
Therefore this effect will not have a large impetus for growing the gradient zone.

The heat transfer from the top of the store to surroundings is often referred to as Bernard
convection. When this occurs hot water at the top is chilled, and will cause mixing when sinking
down to colder layers in the store. If a hot vapour pocket is installed the heat is delivered from the
hot vapour instead of the water, and no chilling of water is present [Hemansson 1993].
Atmospheric stores are often equipped with a hot vapour pocket on the top, both to avoid oxygen
dissolving into the water and to prevent Bernard convection.

3.3.2.3 Heat diffusion and conduction

Conduction through the wall generates a velocity field near the wall and therefore causes diffusion
in the same area. Conduction within the water volume itself will also cause diffusion. Since the
conductivity of steel is approximately 100 times greater than for water it will be of interest to
minimize the surface area of the storage.

Simulation of the development of temperature in a tank of 10m is shown in Figure 3-7. The
surface area is insulated with a layer of 0.3m rock wool with a constant hot water temperature at
100°C and a constant cold water temperature of 50°C. All lines are isotherms, upper lines indicate
water of 97°C and lower lines indicates 53°C. Outdoor temperature is constant 5°C, and the
storage is half full of hot and cold water, with a fully mixed layer between with thickness of 0.2m
and a temperature at 75°C. During the simulation no charging or discharging is permitted, nor is
the water itself allowed to flow. Heat transfer to the surroundings, conduction in the wall, and convection into the wall from the water and heat transfer within the water is accounted for. The simulation is done with time steps at 1 second for the first hour, 60 seconds for the next 47 hours and 180 seconds for the last 72 hours. A total of 120 hours is simulated.

Figure 3-7 Simulated development of temperature in a storage with diameter at 10 m, from 3 to 120 hours.

When analysing the results from the simulations two important figures are produced, Figure 3-8 shows how the wall zone develops. For the short time limit it is possible to express the growth of non-productive volume, \( V_{\text{wall}} \) (volume with temperature lower than 97\(^\circ\)C) as a function of the thickness, \( d_{\text{wall}} \), that has been linearized, by equation Eq. 3.11.

\[
V_{\text{wall}} = \left( D^2 - (D - 2d_{\text{wall}})^2 \right) \frac{1}{4} \pi H
\]

Eq. 3.11

Where \( d_{\text{wall}} \) is expressed as in equation Eq. 3.12.

\[
d_{\text{wall}} = \text{Trendline} = 0.0035 \text{hour} + 0.0019
\]

Eq. 3.12

From equation 3.12 we can read the rate of growing of the wall zone to be 0.0035 m/h.

Likewise for the gradient zone, Figure 3-9 shows how the gradient zone is developing. Also here it is possible to express non-productive volume, \( V_{\text{grad}} \) (volume with temperature lower than 97\(^\circ\)C) as a function of the thickness, \( d_{\text{grad}} \), which has been linearized, see equation Eq. 3.13.

\[
V_{\text{grad}} = (D - 2d_{\text{grad}}) \frac{1}{4} \pi d_{\text{grad}}
\]

Eq. 3.13

Where \( d_{\text{grad}} \) is expressed as in equation Eq. 3.14.

\[
d_{\text{grad}} = \text{Trendline} = 0.0066 \text{hour} + 0.4048
\]

Eq. 3.14

From equation Eq. 3.14 we can read the rate of growing in the gradient zone is 0.0066 m/h. This is approximately twice as fast as the growth of the wall zone.
Figure 3-8  Growth of wall zone.

Figure 3-9  Growth of gradient zone.

Due to different growth of wall and gradient zone there will be different optimum of the H/D relation depending on expected storage time. In Figure 3-10 each curve represents extra useless volume relative to minimum non-productive volume with an optimum relation of H/D. For short storage time, 24 hour or less, there will be an advantage of a slender storage tank. The reason for this is mainly due to the gradient zone, caused by mixing from start. With longer storage time it is an advantage with an H/D relation between 1 and 3. In this area there are only small changes in total non-productive volume. These relations in extra non-productive volume are unchanged with different storage tank volume, as illustrated in Table 3-2 and Table 3-3.
Figure 3-10  Non-productive volume as a function of time.

Both Table 3-2 and Table 3-3 shows non-productive volume respectively for total storage volume of 1000 m$^3$ and 500 m$^3$, with contribution of both wall and gradient zone.

Table 3-2  Non-productive volumes after 48 hours, total volume of storage is 1000 m$^3$.

<table>
<thead>
<tr>
<th>H/D</th>
<th>$V_{grad}$ [m$^3$]</th>
<th>$V_{wall}$ [m$^3$]</th>
<th>$V_{total}$ [m$^3$]</th>
<th>Relativ change</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>106.9</td>
<td>52.0</td>
<td>158.9</td>
<td>29 %</td>
</tr>
<tr>
<td>1.0</td>
<td>66.4</td>
<td>65.3</td>
<td>131.7</td>
<td>7 %</td>
</tr>
<tr>
<td>1.5</td>
<td>50.2</td>
<td>74.6</td>
<td>124.8</td>
<td>1 %</td>
</tr>
<tr>
<td>2.0</td>
<td>41.1</td>
<td>81.9</td>
<td>123.0</td>
<td>0 %</td>
</tr>
<tr>
<td>2.5</td>
<td>35.2</td>
<td>88.1</td>
<td>123.3</td>
<td>0 %</td>
</tr>
<tr>
<td>3.0</td>
<td>31.0</td>
<td>93.5</td>
<td>124.5</td>
<td>1 %</td>
</tr>
<tr>
<td>3.5</td>
<td>27.8</td>
<td>98.3</td>
<td>126.1</td>
<td>0 %</td>
</tr>
<tr>
<td>4.0</td>
<td>25.3</td>
<td>102.7</td>
<td>128.0</td>
<td>4 %</td>
</tr>
<tr>
<td>5.0</td>
<td>21.6</td>
<td>110.4</td>
<td>132.0</td>
<td>7 %</td>
</tr>
</tbody>
</table>

Table 3-3  Non-productive volumes after 48 hours, total volume of storage is 500 m$^3$.

<table>
<thead>
<tr>
<th>H/D</th>
<th>$V_{grad}$ [m$^3$]</th>
<th>$V_{wall}$ [m$^3$]</th>
<th>$V_{total}$ [m$^3$]</th>
<th>Relativ change</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>66.4</td>
<td>32.7</td>
<td>99.1</td>
<td>29 %</td>
</tr>
<tr>
<td>1.0</td>
<td>41.1</td>
<td>41.0</td>
<td>82.1</td>
<td>7 %</td>
</tr>
<tr>
<td>1.5</td>
<td>31.0</td>
<td>46.8</td>
<td>77.7</td>
<td>1 %</td>
</tr>
<tr>
<td>2.0</td>
<td>25.3</td>
<td>51.3</td>
<td>76.6</td>
<td>0 %</td>
</tr>
<tr>
<td>2.5</td>
<td>21.6</td>
<td>55.2</td>
<td>76.8</td>
<td>0 %</td>
</tr>
<tr>
<td>3.0</td>
<td>19.0</td>
<td>58.5</td>
<td>77.5</td>
<td>1 %</td>
</tr>
<tr>
<td>3.5</td>
<td>17.0</td>
<td>61.5</td>
<td>78.5</td>
<td>2 %</td>
</tr>
<tr>
<td>4.0</td>
<td>15.5</td>
<td>64.2</td>
<td>79.7</td>
<td>4 %</td>
</tr>
<tr>
<td>5.0</td>
<td>13.2</td>
<td>69.0</td>
<td>82.2</td>
<td>7 %</td>
</tr>
</tbody>
</table>

3.3.3  Available space and local regulations.

In many cases dimensions of the storage are determined by available space, and/or by local regulations. In cases where storage is to be built in a residential environment, local regulations may not allow stores above a specific height.

In some cases it is therefore preferable to build two, or more, smaller stores, although two stores in most cases will give a larger total surface area than one of equivalent total volume.
3.3.4 Summary of section.

A pure energy consideration suggests that H/D should be equal to 1.0. However, if the most important issue is to minimize non-productive volume, the storage time must be considered. For a short average storage time, 24 hour or less, there will be an advantage of a slender storage tank. To determine which ratio that is best it is necessary to apply economic costs of energy and loss of entropy.

In addition to whatever H/D-ratio is selected when considering minimizing loss of energy and loss of entropy, some height must be added. The diffuser at top and bottom requires some space and this volume is also not available for heat delivery. For stores with a steam pocket at top, further height must be added. This will result in a slightly higher H/D-ratio.

This is quite consistent with existing storages in the Nordic countries, where a majority is within a range of H/D-ratio of 1.0 - 2.0.

3.4 Investment

In [NE 1980] a maximum specific investment cost is derived based on the difference in energy cost between a thermal storage and a peak load unit. The derivation is reproduced below.

Annual cost for a thermal storage:

\[
C_s = ac_{s,i}E_{s,\text{max}} + \frac{c_{s,ch}}{\eta_{\text{acc}}}E_{\text{tot}} + D_s
\]

where \(a\) is the investment installment constant, \(c_{s,i}\) is the specific investment cost, \(E_{s,\text{max}}\) is the maximum storage energy content, \(c_{s,ch}\) is the charge energy cost, \(D_s\) is the maintenance cost, \(\eta_{\text{acc}}\) is the storage efficiency and \(E_{\text{tot}}\) is the annually delivered energy from the storage.

Annual cost for an alternative peak unit:

\[
C_b = ac_{b,i}Q_{b,\text{max}} + \frac{c_{f,b}}{\eta_b}E_{\text{tot}} + D_p
\]

where \(a\) is the investment installment constant, \(c_{b,i}\) is the peak unit specific investment cost, \(Q_{b,\text{max}}\) is the maximum capacity, \(c_{f,b}\) is the peak unit fuel cost, \(D_p\) is the maintenance cost, \(\eta_b\) is the efficiency and \(E_{\text{tot}}\) is the annually delivered energy from the peak unit.

The maximum specific investment cost for the store may now be derived by setting the annual cost for the store equal to the annual cost for the peak load. If the maintenance cost is ignored, the store utilization time is defined as \(E_{\text{tot}}/Q_{b,\text{max}} = \tau\), and the number of annual storage cycles is defined as \(E_{\text{tot}}/E_{s,\text{max}} = N_s\), the maximum specific investment cost for the storage may be expressed as:

\[
c_{s,j,\text{max}} = \left[\frac{c_{b,i}}{\tau} + \frac{1}{a}\left(\frac{c_{f,b}}{\eta_b} - \frac{c_{s,ch}}{\eta_{\text{acc}}}\right)\right]N_s
\]

In Figure 3-11 an example of the maximum specific investment cost is plotted as a function of the energy cost difference \(\frac{c_{f,b}}{\eta_b} - \frac{c_{s,ch}}{\eta_{\text{acc}}}\).
Figure 3-11. Maximum motivated specific investment cost for three types of thermal storages. [NE 1980]
4 Thermal storage optimisation

4.1 DH&C operational optimisation survey

The problem of optimising the planning and operational scheduling of district heating plants has been addressed since the early 1980s. Although the overall objective has been to find the most economic way to satisfy a district heat demand, various models, optimisation methods and points of view have been suggested.

Due to the scope of the optimisation different time horizons are considered. For the planning of plant capacity investment as for the planning of district augmentation an appropriate time horizon would cover several years whereas the perspective for optimum operation of a plant normally considers days or even hours. The latter category, the short term planning problem, is the one studied in this survey.

The classic problem in the theory of optimisation is formulated below:

\[ \min_X c = f(X) = f(x_1, \ldots, x_n) \]

subject to \[ g_i(X) = 0 \quad i = 1, \ldots, m \]
\[ h_i(X) \leq 0 \quad i = 1, \ldots, k \]

where the components of the vector \( X \) are called decision variables, the function \( f \) the objective function and the set of conditions \( g_i(X) = 0 \) and \( h_i(X) \leq 0 \) problem constraints.

Depending on how the problem is formulated; linear/nonlinear, continuous/discrete, deterministic/stochastic, there exists a number of methods for solving the problem:

- heuristic methods
- linear programming (LP)
- mixed integer programming (MIP)
- dynamic programming (DP)
- nonlinear programming
- stochastic programming

The short term planning problem may be divided into three components; unit commitment, load dispatch and supply temperature control. In the unit commitment problem the objective is to find the most economically suitable combination of energy conversion units according to e.g. heat demand, start-up and shutdown costs. In the load dispatch problem the objective is to find optimal production plans for all engaged units as well as optimal purchase plans for primary and electric energy. In the supply temperature control problem the issue is to control the supply temperature such that the overall production cost is minimised.

4.1.1 Operational models

As has been already mentioned a variety of models and methods for operational optimisation have been developed. In this section we will describe a few. For a more extended literature survey see e.g. [Dotzauer 2001].

4.1.1.1 Heat and Power Production Units

In a heat boiler, heat is produced by combustion of fuel or by electrical heaters. Solid fuel is normally used for base load production whereas oil or gas is used for peak load. Boilers may be categorised in accordance with the heat carrier connected; hot water boilers and steam boilers are two examples of heat boilers. Steam boilers are normally more expensive than hot water boilers but connected to a steam turbine a steam boiler may be extended for power production. [Fredriksen, Werner 1993]
In cogeneration plants i.e. plants producing both heat and power, the fuel utilization is much higher compared to pure electric power generation due to the fundamental fact that all thermal energy may not be converted into work. The ratio between electric power produced and produced heat is called the alpha value and is defined as: \( \alpha = P/Q \). In back pressure plants the alpha value is kept at its minimum producing as much heat as possible. The relation between generated heat and power is almost linear and is called the back pressure line. The name back pressure stems from the fact that the steam is condensed at a higher temperature than in a condensing power plant giving an increased condenser pressure.

For a back pressure plant the electric power generated is strictly dependant on the amount of heat requested. On a market with varying electricity price this is of course a major drawback. However, completing the back pressure unit with a low pressure turbine and leading part of the steam through a cold condenser the alpha value may be arbitrarily varied. This type of plant is called an extraction plant. In Figure 4-1 the possibilities for cogeneration are outlined.

![Figure 4-1. Possible combinations for steam turbine CHP cogeneration.](image)

In [Ravn, Rygaard 1993] the non-linear model derived comprises back pressure units, extraction units, peak units and a pressureless water tank for storage. In this model the total running cost includes startup and production costs for all the units together with the purchased electric energy. The production cost is a piecewise 3rd order polynomial of one independent variable with discontinuities due to the fact that the fuel composition varies as the plant energy output increases.

For peak units the production cost depends only on the heat produced. This is also true for the back pressure model as the electric power is given by the back pressure line. The back pressure line is given by a 2nd order polynomial. For the extraction plant the production cost depends only on the electric power produced as the heat produced is related to the electric power via the iso-fuel lines. The iso-fuel lines are given by a 2nd order polynomial.

Production levels, storage tank content and time are all discretised and dynamic programming is used for solving the operational optimisation problem (unit commitment, load dispatch). The time horizon for the problem is 48 hours.

In [Nilsen 1994] lagrange multiplier equations are used for solving the load dispatch problem at each timestep. The unit commitment problem is then solved using dynamic programming over the complete period. Back pressure units and extraction units are represented by linear back pressure lines and linear iso-fuel lines respectively. Production costs for all units are second order polynomials.
A mixed integer linear programming model is used in [Eriksson 1994]. The model covers unit commitment and operation of heat storage devices over a time period of one to several days. Optimal operation is found using a branch and bound method.

Two methods to represent start and stop costs of a production unit have been found in the literature. The first method used in e.g. [Nilsen 1994] is using a fixed cost for starting and stopping a production. In the second method used e.g. in [Dotzauer 1997], the start cost depends on the time period the production unit has been out of use, $T_{\text{shutdown}}$.

$$c_{\text{start}} = c_{\text{start1}} + c_{\text{start2}} \left( 1 - e^{-c_{\text{start2}}T_{\text{shutdown}}} \right)$$

Eq. 4.2

4.1.1.2 Thermal stores

The most commonly used storage model for operational optimisation is the one derived in [Ravn, Rygaard 1993]:

$$E_s(t+1) = (1-\alpha)E_s(t) + Q_s(t) - \beta(t)$$

Eq. 4.3

where $E_s$ denotes the storage energy content, $\alpha$ the heat loss to the surroundings proportional to energy content, $Q_s$ the energy charged into the tank and $\beta$ the constant storage tank loss.

A storage tank model comprising net dynamics was derived in [Zhao et al 1998]. However, one of the conclusions was that the net dynamics did not play a vital role for the operation of the tank. The supply temperature should be kept as low as possible in order to reduce the fuel consumption.

In [Zhao 1995] and [Wigbels et al 2002] the DH-network is used for storage.

4.1.1.3 State at the end of an analysis period

If the storage energy content at the end of the period investigated is not treated separately, all optimisation methods will end up with the storage being empty. In [Eriksson et al 1989] three methods for avoiding this are discussed:

- an estimated value of the heat content for the final period is added to the cost function
- a specific energy content is required in the final period.
- extending the planning horizon and thereby reduce the influence of the final period

For the method of adding an estimated value of the heat in the final period to the cost function, this value should be based on the marginal cost of heat production in the time period following the period investigated.

Also in [Dotzauer 1997] the final content of the storage is included in the cost function.

4.2 Type of storage problem

A physical storage is first of all a means for improving the operational costs of the district heat or cold production. The need for a store rises from two major reasons:

1. Utilisation of the capacity limits of the production units (especially between base and peak load units)
2. Co production of heat and power
3. Heat or cold power shortage in certain parts of the system, often due to certain bottlenecks and/or extraordinary user patterns

The two first types of storage problem are an economical optimisation regarding total costs of operation and capital costs for the plant. An economic optimum storage size or capacity is to be defined. For the third problem storage can be a solution to solve a heat or cold delivery problem, i.e. a local capacity problem. The latter is thus a question of storage loading and unloading capacity and the storage solution costs must be compared with the total cost introduced by an extra, local heat or cold production unit. For this problem the decision methodology presented in chapter 5 is suitable for calculating the utilisation of the storage.
4.3 Type of optimisation problem

The optimisation of a certain plant layout implies an optimisation with respect to the total cost of running the plant. This is often mixed up with operational optimisation, that is to “produce” the heat, electricity or cold as efficiently as possible. To find an optimum solution both firm costs and operational costs are part of the problem. For a certain solution which is tested, the operational costs must be calculated. To calculate these costs representatively, optimum operation versus the operational constraints and input data is assumed. Thus, for every investigated solution an optimum operational cost and capital/firm costs needs to be found since the constraints of the operation change as the layout of the solution changes. This is further discussed on a general basis in [Nielsen 1996].

In this report the other parts of the DH&C system is considered fixed. Only the size or capacity of the store is to be found. A common way to establish a solution to these optimisation problems is efficient search methods that are handling the changes in storage capacity as an outer optimisation loop.

The optimization curve for these kinds of analysis problems is typically very flat (if there is an optimum at all!). Therefore it is important to visualise the sensitivity of the optimum size. An exhaustive search reporting the costs for incremental intervals of storage size is thus preferable compared to more efficient search methods that inevitably will hide more information [Nielsen 1996].

Figure 4-2. The optimisation problem.

4.4 Constraint scenarios and optimisation uncertainties

When defining and solving optimisation problems, assumptions and simplifications are most often inevitable. These undesirable elements imply uncertainties in the final result that must be considered before subsequent conclusions are drawn. Also future uncertainties due to changes in energy prices and district heat load have to be considered when interpreting the optimisation result. The sequel of this section will discuss how to analyse some of the uncertainties related to the optimisation methods presented in this report.

4.4.1 Uncertainties in input data

Heat load and electricity prices are crucial parameters for the optimisation methods presented in this report. One of the incentives for installing storage in combination with CHP back pressure plants is to enable the electricity production to follow the electricity price. The greater the electricity price fluctuations the greater the gain from a storage.

There are at least two important reasons for analysing uncertainties in input data. To avoid the optimisation result to be dependent on the current conditions for a specific year, it is important that
the input data is representative for the actual dimensioning case. If possible, the optimisation should be performed on time series from several different years.

The second and perhaps most important reason for uncertainty studies is the future development in energy prices as well as district heat load and plant capacity. The most straightforward way to study future development is to run the optimisation based on model parameters and modelled time series representing possible future scenarios.

One way to generate future district heat load time series is to simply scale the present heat load profile. This is a crude estimation of the future load profile development but nevertheless it may give useful knowledge about the how the decision and optimisation results are affected by an increasing heat load. In chapter 6.8.1 this method is used for studying how the relation between the base capacity and the maximum heat load is affecting the optimal storage volume.

Another way to generate heat load profiles is to model the load as a piece wise linear function of the outdoor temperature adding the daily and weekly fluctuations due to tap water consumption.

4.4.2 Uncertainties in assumptions

One of the assumptions made in the optimisation methodology presented in chapter 6 is that the plant is optimally operated, i.e. the operation of the plant is supervised by a production planning tool. If the plant is suboptimally operated it will no longer fully utilize the dimensioned storage volume. Running the dimensioning methodology presented in chapter 6 on suboptimal operational rules, will result in a smaller storage volume since a suboptimal operation is utilizing the storage facilities to a lesser extent.

Another assumption is that all excess electric energy may be delivered to the electricity grid. If this is not the case the storage volume will most likely be overestimated. Unfortunately there are no appropriate means for analysing this situation other than introducing an extra optimisation constraint.

4.4.3 Methodology uncertainties

The dimensioning methodology presented in section 6 uses models to describe the behaviour of heat storage, boilers, CHP units etc. Since every model describing a real process is a simplification, the output from the model will to some extent deviate from the real output. The model discrepancies will therefore also affect the result of the dimensioning methodology i.e. the optimal storage volume. Analysing this sort of uncertainty requires knowledge about the model discrepancy i.e. what simplifications are made? Non-modelled properties that would limit the storage utilization implies an overestimated storage volume.

Other uncertainties connected to the methodology are those occurring from discretisation. Both the decision and the dimensioning methodology use discrete time series. When choosing the length of the sample period the dynamics of all relevant components should be considered. For instance the dynamics of district heat load and the dynamics of the electricity market are both in the range of a few hours hence a sample period of 1 hour should be applicable.

In the dimensioning methodology the energy content of the heat storage is discretised. In chapter 6.8.2 it is shown how the discretisation affects the optimal volume.
5 Decision model based on historical data

5.1 Introduction and description of test cases

There are two different test cases that are used in the development of the test model, one in Norway and one in Sweden. The test cases are chosen based on availability of historical data and their interest in a thermal storage for smoothing out the thermal load during a day.

The district heating plant in Norway is a heat plant and has very little electricity production. The district heating plant in Sweden is with both heat and electricity production.

5.2 Objectives and limitations of the methodology

The objective of the decision model based on historical data is to develop a simple and straightforward model with deterministic data as a first investigation around the economical relations. The output from the first step in the model is only an economical quantification of the benefit that is possible to get with different size of the storage. There are several reasons for this approach.

It is very difficult to run a thermal store with an optimal operation under uncertainty. And the physics are complicated to model with sufficient accuracy. There is uncertainty around the heat loss and energy prices and the models for the store efficiency and thereby the heat loss is complicated to evaluate.

Under real operation it is necessary to have a forecast of the heat load, and the energy price for the considered time period before it is possible to decide how to operate the storage. The operational staff, or preferably a computer program, will have to control the operation of the store based on the prediction of future heat load and energy prices. With a partially filled tank and flow in and out of a thermal storage, it is necessary to calculate the thermal stratification and this calls for models at a micro level. The heat loss itself is easy to calculate with a known temperature profile in the storage. However, the temperature profile is not so straightforward. The exergy loss will also depend on the thermal stratification.

5.3 Development of analysis methodology

The main idea behind this decision model, which is based on historical data, is that there are different energy prices for different heat production units and that smoothing out the thermal load during a day will make it possible to continue to operate the plant without starting a more expensive heat source. Three of the cases that are studied have a base heat production based on refuse incineration. During days where the heat load periods are fluctuating around the maximum heat production from the refuse incineration it is obvious that it is possible to reduce the fuel cost by storing heat during periods where the heat load is below the production capacity from the refuse incineration and use the stored energy when the heat load is above the production capacity.

With this deterministic approach it is possible to count the number of days where the heat load exceeds the limits in the production capacity with different production cost. Within these days it is possible to reduce the fuel cost by storing energy produced with the cheapest production unit.

By calculating the amount of energy above and below the actual production limit it is possible to determine the necessary size of the store.

With a given store, it is also possible to use it on days where the average load is above the base load but where the heat load during some hours is below the base load.

In the case of combined heat and power the store is used to shift the electricity production in time to maximize the production to timeslots with high electricity price. The excess heat produced during these periods is stored and used when the electricity price is low.
5.4 Calculation method

5.4.1 Base load only

The first step is to find the days where the average heat load is below the actual production limit:

Average heat load:
\[
\overline{Q}_L = \frac{1}{n} \sum_{i=1}^{n} Q_i
\]  
Eq. 5.1

Average heat load criteria:
\[
\overline{Q}_L < Q_{prod}
\]  
Eq. 5.2

The next criteria is that the heat load during the period is above the production limit
\[
Q_{prod} < Q_i
\]  
Eq. 5.3

For periods where both Eq. 5.1 and Eq. 5.3 are fulfilled, it will be possible to cover the total heat load with use of the base load.

Storage criteria
\[
\overline{Q}_L < Q_{prod} \cap Q_{prod} < Q_i
\]  
Eq. 5.4

If the storage criteria in Eq. 5.4 is fulfilled the necessary heat storage for this period is given by:

Heat storage:
\[
Q_{s,i} = \sum_{i=1}^{n} Q_i \in Q_i > Q_{prod}
\]  
Eq. 5.5

If the heat load is above the production limit during several periods separated by periods where the heat load is below the production limit, Eq. 5.5 has to be modified to take account for this.

For a given period and a given production limit it is then possible to find the actual days and the corresponding storage volume that is necessary to avoid starting another boiler.

5.4.2 Increased utilization of base load

For days where Eq. 5.1 is not fulfilled but the heat load during the day is below the base load it is possible to store energy from the base load and reduce the use of more expensive heat production.

\[
Q_{prod} > Q_i
\]  
Eq. 5.6

The heat storage is calculated in the same manner as Eq. 5.5 with the same conditions.

\[
Q_{s,i} = \sum_{i=1}^{n} Q_i \in Q_i < Q_{prod}
\]  
Eq. 5.7

For a given period and a given production limit it is then possible to find the actual days and the corresponding storage volume that is necessary to maximize the utilization of the base load.

5.4.3 Combined heat and power

The electricity price will vary during the day for all days during the year and it is theoretically possible to increase the income for all days. Therefore a minimum limit is applied to the difference in electricity price, to check that the variations is above a given limit.

Price variations criteria:
\[
\max(c_i) - \min(c_i) > c_{clim}
\]  
Eq. 5.8
There is also a limitation in the average heat load during the day. If the amount of heat that is possible to shift is very small it is probably not worth considering.

Energy criteria: \[ Q_L > Q_{L,\text{lim}} \] Eq. 5.9

For a given period where Eq. 5.8 and Eq. 5.9 is fulfilled the necessary storage volume is calculated by sorting the electricity price for the next 24 hours and produce at maximum power in the hours with highest price until the stored heat will cover the requested heat load.

### 5.5 Historical data

Figure 5-1 shows the load for the heat production only district heating company from 01.05.2002 to 01.05.2003

![Heat load profile heat only case](image)

The production limit for the base load is 65 MW consisting of biomass and refuse incineration.

Figure 5-2 shows the load for the combined heat and power district heating company from 01.01.2002 to 31.12.2003

![Combined heat and power load](image)
5.6 Results from demonstration of methodology

5.6.1 Base load only

By using Eq. 5.1 to Eq. 5.5 we find that there are 43 days with average daily load below 65 MW and a daily maximum load above 65 MW. For these days the system could be operated by base load only and it is obvious that the storage could reduce the fuel cost.

Within these days the necessary stored energy varies between 0 and 280 MWh, as shown in Figure 5-3, corresponding to 0 to 6000 m³. Depending on the size of the storage it is possible to cover up to 1.45GWh with base load instead of oil or electricity.
5.6.2 Increased utilization of base load

By using Eq. 5.6 to Eq. 5.7, we find that there are 42 days where the heat load in some hours is more than 5 MW below the limit on 65 MW. During these hours it would be possible to produce to the storage. The extended use of the base load for these hours is 2.4 GWh.

During these days the stored energy varies between 0 and 145 MWh as shown in Figure 5-4 corresponding to 0 to 3000 m³. Depending on the size of the storage it is possible to cover up to 2.4 GWh with base load instead of oil or electricity.
5.6.3 **Combined heat and power**

By using the method described in Chapter 5.4.3 on the data shown in Figure 5-2 it is possible to find the necessary heat storage to maximize the income from electricity sale. By setting the limits described in Eq. 5.8 and Eq. 5.9 to zero the required storage to maximize the income from electricity sale is shown in Figure 5-5. The stored energy varies between 70 and 1745 MWh corresponding to 1500 to 37 000 m³.

The energy content that is run through the store is 2 372 MWh and the income from electricity sale is increased with approximately 280k€.

![Figure 5-5 Required heat storage for optimizing income from electricity sale](image)

**5.7 Conclusion**

A method for calculating the economic benefits by using heat storage in different district heating system is presented and demonstrated. The method is based on historical data. The calculations for some cases shows that the method is applicable as a first approach for an investment decision in heat storage.
6 Optimisation model and methodology for optimum thermal storage capacity

6.1 Introduction

The size of the heat store affects the operating cost due to a number of reasons. A large storage tank enables flexible storage management whereas a smaller tank has less heat loss to the surroundings e.g. a large heat store enables a back pressure plant to control the electricity production according to the electricity spot market price, to a larger extent than a smaller heat store. The larger the store, the buffer between heat supply and demand and therefore the greater the operational flexibility for the heating plant.

This chapter presents a methodology for finding the optimum size of a heat storage for a given district heat plant. Operational optimisation models found in relevant publications are used to optimally operate the given plant together with a heat storage such that the total operating cost is minimised. The models used for operational optimisation are presented followed by a description of the complete optimisation procedure and the inputs required and the chapter ends with a demonstration of the optimisation concept.

Dynamic programming is engaged for finding the optimal unit commitment, i.e. how to optimally employ the production units but also how to utilize the heat storage. Lagrange multiplier method is used to solve the load dispatch problem, i.e. to find the optimum heat production distribution among the active production units.

6.2 Objectives and limitations of the model and methodology

The objective is to present a methodology for finding the most economically suitable heat storage size for a given district heat plant. The economic analysis is limited to running and investment costs and issues regarding tax regulations will not be addressed. Further, the models presented in this chapter does not include maintenance cost. The economic analysis is also limited by the fact that the equipment life time is not taken into account i.e. the unit commitment and load dispatch derived by the operational optimisation methodology may not be optimal in the sense of maximum equipment life time.

6.3 Model representation of heat and power production

6.3.1 Conclusions from literature survey

According to [Zhou et al 1998] the net dynamics are not crucial when studying the effects of locating a heat store to a CHP/DH plant. Therefore the net dynamics are neglected and the heat storage is modelled in terms of energy flow rather than dynamic temperature levels and mass flow.

Choosing production unit models and an operational optimisation method is a matter of balancing the need for accuracy with simplicity. The Lagrange multiplier method and dynamic programming applied to a second order cost function is estimated as appropriate for the current purpose. The Lagrange multiplier method solves the continuous part of the problem and the dynamic programming the discrete part.

The models used for operational optimisation are described in the preceeding chapter and are to a great extent influenced by [Benonysson 1991], [Nilsen 1994] and [Dotzauer 1997].

6.3.2 Representation of production units

6.3.2.1 Start and Stop Costs

Both start and stop costs are modelled by a fixed cost regardless of the time the unit has been out of use.
6.3.2.2 Boiler

The running cost of a boiler is determined by the electricity usage and the fuel consumption relative to the amount of heat produced.

Fuel consumption:

\[ f_b = f_{b0} + f_{b1}Q_b + f_{b2}Q_b^2 \]  
Eq. 6.1

Electricity usage:

\[ P_{\text{help},b} = e_{b0} + e_{b1} \frac{Q_b}{Q_{\text{max}}} + e_{b2} \left( \frac{Q_b}{Q_{\text{max}}} \right)^2 \]  
Eq. 6.2

Running cost = fuel consumption + electricity usage:

\[ c_b = T \left( f_b c_{fb} + c_e P_{\text{help},b} \right) = T \left( c_{fb} \left( f_{b0} + f_{b1}Q_b + f_{b2}Q_b^2 \right) + c_e P_{\text{help},b} \right) \]  
Eq. 6.3

6.3.2.3 Engines

The running cost for diesel engines and gas engines running as CHP units is simply formed by their fuel consumption and the amount of electric energy that may be sold. This model is used in [Saether 1999].

Fuel consumption:

\[ f_g = f_{g0} + f_{g1}P_g + f_{g2}P_g^2 \]  
Eq. 6.4

Running cost = fuel consumption - electricity sale:

\[ c_g = T \left( f_g c_{fg} - c_e P_g \right) = T \left( c_{fg} \left( f_{g0} + f_{g1}P_g + f_{g2}P_g^2 \right) - c_e P_g \right) \]  
Eq. 6.5

Assuming fix values on the electric efficiency and the total efficiency, the relation between the heat power and electric power produced may be expressed as:

\[ P_g = \frac{1}{\eta_{\text{tot}}} - \frac{1}{\eta_e} Q_g \]  
Eq. 6.6

6.3.2.4 Back Pressure Plant

The running cost of the back pressure plant modelled depends on the fuel consumption and the amount of electric energy that may be sold, \( P_{\text{net}} \). The amount of electric energy produced by the CHP depends on the supply temperature, i.e. increasing the supply temperature will result in a lower relative electricity production.

Back pressure line:

\[ P = c_m Q_c \]  
Eq. 6.7

Heat power output:

\[ P_b = Q_c + \frac{P}{\eta_e} = Q_c \left( 1 + \frac{c_m}{\eta_e} \right) \]  
Eq. 6.8

Fuel consumption:

\[ f_c = \left( f_{c0} + f_{c1}P_0 + f_{c2}P_0^2 \right) \]  
Eq. 6.9

Electricity usage:

\[ P_{\text{help},c} = e_{c0} + e_{c1} \frac{Q_c}{Q_{\text{max}}} + e_{c2} \left( \frac{Q_c}{Q_{\text{max}}} \right)^2 \]  
Eq. 6.10

Power to heat ratio:
Electric efficiency:
\[ e_m = \frac{\eta_e}{\eta - \eta_e} \quad \text{Eq. 6.11} \]

Supply temperature:
\[ T_{\text{sup}} = \begin{cases} T_{\text{sup max}} - k_{\text{sup}} (T_{\text{out}} - T_{\text{sup dim}}), & T_{\text{out}} < T_{\text{cut}} \\ T_{\text{sup min}}, & T_{\text{out}} \geq T_{\text{cut}} \end{cases} \quad \text{Eq. 6.13} \]

Running cost = fuel consumption – electricity sale:
\[ c_e = T (f_e c_f - c_e P_{\text{net}}) = T \left( f_e c_f + f_e 1 P_0 + f_e 2 P_0^2 \right) c_f - c_e \left( c_m Q_c - P_{\text{help,el}} \right) \quad \text{Eq. 6.14} \]

6.3.2.5 Extraction Plant

Cool condensing mode:
\[ P_{\text{max}} = c_m Q_0 + k_0 \quad \text{Eq. 6.15} \]

Equi fuel line:
\[ P = P_{\text{max}} + c_i Q_H \quad \text{Eq. 6.16} \]

Heat power output:
\[ P_0 = \frac{P_{\text{max}}}{\eta_e} + Q_0 = \left( \frac{1}{\eta_e} + \frac{1}{c_{m0}} \right) P_{\text{max}} - \frac{k_0}{c_{m0}} \]
\[ = \left( \frac{1}{\eta_e} + \frac{1}{c_{m0}} \right) P - c_i \left( \frac{1}{\eta_e} + \frac{1}{c_{m0}} \right) Q_H - \frac{k_0}{c_{m0}} \quad \text{Eq. 6.17} \]

Fuel consumption:
\[ f_e = f_e 0 + f_e 1 P_0 + f_e 2 P_0^2 \quad \text{Eq. 6.18} \]

Electricity usage for heat production:
\[ P_{\text{help,heat}} = e_{e0,heat} + e_{e1,heat} \frac{Q_H}{P_{0_{\text{max}}}} + e_{e2,heat} \left( \frac{Q_H}{P_{0_{\text{max}}}} \right)^2 \quad \text{Eq. 6.19} \]

Electricity usage for electricity production, cool condense mode:
\[ P_{\text{help,el,cond}} = e_{e0,el,cond} + e_{e1,el,cond} \frac{P_0}{P_{0_{\text{max}}}} + e_{e2,el,cond} \left( \frac{P_0}{P_{0_{\text{max}}}} \right)^2 \quad \text{Eq. 6.20} \]

Electricity usage for electricity production, back pressure mode:
\[ P_{\text{help,el,bp}} = e_{e0,el,bp} + e_{e1,el,bp} \frac{P_0}{P_{0_{\text{max}}}} + e_{e2,el,bp} \left( \frac{P_0}{P_{0_{\text{max}}}} \right)^2 \quad \text{Eq. 6.21} \]

Electricity usage for electricity production:
\[ P_{\text{help,el}} = (1 - \delta_{\text{bp}}) P_{\text{help,el,cond}} + \delta_{\text{bp}} P_{\text{help,el,bp}} \quad \text{Eq. 6.22} \]
where $\lambda_{bp}$ is the back pressure coefficient; $\lambda_{bp}=1$ in back pressure mode and $\lambda_{bp}=0$ in cool condensing mode.

Running cost = fuel consumption – electricity sale:

$$\text{c} = T\left(f_e c_f - c_e P_{net}\right) = T\left(\left(f_e 0 + f_e 1 P_0 + f_e 2 P^2\right) c_f - c_e \left(P - P_{help,heat} - P_{help,el}\right)\right)$$

Eq. 6.23

6.3.2.6 Heat pump

The process efficiency and the condenser output of a heat pump both depend on the evaporation and the condensation temperature. In addition the efficiency and the output depend on the nominal capacity. This makes a heat pump a rather complicated heat production unit to model. The model described in this chapter was presented in [Nielsen 1996].

The carnot coefficient of performance, $CCOP$, describes the energy-exergy ratio for an ideal heat pump.

$$CCOP = \frac{T_{cond}}{T_{cond} - T_{evap}}$$

Eq. 6.24

where $T_{cond}$ and $T_{evap}$ are the temperatures of condensation and evaporation respectively. Introducing the carnot efficiency, $\eta_{carnot}$, describing the heat pump component size dependency as well as the compressor efficiency variation, the coefficient of performance for a real heat pump can be defined as:

$$COP = \eta_{carnot} CCOP$$

Eq. 6.25

In order to find the heat pump performance for a specific time step it is necessary to find the matching temperatures of evaporation and condensation. In the model described a number of simplifications are made to achieve a moderate complexity level of the heat pump model.

- The overall heat transfer coefficient of the condenser is constant. Thus the LMTD can be calculated knowing the condenser output.
- The LMTD of the evaporator is constant.
- The heat source cooling is constant.

The required model input information:

- Tabulated heat pump performance
- Condenser maximum output capacity and the LMTD of the condenser at a given state of reference.
- Return temperature of the distribution fluid as a function of a given outdoor temperature.
- The heat source temperature.

Since the overall heat transfer coefficient is assumed constant it can be calculated using equation Eq. 6.26:

$$UA_{cond} = \frac{P_{HP,ref}}{LMTD_{cond,ref}}$$

Eq. 6.26

When the overall heat transfer coefficient is known the LMTD at any other condenser output can be found from equation Eq. 6.27.

$$LMTD_{cond} = \frac{P_{HP}}{UA_{cond}}$$

Eq. 6.27

For evaporation and condensation at a constant temperature level, the temperatures of evaporation and condensation can be found from equation Eq. 6.28 and Eq. 6.29.
The condenser forward temperature which provides an equilibrium between the tabulated output capacity and the heating of the distribution fluid, $T_{f,\text{cond}} - T_{\text{ret}}$, is found by iteration. Thus the current states are known and the COP can be found from the carnot coefficient of performance and the tabulated carnot efficiencies.

If the condenser output capacity at the current system forward temperature is higher than the heat load, the condenser output must be decreased. At part load conditions the efficiency of the compressor must be added to the COP:

$$\text{COP} = \eta_{\text{carnot}} \eta_{\text{comp}} \text{COP}$$  \hspace{1cm} \text{Eq. 6.30}

The cost function for the operation of the heat pump is given by equation Eq. 6.31.

$$c_{\text{HP}} = c_p \frac{P_{\text{HP}}}{\text{COP}}$$  \hspace{1cm} \text{Eq. 6.31}

6.3.3 Model representation of hot water storage

The cost for the heat storage depends on the energy loss from the storage and the electricity cost for running pumps etc. When calculating the cost for energy loss the actual marginal cost for producing heat is used. This cost is calculated using the current marginal cost for each producing unit and the production distribution between the units.

Storage capacity:

$$Q_{s,\text{max}} = \gamma_s E_{s,\text{max}}$$  \hspace{1cm} \text{Eq. 6.32}

$$E_{s,\text{max}} = \gamma_s V$$  \hspace{1cm} \text{Eq. 6.33}

Capacity limits:

$$-Q_{s,\text{max}} \leq Q_s \leq Q_{s,\text{max}}$$  \hspace{1cm} \text{Eq. 6.34}

$$0 \leq E_s \leq E_{s,\text{max}}$$  \hspace{1cm} \text{Eq. 6.35}

The maximum charge and discharge rates are in Eq. 6.34 set symmetric. This assumption has been made for simplicity but may very well be set non symmetric.

Energy loss coefficient:

$$\gamma_l = \gamma_s V^{2/3}$$  \hspace{1cm} \text{Eq. 6.36}

Running cost = energy loss to ambient + pump electricity cost:

$$c_s = T(c_{\text{loss}} + c_{\text{pump}}) = T\left(\gamma_1 c_s^* E_s + c_p \gamma_s Q_s^3\right)$$  \hspace{1cm} \text{Eq. 6.37}

where the marginal cost is calculated as:
\[ c^*_i = \Delta c = \frac{\partial c}{\partial Q_i} \Delta Q_i + \ldots + \frac{\partial c}{\partial Q_f} \Delta Q_f = [\Delta Q_1 \ldots \Delta Q_f] \nabla c \]

Eq. 6.38

\[ \Delta Q_i = \frac{Q_i}{\sum_{n=1}^{I} Q_n}, \quad i = 1, \ldots, I \]

6.3.4 State at the end of the analysing period

As mentioned in chapter 4.1.1.3 all optimisation methods with no restrictions on the final state for the storage will end up having the storage empty at the end of the period. Three methods to regulate the final storage state were considered and the method utilized in this application is to extend the evaluation horizon.

In Figure 6-1 a resulting storage energy content is shown for three different evaluation horizons; 5, 10 and 15 days.

![Figure 6-1 Extending the evaluation horizon.](image)

The extension required to eliminate the influence of the final state depends on two factors. The first factor is the “true” amount of energy stored at the end of the evaluation period, i.e. the amount of energy that should be the case if the evaluation period was infinite. A large “true” amount of energy will require a longer extension of the evaluation period. This may be seen in Figure 6-1 where the 10-day case requires almost three days of extension whereas the 5-day case requires only a few hours.

The second factor affecting the extension period is the relation between the district heat load and the dispatch of the heat production units. If the district heat load, at the end of the evaluation period is such that the total production cost will gain more if the storage is being emptied at an earlier stage rather than at the end, this will also require a longer extension of the evaluation period.

The conclusion from the example illustrated in Figure 6-1 is that the evaluation horizon has to be extended at least three days in order to eliminate the influence from the final state.
6.4 Mathematical optimisation method

To find the optimal size of a thermal storage connected to a set of heat production units, a necessary prerequisite is the optimal operation of these units i.e. solving the unit commitment and the load dispatch problem. The thermal storage will here be treated as a heat production unit, however somewhat different, and hence a part of the unit commitment problem.

6.4.1 The overall optimisation method

The optimal volume, the volume that minimises the production cost, is found using a standard interval elimination search routine. For each storage size \( V \) evaluated during the search, the optimal production cost for the complete evaluation period, \( c_{opt}(V) \), is found using non-linear programming for solving the load dispatch problem and dynamic programming for solving the unit commitment problem.

The algorithm for finding the optimal storage size is described below.

1. Choose an initial storage size \( V_0 \).
2. Solve the load dispatch problem for all feasible storage operations, states, and for all time steps.
3. Solve the unit commitment problem. This will give the optimal operation of the plant and the optimal operation of the storage resulting in an optimal cost \( c_{opt}(V_0) \).
4. Find a new storage size, \( V_m \) and jump to step 2. Stop the search when the difference between \( c_{opt}(V_m) \) and \( c_{opt}(V_{m-1}) \) is sufficiently small.

As an alternative to the search procedure described above it may be illustrative to run the optimization on an interval of store volumes.

6.4.2 Solving the Load Dispatch Problem

In order to solve the load dispatch problem for each step in time, find the optimal production unit operation, given a number of active production units and given the heat storage power.

Let \( Q=[Q_1,...,Q_I]^T \) denote the heat production of the given production units and \( Q_s \) the given heat storage power. The problem is then to find the combination \( Q=[Q_1,...,Q_I]^T \) that fulfills the load requirement

\[
Q_s + \sum_{i=1}^{I} Q_i = Q_d
\]

Eq. 6.39

but also minimises the total production cost, i.e. to solve:

\[
\min_{Q} \quad c = f(Q) = f(Q_1,...,Q_I) = c_s + \sum_{i=1}^{I} c_i(Q_i)
\]

Eq. 6.40

subject to

\[
g(Q) = \sum_{i=1}^{I} Q_i + Q_s - Q_d = 0
\]

Note that the cost function depends on which production units are active. E.g. if a boiler and a back pressure CHP unit as represented in chapter 6.3.2 are both active, we get the following cost function:

\[
c = T \gamma_1 c_s E_s + c_e \gamma_2 Q_s^2 + c_{f,b} (f_{b,0} + f_{b,1} Q_1 + f_{b,2} Q_1^2) + c_{e,p_{help,b}} + ... + \left[ f_{c,0} + f_{c,1} Q_s \left( 1 + \frac{c_m}{\eta_c} \right) + f_{c,2} \left( \left( 1 + \frac{c_m}{\eta_c} \right) Q_s \right)^2 \right] c_{f,c} - c_e \left( c_m Q_s - p_{help,c} \right)
\]

Eq. 6.41

where \( Q_s = Q_b \) and \( Q_s = Q_c \).
The problem is solved using the Lagrange Multiplier Method. This method is based on the fact that the gradient of the objective function \( f \) and the gradient of the constraint \( g \) have to be parallel in a local optimum.

\[
\nabla f(Q_1, \ldots, Q_i) = \lambda \nabla g(Q_1, \ldots, Q_i)
\]

Eq. 6.42

Together with the constraint \( g(Q)=0 \), we have \( I+1 \) unknowns and \( I+1 \) equations. Solving these equations will thus give the combination \( Q \) that minimises the production cost.

A drawback with the Lagrange Multiplier Method is that it can only handle equality constraints, i.e. inequalities describing heat production capacity limits have to be considered separately. A method to guarantee a proper operational range for the production units is presented in [Nilsen 1994] and is resumed below:

1. If the Lagrange Multiplier solution contains one unit running above its rated capacity the unit is fixed at its rated maximum. If several units are running above their rated capacity, the one with the lowest marginal cost is set to maximum.
2. If the Lagrange Multiplier solution contains one unit running below its minimum rated capacity the unit is fixed at its rated minimum. If several units are running below their minimum rated capacity, the one with the highest marginal cost is set to minimum.
3. The fixed units and their respective heat load are removed and the problem is solved again.

The procedure described above is valid when using units producing heat only or CHP units where the relation between the heat power and the electric power produced is constant. If production units are used where the electric power is independent of the heat power, an additional problem constraint regarding the electric power demand must be added:

\[
g(P) = \sum_{i=1}^{I} P_i - P_d = 0
\]

Eq. 6.43

### 6.4.3 Solving the Unit Commitment Problem

The original problem of unit commitment is to decide which production units should be engaged during a certain time period. Here, the heat storage is added and hence the unit commitment problem is not only to find which production units should be active but also to find the optimal storage energy level for each time step. The optimal production cost for all these combinations and time steps is already calculated (load dispatch).

To indicate which production units are active and how the storage tank is operated, a system state is defined:

\[
x_k = x_k(u,E_s), \quad k = 1, \ldots, K
\]

Eq. 6.44

where \( u \) denotes the heat production units active, \( E_s \) the storage energy content and \( K \) the number of states i.e. the state contains information about which units are producing heat and how much energy is stored in the tank.

The storage energy content, \( E_s \) is discretised in order to get a finite number of states:

\[
E_s \in \left\{0, \Delta E_s, 2\Delta E_s, \ldots, E_{s\text{ max}}\right\}
\]

Eq. 6.45

which gives the following expression for the total number of states:

\[
K = \left(\frac{E_{s\text{ max}}}{\Delta E_s} + 1\right)(N^2 - 1)
\]

Eq. 6.46
where $N$ indicates the number of available production units.

A state transition cost $f(x_k(n), x_k(n-1))$ is associated with each time step $n$ which is the sum of the production cost for the former state and possible start and stop costs if the combination of active production units has been changed during the time step. Solving the unit commitment problem is to find the state path through the time interval evaluated that minimises the accumulated state transition cost $c_{dp}$. The procedure is illustrated in Figure 6-2.

Dynamic programming is used for solving this problem. Define the accumulated transition cost function as:

$$c_{dp}(x_k(n)) = c_{dp}(x_k(n-1)) + f(x_k(n), x_k(n-1))$$

Eq. 6.47

The technique in dynamic programming is to, for each time step and for all feasible states, find the smallest accumulated transition cost:

$$c_{dp}^*(x_k(n)) = \min_{x_k(n-1)} c_{dp}(x_k(n-1)) + f(x_k(n-1), x_k(n-1))$$

Eq. 6.48

and then beginning at the end of the time period, back trace the optimal path. When the optimal state path is found the minimum production cost for the current size of the store $c_{opt}$ is found and equals the accumulated transition cost in the last time step $c_{dp}^*$.

For a given time step $n$, not all states are feasible. The first condition is that the load requirement is fulfilled by the maximum capacity of the heat producing units together with the heat storage discharge:

$$\sum_i Q_{i,\text{max}} + Q_s \geq Q_d$$

Eq. 6.49

The second condition is that $Q_s$ does not exceed the limits for charging and discharging the storage:

$$-Q_{s,\text{max}} \leq Q_s \leq Q_{s,\text{max}}$$

Eq. 6.50

Since the load dispatch problem only needs to be solved for feasible states, discarding unfeasible states will lower the total CPU time.

6.4.4 An optimisation algorithm

Since the idea is to find the storage volume that enables the lowest possible running cost the main work will be undertaken in calculating optimal heat production costs. This is done by identifying all possible system states, calculating the state transition cost for all time steps and then choosing the state path over time which gives the lowest production cost.
This will give production cost as a function of storage volume and the optimal storage volume may then be found using a simple search routine.

In order to solve the load dispatch problem we only need the storage heat power and the production units active i.e. it is not needed to know the storage energy content. Start the procedure with solving the load dispatch problem for all feasible levels of heat storage power, all combinations of production units and for all time steps. This will give the optimal production cost and the optimal marginal cost as a function of storage heat power and the production units active.

The next step is to calculate the state transition costs needed for solving the unit commitment problem. Since a transition between two states implies a jump between two storage energy levels i.e. storage heat power, and possibly the start or stop of a number of production units, the transition cost may be given through interpolation among the previously calculated production costs and adding the cost for starting or stopping production units.

The purpose of this somewhat awkward method for calculating the transition costs is to avoid solving the load dispatch problem for all state transitions, i.e. transitions between storage energy levels, since the number of possible storage energy level transitions is essentially larger than the number of feasible levels of storage heat power.

Finally the storage heat loss cost is added to the transition costs using the marginal cost already derived when solving the load dispatch problem.

When all the transition costs are fully derived, the unit commitment problem may be solved which finally gives the optimal production cost.

Storing all the transition costs is a rather memory consuming procedure and it may be necessary to split the unit commitment analysis into a series of executions.

The procedure described above may be summarised using the following algorithm:

```plaintext
Initialise all model parameters
Read input signals (electricity price, outdoor temperature, heat load)
while not convergence in the storage volume search routine
    choose new heat storage volume
    solve the load dispatch problem $c_{ld} = c_{ld}(Q_s, u, t)$
    calculate all transition costs $f(x_n, x_{n-1}) = \text{interpolate}(c_{ld})$
    add start/stop costs and heat storage loss cost
    solve the unit commitment problem
end
```

6.5 Model input

In order to run the optimisation model a number of input signals are needed. These signals are:

- Outdoor temperature, $T_{out}$
- District heat load, $Q_d$
- Electricity spot market price, $c_e$

If the district heat load is not available it may instead be modelled e.g. as a linear function of the outdoor temperature with a base load for DHW.

6.6 Investment Cost

To evaluate the total heat storage cost it is necessary to consider the investment cost. A fixed annual installment is used to calculate the yearly investment cost and the heat storage purchase price as a function of size is shown in Figure 6-3.
The specific investment cost as a function of storage volume. These figures stems from the purchase prices listed in [Nuutila] but have been corrected for inflation.

The annual cost due to investment is calculated as:

\[ c_i = \frac{I}{1 - (1 + i)^{-N}} \]

Eq. 6.51

where \( I \) is the purchase price, \( i \) is the discount rate and \( N \) is the number of instalment payment periods.

6.7 Numerical Example

In this section the optimisation methodology described will be applied to a plant consisting of a back pressure CHP unit, a heat boiler and a heat store. The chosen model parameters are presented in Table 6-1.

Table 6-1. Constructed optimisation parameters.

<table>
<thead>
<tr>
<th>Heat store parameters</th>
<th>( \Delta E_s )</th>
<th>( \Delta Q_s )</th>
<th>( \gamma_2 )</th>
<th>( \gamma_3 )</th>
<th>( \gamma_4 )</th>
<th>( \gamma_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15e6</td>
<td>15e6</td>
<td>2e-11</td>
<td>0.15</td>
<td>44</td>
<td>2.4e-7</td>
</tr>
<tr>
<td>Heat boiler parameters</td>
<td>( Q_{b_{\text{max}}} )</td>
<td>( f_{b_0} )</td>
<td>( f_{b_1} )</td>
<td>( f_{b_2} )</td>
<td>( e_{b_0} )</td>
<td>( e_{b_1} )</td>
</tr>
<tr>
<td></td>
<td>100e6</td>
<td>74289</td>
<td>1.0518</td>
<td>3.6524e-10</td>
<td>0.73125e6</td>
<td>0.175e6</td>
</tr>
<tr>
<td>Back pressure CHP unit parameters</td>
<td>( Q_{c_{\text{max}}} )</td>
<td>( f_{c_0} )</td>
<td>( f_{c_1} )</td>
<td>( f_{c_2} )</td>
<td>( e_{c_0} )</td>
<td>( e_{c_1} )</td>
</tr>
<tr>
<td></td>
<td>182e6</td>
<td>6773</td>
<td>1.052342</td>
<td>8.17056e-11</td>
<td>1.25e6</td>
<td>1.303296e6</td>
</tr>
<tr>
<td>( \alpha_e )</td>
<td>( \beta_e )</td>
<td>( T_{\text{sup}_{\text{min}}} )</td>
<td>( T_{\text{sup}_{\text{max}}} )</td>
<td>( T_{\text{sup}_{\text{dim}}} )</td>
<td>( T_{\text{cut}} )</td>
<td>( k_{\text{sup}} )</td>
</tr>
<tr>
<td></td>
<td>185</td>
<td>500</td>
<td>82</td>
<td>130</td>
<td>-20</td>
<td>8</td>
</tr>
</tbody>
</table>

The length of the evaluation period is one year. The electricity price used in the optimisation is the nordic market for electric energy exchange, Nordpol, spot price during year 2002 and the district
The heat load is given by the historical data for 2002 supplied by a district heat company. During this year, 712 000 MWh were delivered to the district.

Figure 6-4 displays the production cost and the total cost, i.e. including investment, versus the storage size. The investment cost is added as described in chapter 6.6 where the interest rate is 5% and the instalment period is set to 25 years. The analysis results showed that optimal storage size is approximately 27 000 m³ and the annual savings are 3%.

In this numerical example, the heat store is utilized in two ways. The first reason for using the store is to avoid running the expensive heat boiler. The second reason for using the storage is to enable the CHP to produce more heat than required by the district heat load, which is economically profitable during periods of high electricity prices. The electricity price for a 24 hour period is shown in Figure 6-5 and in Figure 6-6 it is shown how the heat storage power and the heat storage energy content varies during the same period. In this example, it is clearly seen that the store is charged during the day when the electricity price is high and discharged during the night.
6.8 Uncertainties

In chapter 4.4 uncertainties in input data and methodology uncertainties were discussed and in this chapter some of these uncertainties are studied using the optimisation methodology presented.
6.8.1 Future heat load uncertainty

In Figure 6-7 it is shown how the optimal storage volume is related to the amount of peak load required to satisfy the district heat load. The optimisation parameters used are the same as in chapter 6.7 except that the maximum capacity of the heat water boiler is increased from 100 MW to 200 MW and the evaluation period is reduced from a whole year to January to March 2002. The district heat load is linearly scaled in order to vary the amount of peak load required.

![Figure 6-7](image)

Figure 6-7: The optimal heat storage volume is strongly connected to the relation between the maximum capacity of an inexpensive base load unit and the maximum district heat load.

It is seen that in this example the amount of storage needed is strongly connected to the amount of peak load required.

6.8.2 Discretisation uncertainty

In Table 6-2 it is shown how the optimal storage volume is affected by the discretisation level of the storage. The optimisation parameters used are the same as in chapter 6.7.

<table>
<thead>
<tr>
<th>Storage energy content discretisation [MWh]</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal storage volume [1000*m^3]</td>
<td>27</td>
<td>25</td>
<td>25</td>
<td>26</td>
</tr>
</tbody>
</table>

This example indicates that the degree of discretisation in the storage energy level does not significantly affect the optimal storage volume.
7 Summary and conclusions

This report presents a methodology to assist the planning of thermal storage into a DH&C plant. The methodology may be divided into the solving of two problems; existence and dimensioning. Further analysis on the shape and technical design of the store is presented.

Minimising the heat loss to the surroundings of a cylinder shaped store implies an H/D ratio equal to 1.0. However, if the most important issue is to minimise the amount of non-productive volume the best H/D ratio is 2.0. However some additional height is inevitable due to the space required for diffusors and also for steam pockets, if present. This is quite consistent with the existing stores in the Nordic countries where a majority of the stores have a H/D ratio in the range of 1.0 – 2.0.

A simplified method for calculating the economic benefits by using heat storage in different district heating systems is presented and demonstrated. The method is based on historical data. The calculations for some cases show that the simplified method is applicable as a first approach for an investment decision in heat storage.

In the case study we find that there are 42 days where the heat load in some hours is more than 5 MW below the limit on 65 MW. During these hours it would be possible to produce to the storage. With storage of 3000 m$^3$ the extended use of the base load for these hours is 2.4 GWh.

A methodology for solving the storage dimensioning problem is presented together with a numerical example with a district heat load from a real DH system and where the heat is produced by a back pressure CHP in combination with a oil fired heat boiler. For an annual heat load of 712 000 MWh the optimal heat storage volume is approximately 27 000 m$^3$ and the savings are about 3 %.

Operational optimisation models found in relevant publications are used for finding the optimal operation of a given DH&C plant together with a heat store of a certain size such that the total operating cost is minimised. All models are second order polynomials and the operational optimisation is conducted using the lagrange multiplier method. The operational optimisation is done for each step in time and for all combinations of heat producing units active and for all possible levels of charging/discharging the storage. This problem is called the dispatch problem. Once this problem is solved for all combinations and for all time steps the next stage is to find the series of combinations through the time interval evaluated that minimises the total cost. This problem is called the unit commitment problem, i.e. how to optimally employ the heat production units, and the solution is found using dynamic programming.

The procedure described above is performed for each storage volume considered and results in an optimum total operational cost. To find the optimum storage volume one may either run a search routine or simply run the optimisation procedure for a number of volumes within an appropriate interval. The latter is advisable since the optimum of this type of problem has shown to be very flat.

Both the simplified and the optimisation method give approximately the same size of the storage and the same economic result, with a slight overestimation of the storage size in the simplified method. This is probably due to the fact that losses from the store are not included in the simplified method.
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