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RESEARCH TOPICS

A. Urban energy systems, planning and development
How does city planning influence the development of district heating and cooling systems and vice versa? Papers in this section explore district heating and cooling as a driving force for city planning and development including development of large or regional heat networks.

B. Resource efficiency and environmental performance
How can district heating and cooling contribute to an efficient and low carbon energy supply? Papers in this section will consider performance and environmental issues in district heating and cooling, including the integration of renewables, primary energy savings, reduction of CO₂ emissions, combined heat and power and the use of thermal storage.

C. Key elements in District Heating and Cooling systems
What are the new developments in district heating and cooling technology? Papers in this section consider steps towards the next generation of district heating and cooling. They focus on improving current district heating and cooling solutions and key elements of the technology: for example piping systems, sub stations and metering techniques. This area includes issues regarding cost reduction, the increase of service life, demand side management and low temperature technologies.

D. Customer relations and market issues
How do customers interact with district energy companies and what is the role of the district energy customers in general? Papers in this area focus on business and infrastructure management and development. A special focus lies on how the challenges for establishing district heating and cooling in an economically viable way can be overcome.

E. Policy and regulation
What policies and regulatory framework can be deployed to assist the establishment and evolution of efficient district heating and cooling networks? How flexible is district heating and cooling to different regulatory environments? What aspects work universally and to what extent do national and regional elements affect the potential of this technology?

F. Open Arena, District Heating and Cooling
What other research can forward the success of district heating and cooling? In line with the broad and multi-disciplinary approach needed to overcome the sector's challenges, the organizers offer the opportunity to submit abstracts that do not fit into the above categories but still bear relevance for a successful future of district heating and cooling.
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THE FEASIBILITY ANALYSIS FOR THE CONCEPT OF LOW TEMPERATURE DISTRICT HEATING NETWORK WITH CASCADE UTILIZATION OF HEAT BETWEEN THE NETWORKS
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ABSTRACT

Recently, low temperature district heating networks (LTDH) have received attention in district heating and cooling market due to their benefits in terms of efficiency, greenhouse gas reduction, flexibility to use renewable energy sources and economic benefits. In this work, physical and techno-economical aspects of the new concept of cascade types with high temperature district heating (HTDH) return is utilized to supply heat at low temperature networks. The HTDH return water temperature is around 45°C and supply of LTDH can be set around 60°C. The return water temperature of HTDH return line at 45°C can be raised to 60°C with the help of heat pump. A detailed study of major components, network design, pressure drop, heat loss and power consumption was performed to formulate an annual, hourly, based energy simulation to assess the techno-economic feasibility of the systems for different types of customers (residential & commercial). The economics were also analysed in terms of internal rate of return (IRR) and the results show that IRR for residential buildings varies from 14 ~ 17%. In order for the successful realization of the proposed system in the market new sustainable systems encouragement in government level is desired to be provided in the form of renewable energy target/certificates or CO\textsubscript{2} reduction incentives especially at the initial stage of the commercialization of the model.

INTRODUCTION

District Heating (DH) is concerned with centralized production of heat and electrical power and its distribution in such efficient way that the production and maintenance cost incurred is lower than individual production of end user [1]. District heating network has evolved over time in terms of its supply temperature and efficiency. Fig 1 presents the evolution and enhancement of efficiency of DH network with respect to the supply temperature. It is evident that the low temperature district heating networks are the best in term of efficiency and will be sustainable alternative in future of DH technology.

![Fig. 1 Classification of DH system based on temperature](image-url)
Utilization of thermal storage units allow to handle the peak loads without greatly oversizing equipment and so reduce investment costs.

- Improved power to heat ratio in steam CHP system

The efficiency of CHP unit is dependent on the condensing temperature of CHP unit. Low network supply and return temperature allow more power to be extracted from steam turbines. The reduction of the electricity output can be defined by z-factor as (1):

\[ Z = \frac{E_{\text{electricity loss}}}{E_{\text{electricity produced}}} \]  

Table 1 presents the practical demonstration of low temperature district heating networks. It can be believed that LTDH systems can be implemented with reliability and will be sustainable solution of future DH systems.

**Table 1 Practical application of LTDH**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Kirsehir, Turkey</td>
<td>1995</td>
<td>57</td>
<td>38</td>
<td>11</td>
<td>39,312</td>
<td>33,572</td>
<td>5,739</td>
</tr>
<tr>
<td>Lystrup, Denmark</td>
<td>2009</td>
<td>52</td>
<td>34</td>
<td>8</td>
<td>986</td>
<td>790</td>
<td>196</td>
</tr>
<tr>
<td>Okotoks, Canada</td>
<td>2007</td>
<td>39</td>
<td>31</td>
<td>4</td>
<td>2,705</td>
<td>2,564</td>
<td>141</td>
</tr>
<tr>
<td>Halmstad, Sweden</td>
<td>2010</td>
<td>70</td>
<td>38</td>
<td>7</td>
<td>920</td>
<td>809</td>
<td>111</td>
</tr>
<tr>
<td>Falkenberg, Sweden</td>
<td>2010</td>
<td>78</td>
<td>44</td>
<td>7</td>
<td>1,374</td>
<td>1,252</td>
<td>122</td>
</tr>
<tr>
<td>Munich, Germany</td>
<td>2006</td>
<td>59</td>
<td>33</td>
<td>10</td>
<td>6,534</td>
<td>6,379</td>
<td>155</td>
</tr>
<tr>
<td>Slough, UK</td>
<td>2010</td>
<td>51</td>
<td>34</td>
<td>11</td>
<td>178</td>
<td>129</td>
<td>49</td>
</tr>
<tr>
<td>Høje Taastrup, Denmark</td>
<td>2013</td>
<td>70</td>
<td>40</td>
<td>9</td>
<td>1,978</td>
<td>1,715</td>
<td>263</td>
</tr>
</tbody>
</table>

Table 1 presents the practical demonstration of low temperature district heating networks. It can be believed that LTDH systems can be implemented with reliability and will be sustainable solution of future DH systems.

**HTDH return cascade utilization in LTDH**

Fig 3. represents the scheme where an already high temperature district heat network is operational and the return water temperature of HTDH is sent to a substation where the temperature is boosted up to 60 °C by the utilization of heat pump.

The heating load profiles were generated by estimating the heating load for the apartment complex type of...
building in Seoul. The number of houses per floor were 4 and total of 15 floors per apartment were considered. The supply and return water temperatures were kept at 60°C & 30°C, respectively. Fig 4 presents the layout of the considered building type.

**Heat loss model**

Heat loss in piping is considered in two parts, building pipe heat loss & underground pipe heat loss.

$$\text{Pipe Heat Loss} = \frac{Q_{pipe}}{\ell} = UA_{pipe}(T_T - T_R) = UA_{pipe} \Delta T$$  \hspace{1cm} (2)

$$\text{Pipe Surface Area} = A_{pipe} = 2\pi D_L L$$  \hspace{1cm} (3)

$$U = \frac{1}{R_1} + \frac{1}{R_2} = \frac{1}{h_1} + \frac{1}{h_2} = \frac{1}{h_1} + \frac{1}{h_2}$$  \hspace{1cm} (4)

$$h_1 = \frac{k_c}{D_L} \times 0.0232 R_c \times 0.04$$  \hspace{1cm} (5)

$$h_2 = 15.79 + 0.03392 \Delta T - 0.986 D_L + 0.000117 D_L^2 + 97.3 D_L^2 - 0.0138 D_L^4$$  \hspace{1cm} (6)

Table 2. Parameter of pipe material used in model

<table>
<thead>
<tr>
<th>Pipes</th>
<th>Density [kg/m³]</th>
<th>Thermal conductivity [W/mK]</th>
<th>Thermal capacity [kJ/kg.K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier pipe</td>
<td>940</td>
<td>0.38</td>
<td>2.31</td>
</tr>
<tr>
<td>Insulation</td>
<td>60</td>
<td>0.0237</td>
<td>1.21</td>
</tr>
<tr>
<td>Outer pipe</td>
<td>918</td>
<td>0.33</td>
<td>2.31</td>
</tr>
</tbody>
</table>

Fig. 4 Annual heat loss & total load profile of LTDH with respect to distance from HTDH network

Fig. 6 Component of heat loss with respect to total load

The heat loss model formulated using equations (2)–(6) and the material and parameters used in modelling are presented in Table 2. Fig 5 presents the layout of piping scheme.

Fig. 6 presents the heat loss in terms of load if LTDH supported apartment is at 1km, 2km and 3km distance from HTDH network. The respective total heat load is also presented in Fig.6.

Fig. 7 presents the heat component of heat loss with respect to total load for every month of the year.

**Heat pump model**

The heat pump performance data of commercial heat pumps is used to develop an empirical correlation of COP of heat pump using regression analysis and can be reposted as eq. (7) & (8).

$$P_{sys} = \frac{Q}{COP (T_{hi} - T_{ho})}$$  \hspace{1cm} (7)

$$COP = C_1 T_{hi} + C_2 T_{ho} + C_3 T_{hi}^2 + C_4 T_{ho}^2 + C_5 T_{ho} T_{hi} + C_6 T_{ho}^2 + C_7 T_{hi}^2 + C_8 T_{hi} T_{ho} + C_9 T_{ho} T_{hi} + C_{10} T_{hi}$$  \hspace{1cm} (8)

The coefficients of used in prediction of equation (8) are presented in table 3.
Table 3. Coefficient of regression equation

<table>
<thead>
<tr>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.06233097</td>
<td>-0.14968569</td>
<td>-0.00080224</td>
<td>0.000555618</td>
<td>0.000160963</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C6</th>
<th>C7</th>
<th>C8</th>
<th>C9</th>
<th>C10</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.20265706</td>
<td>-0.23095988</td>
<td>0.001611807</td>
<td>0.069420396</td>
<td>-0.00442447</td>
</tr>
</tbody>
</table>

Economic Analysis

The project economic feasibility was assessed by considering the capital costs of equipment and electricity billing. Following assumptions were made for the analysis:

- Project life is 30 years
- Inflation rate is 5%
- Two pipe system has been selected for secondary network
- Distance of substation is 3km
- Price of pipes, heat and labor expense is based on local market of Korea

The capital investment cost includes the cost of DH pipe network, heat pump and network connection, labor and materials. The capital cost of the primary side pipe network is based on the local Korean market and the table 4 and 5 present the cost estimation of primary side and secondary side pipe.

Table 4. Capital cost of pipe for primary pipe network [3]

<table>
<thead>
<tr>
<th>Type</th>
<th>Pipe Standard</th>
<th>Price (₩/m)</th>
<th>Carrier Pipe</th>
<th>Insulation</th>
<th>Casing Pipe</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Inter</td>
<td>Outer</td>
<td>Thickness</td>
</tr>
<tr>
<td>PEX</td>
<td>150A</td>
<td>253300</td>
<td>154.2</td>
<td>165.2</td>
<td>38.4</td>
</tr>
<tr>
<td></td>
<td>125A</td>
<td>163800</td>
<td>129.6</td>
<td>139.6</td>
<td>39.1</td>
</tr>
<tr>
<td></td>
<td>100A</td>
<td>124000</td>
<td>104.5</td>
<td>114.3</td>
<td>39.4</td>
</tr>
<tr>
<td></td>
<td>80A</td>
<td>103200</td>
<td>80.1</td>
<td>89.1</td>
<td>32.2</td>
</tr>
<tr>
<td></td>
<td>65A</td>
<td>84350</td>
<td>67.3</td>
<td>76.3</td>
<td>28.7</td>
</tr>
<tr>
<td></td>
<td>50A</td>
<td>67600</td>
<td>52.7</td>
<td>60.5</td>
<td>20.1</td>
</tr>
<tr>
<td></td>
<td>40A</td>
<td>49200</td>
<td>41.2</td>
<td>48.6</td>
<td>27.7</td>
</tr>
<tr>
<td></td>
<td>32A</td>
<td>38500</td>
<td>35.5</td>
<td>42.7</td>
<td>20.7</td>
</tr>
<tr>
<td></td>
<td>25A</td>
<td>32900</td>
<td>27.2</td>
<td>34.2</td>
<td>25.5</td>
</tr>
<tr>
<td></td>
<td>20A</td>
<td>29600</td>
<td>21.4</td>
<td>27.2</td>
<td>28.9</td>
</tr>
</tbody>
</table>

The different cost quotations have been obtained and an average cost has been chosen for heat pump based on its capacity in kW.

\[ \text{Cost of Heat Pump} = 450 \, \text{₩/kW} \]

This cost is based on the price quotations that are valid for heat pump size of 30kw to 300kW.

For comparison purpose of the LTDH with gas heating, an average price of condensing gas boiler for single family unit is also considered. The considered cost of condensing boiler is $1200 with 90% efficiency and operating cost of 21W/MJ.

The operating cost of the low temperature districting heating is the cost of heat supplied and heat loss, pumping power cost, and the electricity cost utilized by heat pump. For the simplification, a flat rate of 83.5 ₩/MCal has been used in the present simulation. The cost of heat loss is also based on this flat rate.

The cost of electricity is presented in table 6 as under.

Table 6. Electricity price for industrial usage

<table>
<thead>
<tr>
<th>Time Period</th>
<th>Summer</th>
<th>Spring/Fall</th>
<th>Winter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Off-Peak</td>
<td>55.2</td>
<td>55.2</td>
<td>62.5</td>
</tr>
<tr>
<td>Mid-Peak</td>
<td>108.4</td>
<td>77.3</td>
<td>108.6</td>
</tr>
<tr>
<td>On-Peak</td>
<td>178.7</td>
<td>101.0</td>
<td>155.5</td>
</tr>
</tbody>
</table>

The pipe sizing for secondary network is presented in the table 7 below.

Table 7. Pipe sizing for secondary network

<table>
<thead>
<tr>
<th>Pipe Description</th>
<th>Standard</th>
<th>Length (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Underground</td>
<td>Supply</td>
<td>80A</td>
</tr>
<tr>
<td>Basement</td>
<td>Supply</td>
<td>80A</td>
</tr>
<tr>
<td></td>
<td>Return</td>
<td>80A</td>
</tr>
<tr>
<td>Vertical</td>
<td>1-2 Floor</td>
<td>65A</td>
</tr>
<tr>
<td></td>
<td>3-8 Floor</td>
<td>50A</td>
</tr>
<tr>
<td></td>
<td>9-11 Floor</td>
<td>40A</td>
</tr>
<tr>
<td></td>
<td>12-15 Floor</td>
<td>32A</td>
</tr>
<tr>
<td></td>
<td>Return</td>
<td>80A</td>
</tr>
<tr>
<td></td>
<td>3-8 Floor</td>
<td>50A</td>
</tr>
<tr>
<td></td>
<td>9-11 Floor</td>
<td>40A</td>
</tr>
<tr>
<td></td>
<td>12-15 Floor</td>
<td>32A</td>
</tr>
</tbody>
</table>
The pumping power was estimated by calculating the pressure drop in the piping network. The distribution piping accessories like elbow and tee were considered to calculate the pressure drop. The pump performance curves were used to calculate the electric power requirement against the required mass flow rate and pressure drop.

The flat rate for heating is provided in section before. The same rate is considered for billing from the consumer. The capital costs, operating costs and inflation factors are summed and balanced against the incomes generated from the consumer to find the payback period which is given in Eq. 9 below.

\[
\text{Payback Period} = \frac{\text{(Cost of the investment + annual operating costs)}}{\text{(Annual net cash flow)}} \quad \text{Eq. 8}
\]

Similarly, internal rate of return was calculated by considering the mentioned 30 years of system operation and summation of incomes and expenses generated monthly.

The particulars of simulation scenarios considered in economic analysis are presented in table 4.

<table>
<thead>
<tr>
<th>Case</th>
<th>Primary Network</th>
<th>Secondary Network</th>
<th>Heat Pump</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Heat Loss</td>
<td>Pumping Power</td>
<td>Heat Loss</td>
</tr>
<tr>
<td>1</td>
<td>Included</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>2</td>
<td>Not Included</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>3</td>
<td>Included</td>
<td>Not Included</td>
<td>Included</td>
</tr>
<tr>
<td>4</td>
<td>Not Included</td>
<td>Included</td>
<td>Not Included</td>
</tr>
</tbody>
</table>

**RESULTS & DISCUSSION**

![Figure 8. Payback period of system for the mentioned scenarios and type of building](image1)

![Figure 9. Internal Rate of Return of system for the mentioned scenarios and type of building](image2)

Fig. 8. Presents the payback period for the system with various simulation scenarios and types of buildings. It can be observed that the payback for residential buildings is less than the other types. The major reasons is load demand. Fig 9 represents the internal rate of return and again apartment complex and hospital type buildings are suitable choices but departmental stores yield smaller IRR due to their smaller load demand. The concept of heat pump and low temperature network integration has mature technology and market. The network design for low temperature district heating have been already successfully implemented in EU.

The economic analysis of different buildings shows that economic feasibility is very high for high heat density buildings [ration of heat supplied to land area], for example apartment complex and office buildings. The fluctuation of the building heat load results in lower COP and higher electric power consumption. Therefore, buildings with high density and low load fluctuation are favorable for low temperature district heating.

The rate of return of residential building varies from 5~6 years, for office 9~10 years, for hospital 5~7 years, and for departmental store 12~14 years depending on various cases considered in economic analysis. The internal rate of return varies from 11~15% for residential building, 5~6% for departmental store, 8~10% for office building, 13~15% for hospital. Decrease of return temperature from 45°C~30°C results in double saving of electric power per kW of heat production. Similarly 37% reduction in heat loss, supply T reduced 90 to 60°C. These benefits will definitely double the economic benefits and profit for low temperature district heating.

**CONCLUSION**

In this study, the concept of cascade utilization of surplus energy in district heating network is newly suggested by utilizing the return water of HTDH as a heat source for LTDH and its feasibility is assessed for different types of buildings. Especially this cascade
types of LTDH model is believed to be more favorable to propagating it into the market against the existing LTDH, i.e. isolated low temperature district heating or converting the existing HTDH model to LTDH one. The economic analysis for different types of buildings shows that economic feasibility is very high for high heat density buildings, for example apartment complex and office buildings. It is also shown that the fluctuation of the building heat load results in lower COP of the heat pump and higher electric power consumption. Consequently negative effect on techno-economic benefits of the model. Therefore, buildings with high heat density and low load fluctuation seems to be very appropriate conditions for creating new customer in the vicinity of the HTDH network. In this work, the applicability and feasibility of the model is carried out from the view point of expanding the existing DH network to a neighboring building. In forthcoming study, the feasibility analysis between the thermal networks, i.e. to build complex connected by the low supplying temperature network, will be carried out and its result will be presented.
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ABSTRACT
Current research and development shows that it is technical feasible to change high/medium temperature district heating system to low temperature district heating system for both new and existing building areas. We collect and identify promising technologies in low-temperature district heating application to meet the goals of future renewable based community energy systems. Innovative technologies and advanced system concepts in low temperature district heating are described. Technological issues to supply low temperature district heating to existing building area, supply low temperature district heating with renewables and supply ultra-low temperature district heating are discussed in this paper.

INTRODUCTION
In Europe, heating represents the largest share of end use of energy. It accounts approximately 50% of total final energy consumption. Building sector takes more than 40% of total final energy consumption and accounts for 40% of CO₂ emissions. District heating (DH) is an essential strategic tool to reach the EU 2020 and 2050 environmental and energy efficient targets.

Low temperature DH based on renewable energy can substantially reduce total greenhouse gas emissions and secure energy supply for future development of society [1]. There have large potential to transform the current 3rd generation DH (water system with Ts<100°C) or 2nd generation DH (water system with Ts>100°C) to the future low temperature DH system (also called 4th generation DH (Ts=50~55°C)). An IEA DHC research project (Annex TS1: Low temperature district heating for future energy system) has been developed to study low temperature DH for future energy system. In Subtask B (District heating and cooling technologies), different low-temperature DH technologies and solutions were collected which include solutions to control and operate space heating system to achieve low supply and return temperature, solutions to supply domestic hot water at low-temperature in energy efficient and cost effective way without risk of Legionella, solutions to design energy efficient network and eliminate network bypass losses, solutions to operate district heating system at ultra-low temperature and solutions to utilize decentralized waste heat[2].

The paper focuses on several research issues in low temperature DH supply. The first issue is to supply DH to existing buildings with low network supply and return temperature. The second issue is to supply low temperature DH with renewable energy. The third issue is to supply buildings with temperature below 50°C.

SUPPLY LOW TEMPERATURE DISTRICT HEATING TO EXISTING BUILDINGS
Traditionally, DH system focuses on the production or supply side. The DH operators have limited knowledge on the consumer heating profile. The operation of DH system is to provide sufficient high temperature and differential pressure to the end users. The low temperature DH system concept switches this perspective starting from building energy conservation and minimizing supply and return temperature in the building, then the energy efficient DH network and the renewable energy supply.

Literally, the 3rd generation DH can be operated under low temperature without the need to renovate the existing buildings and their heating systems. The precondition to achieve such goal is that the problem to safety supply domestic hot water without the risk of Legionella should be firstly solved [3].

There is no need of discussion of the floor heating system as it typically requires temperature around 30-40°C, which causes no problem to operate the system at low temperature. It was also demonstrated that low temperature DH can meet the heating demand in low energy buildings. For existing buildings with radiators which were dimensioned based on the old
high/medium temperature design criteria, low temperature can be supplied when the ambient temperature becomes sufficiently high.

To illustrate the relationship between the DH supply temperature and the ambient temperature, a building simulation was performed in IDA-ICE building simulation tool. The building is a typical Danish single family house built in 1970s. The internal floor area is 142 m². The simulated annual heating load is 110 kWh/m².y and the peak heating power is 9.2 kW.

A supply temperature compensate curve is constructed based on the operational criteria which demands the annual accumulated hours in the most critical room zone should be no more than 5% of the total heating period when the room operative temperature is below 20°C.

Figure 1 illustrates the suggested temperature compensate curve. The low supply temperature at 50°C starts when the ambient temperature is above -1°C. Figure 2 shows the operative temperature duration curve in the most critical room (except the entrance which has lower temperature) based on the compensate supply temperature curve. It can be seen that the accumulated annual total hours for room temperature below 19.9°C is around 2%. The consumer thermal comfort is satisfied with the constructed temperature compensate curve.

Assuming the heating period is from Oct 1st this year to March 31st next year. The total hours in this period is 4368 hrs. During this period, the total hours for ambient temperature above -1°C is 3455 hrs. This means low temperature DH can be supplied to the existing buildings for 80% of heating period without the need for building or heating system renovation.

The benefits of low network supply temperature is higher power to heat ratio in steam CHP plants, higher COP for heat pumps, higher utilization of low temperature renewable energy and waste heat sources, and lower network heat losses. The demand for low supply temperature is not in urgent as far as the high temperature heat source (like steam power plant) is still in dominant.

The significant benefits of low network return temperature is higher utilization of flue gas condensation and larger temperature drop in the consumer end. Flue gas condensation is particular relevant for biomass and waste incineration CHP plants, which have high moisture content fuels. To encourage low network return temperature, some Danish DH utilities use incentive tariff to regulate network return temperature. For example, 1% of variable price per 1°C is returned back to the consumers when their return temperature is below a threshold value (for example, 30°C). On the other hand, extra payment is made for consumers who have higher return temperature than the threshold value.

The operation toward low temperature DH tries to push the limit for the lowest possible supply and return temperature. One of the barriers to operate at low temperature is that there have different errors in the consumer heating systems and substations [4]. Such errors should be identified and removed. Low temperature can then be achieved in a well-balanced and controlled hydronic circuit.

Low supply temperature needs the knowledge of building heating demand and building heat system. It can be achieved through a well-toned temperature compensative curve. To adjust the room thermal comfort and ensure low return temperature, radiator thermostatic valves should be used with a pre-setting function. The purpose of pre-setting function is to limit the maximum flow through the valve and achieve better hydraulic balance.

Due to misunderstanding of the thermostatic valve, consumers often use it as an on/off valve. In some occasions, they may leave the windows open and keep the heating system running. These result inevitable high return temperatures even the thermostatic valves are correctly installed and functioning. To ensure low return temperature, a thermostatic return limiter can be installed at the radiators. It closes the flow when the return temperature is higher than the set-point value. In this way, minimum cooling of supply water can be achieved in all situations.

Figure 3 shows an indirect connected space heating substation with thermostatic radiator valve, a return limiter and a differential pressure controller. The function of differential pressure controller is to ensure a stable differential pressure across the heating installation.

Figure 1 Supply water temperature compensate curve
SUPPLY LOW TEMPERATURE DISTRICT HEATING WITH RENEWABLES

The 2009/28/EC Directive sets target to achieve at least 20% of renewable share in the final energy consumption by the year 2020 within EU countries. To face the challenge of fossil fuel depletion and greenhouse gas emissions reduction, more renewable energy will be used in the power and heating sector.

The current renewable heating technologies are feasible to be implemented in different circumstances in DH [5]. Biomass has high heat content and can be easily stored. It is an ideal replacement for fossil fuel in current CHP plants. However, long term use of biomass as the primary heat source is arguable due to competing land use with food and feed production, and the prioritised use of biomass in other sectors like in transportation and materials production which are traditionally made from petrochemical products.

Low temperature renewable energy sources can be solar energy and geothermal energy. Solar collector from flat plate produces hot water at 80-90°C. Up to 25°C can be obtained from shallow geothermal with depth less than 400m. Coupled with heat pump, it can provide the low temperature DH needs.

The use of renewables can be in centralized way or in decentralized way. Decentralized heat generation produces heat close to the users thus does not require expensive long-distance pipelines. It reduces the distribution heat loss and meanwhile increases system flexibility and the capability to use more local heat sources.

The decentralized heat sources can be solar thermal, geothermal heat, or waste heat recovered from compressor machine (as in supermarket) or city data centre, etc. The scale of decentralized heat source is typically small and the owner of the decentralised heat can also be a customer. Figure 4 shows Hydraulic connection of decentralized solar plant to existing substation as installed in Ludwigsburg, Germany for multi-family houses. The heat is transferred from the transfer station to the micro grid when there is surplus solar heat and vice versa when the solar heat is not sufficient. The simulation results indicate that during summer period, the heat delivered from the solar station is much higher than that the heat removal from the grid.

SUPPLY ULTRA-LOW TEMPERATURE DISTRICT HEATING

The minimum supply temperature in a district heating network is restricted by whether the supply temperature level is high enough to meet the space heating demand and whether the produced domestic hot water can meet the hygiene and comfort standard. For low energy buildings and buildings with floor heating, the supply temperature constrains mainly comes from the domestic hot water. In Denmark, the prevention of Legionella requires that the hot water temperature no lower than 50°C for system with circulation and 60°C for system with storage tank [DS 16355, 2012].

For a domestic hot water system which uses instantaneous heat exchanger and confines the total water volume from the heat exchanger to the tapping point within 3 litres, there is no risk of Legionella
contamination. In this case, low-temperature district heating can supply 50°C at the primary side of the domestic hot water circuit.

There exist various heat sources in the urban area which have the temperature below 50°C. Such heat sources can be sewage water, waste heat recovered from server centre or electric transformer, or shallow geothermal heat. Comparing with low-temperature district heating, such low temperature waste heat sources have temperature below 50°C which cannot be directly used for domestic hot water supply. This type of district heating is called ultra-low temperature DH or cold DH. The DH water temperature needs to be boosted on-site with auxiliary heaters that often use electric energy.

A case study was performed to investigate the performance of several different substation configurations in single-family houses supplied with ultra-low temperature district heating [7]. In the local district heating system, the waste heat recovered from a local pump factory and then boosted with a heat pump provides heating need for residential buildings. The plant supply temperature is at 46°C when the ambient temperature is above 5°C. Below this temperature, the district heating supply temperature is increased by 1 °C for every 1 °C decrease in the outdoor temperature in order to provide sufficient heat to the consumers during cold weather. With consideration of heat loss in the distribution network, the supply temperature at the consumer end is around 40°C.

Different types of domestic hot water substations were studied which include conventional storage tank with auxiliary electric heater, micro-heat pump substation, and instantaneous heat exchanger with supplementary electric heaters. Figure 5 shows the instantaneous heat exchanger substation with supplementary electric heater for kitchen water use. It has the lowest relative electricity consumption and the lowest integrated energy costs for domestic hot water production in all studied cases.

Figure 5 Instantaneous heat exchanger with supplementary electric heaters

CONCLUSION

Several technological issues to supply low temperature DH have been discussed in this paper.

When people interpret low temperature DH, some may have an understanding that either the building or the heating system should be renovated before low temperature DH can be applied in large scale. Such understanding assumes supply temperature at 50-55°C should be used all year round including cold winter period. This however hinders the development of low temperature DH. From building simulation, it can be seen that even in cold climate like in Denmark, low temperature at 50°C can be supplied in a major portion of time during the heating season for existing buildings which have high energy consumption and use radiators as the heating system. This means low temperature DH operation is possible in current DH system as far as the problem to safety supply domestic hot water at temperature close to 50°C could be firstly addressed.

Low temperature DH emphasis both low network supply temperature and low return temperature. Low supply temperature can be achieved with well-tuned temperature compensate curve. Low return temperature can be achieved through thermostatic radiator valve and thermostatic return flow limiter.

When heat sources for high temperature heat generation are still in dominant, it may be an uneasy task to persuade DH utilities to shift to low supply temperature even for low energy buildings. This is because high temperature can keep the system simple (no additional measures are required for domestic hot water system). It can also achieve larger temperature drop from the heating system thus keep smaller pipe diameters and low pumping cost.

On the other hand, low network return temperature benefits biomass or waste based CHP plant performance due to heat recovery from flue gas condensation. Therefore, the transition from current DH system to low temperature DH system can be divided into two steps. The first step is to achieve low network return temperature. Then the second step, when high temperature heat source is gradually phasing out, low network supply temperature can be the main target. It demands the low temperature supplied all year round as there has no cheap high temperature heat source available to boost the temperature in peak winter period. Deep renovation of existing buildings and their heating system are required in order to meet this target.

The share of renewable energy in heating supply will continuously increase. Comparing with biomass, solar heating and geothermal with heat pump may more suitable for low temperature district heating. Other low temperature waste heat sources which cannot be used directly in low temperature DH due to its ultra-low temperature can be recovered, and supplied to consumers. Such ultra-low temperature DH can be applied when there have on-site temperature boosters installed at the consumer ends. The use of renewables and waste heat can be either centralized or
decentralized to increase the system flexibility and the possibilities to maximum recover available waste heat.
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ABSTRACT

One third of the world’s end energy consumption is used on heating purposes in the building sector. The larger part of energy used for heating comes from high exergetic sources (e.g. coal or gas). Since living spaces are usually heated up to around 20 °C, application of low exergetic sources (e.g. solar thermal energy or ground heat sources) is sufficient for low temperature district heating supply.

The main target of the work carried out is to demonstrate the advantages of exergy-based assessment for increased efficiency of small scale district heating supply schemes. For this reason different supply scenarios, based on fossil and renewable energy sources, are investigated. The different renewable energy supply units are regarded individually or in two- or three-way combinations. In this study renewable and fossil-based supply are compared on the one hand and on the other hand the benefits of merging several renewable energy suppliers for a small building group with a high energy standard are identified. For evaluation and identification of the best supply solution, the exergetic-based assessment method is applied. Additionally simplified aspects of operational management and estimation of investment costs are used to compare the different supply solutions. The evaluation of the scenarios clearly shows that the combination of innovative supply strategies and exergetic assessment leads to a more "holistic understanding" of the energy conversion chain and offers prospects for optimized low temperature district heating supply. Furthermore economic considerations and an analysis of emissions are to be included in the evaluation.

This paper represents modelling, simulation and exergetic analysis of renewable multi-generation units to low temperature district heating supply of a building group and covers a topic from IEA DHC Annex TS1 [1].

INTRODUCTION

The building sector is responsible for more than one third of the end energy consumption and therefore for a large amount of greenhouse gas emissions. Low temperature district heating (LTDH) supply in particular offers new possibilities for greater energy efficiency and reduced consumption of fossil energy. On the demand side, low temperature heat is commonly available as a basis for energy efficient space heating and domestic hot water (DHW) preparation. Low temperature heat can be integrated into district heating through e.g. the use of efficient large scale heat pumps, solar thermal collectors and biomass fired - combined heat and power plants. Generally, the utilisation of lower temperatures reduces transportation losses in pipelines and can increase the overall efficiency of the entire energy chain used in district heating. To achieve maximum efficiencies, not only the district heating networks and energy conversion need to be optimal, but the demand side must also be fitted to allow the use of low temperatures supplied by the network. For this reason, the implementation of solutions based on large shares of renewable energies requires an adaptation of the technical and building infrastructure [1]. To identify potential savings and to increase efficiency of supply a holistic analysis of energy flows is necessary. In particular the application of exergy principles is especially important, allowing the detection of different available energy-quality levels and the identification of optimal contribution to an efficient community supply. From this, appropriate strategies and technologies with great potential for the use of low-valued energy sources (LowEx) and a high share of renewable energies for heating and cooling of community supply systems can be derived [2].

The main target of the work is to demonstrate advantages of exergy-based assessment for increased efficiency of small scale district heating supply. For this reason this paper is focused on modelling, simulation and exergetic analysis of renewable multi-generation units to low temperature district heating supply.

EXERGY-BASED ANALYSIS

To improve the efficiency of small scale district heating supply the physical property "exergy" is used. In accordance to thermodynamic laws, exergy is the maximum theoretical work obtainable from the interaction of a system (energy flow or a change of a system) with its environment, until a state of equilibrium is reached between them [3]. Thus exergetic assessment shows a strong dependence on the selected reference environment. In this paper the outdoor air temperature is chosen using [4]. In contrast
to energy, exergy can be destroyed. In this way the exergy content expresses the quality, respectively the ability of transformation, of an energy source or flow. This property can be used for identification and quantification of improvement potential for complex community supply systems [2], [7].

The work carried out in this paper is based on findings of the study [8]. This study deals with modelling and exergetic analysis of renewable multi-generation units of a small building group. As part of this study it is demonstrated that the combination of innovative supply strategies and exergetic assessment leads to a more "holistic understanding" of the energy conversion chain and offers prospects for optimized community supply. Furthermore it shows that the meaningfulness of the results of exergy assessment of community supply systems could be increased if simplified aspects of operational management are regarded as well. In addition it was found that additional impact factors should be considered which play an important role for assessment of small scale district heating supply technologies. As part of further work the factors CO₂ emissions and aspects of economy have been identified. For that reason the method shown in [8] has been refined and extended by analysis of CO₂ emissions and consideration of economic aspects.

Next to the choice of assessment parameters the definition of the system boundaries plays an essential role when assessing small scale district heating supply. For the analysis carried out in this study the methodology described in [6] is used and adapted to the assessment of community energy systems. This method is also known as the "LowEx"-approach, a more detailed description can be found in [2]. For evaluating the energy and exergy flows all transformation processes occurring in the community energy conversion chain need to be taken into account. The calculation of the energy and exergy demands starts at the demand side beginning at the building envelope. Supply chains are broken down into individual subsystems for analysis conducted in this paper. For each subsystem, the incoming and outgoing exergy flows are considered [6] (refer Figure ).

MODELLING OF A SMALL ENERGY SYSTEM

By using the simulation tool TRNSYS [9] a small energy system is modelled. The model includes ten high energy standard residential buildings. To supply the building a local district heating (DH) network with substations, storages, and heat generation units consisting of: solar thermal collectors (ST), ground source heat pumps (GSHP) and natural gas-fired CHP are implemented. Additionally as a reference case, a common decentralized supply technology using natural gas (NG) boilers, without grid, storage and application of renewable energy sources (RES) is modelled. For both variants the ten buildings of the cluster are physically identical and are equipped with floor heating systems. To guarantee uninterrupted heat supply and to avoid undersupplying or oversupplying the emission systems, as well as the energy suppliers, are controlled by using weather forecasting. For modelling and simulation the weather data for Kassel (Germany) created by "Meteonorm" [4] is used.

Assumptions for buildings and thermal network

All buildings have a floor space area of 180 m² and are dimensioned for a specific heating demand of 45 kWh/m²a. This demand reflects the energy demand for new buildings according to EnEV 2009 [10]. Real settlements are characterized by a variation of user behaviour which results in greater deviation of each single building. For this reason the buildings are classified by different user profiles "average", "saver" and "waster" [11].

Table 1: User profiles for determination heat demand

<table>
<thead>
<tr>
<th>user type</th>
<th>user type</th>
<th>user type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&quot;average&quot;</td>
<td>&quot;saver&quot;</td>
</tr>
<tr>
<td>Room</td>
<td></td>
<td></td>
</tr>
<tr>
<td>temperature</td>
<td>21 °C</td>
<td>19 °C</td>
</tr>
<tr>
<td>Night</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>setback</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Air</td>
<td>0,6 1/h</td>
<td>0,3 1/h</td>
</tr>
<tr>
<td>exchange</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rate</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Energy conversion chain used for modelling of a building group [8]
For each profile internal gains are varied in order to reflect a two-person household as well as a family of four. “Average” and “saver” are equipped with night setback, which means that the room temperature is lowered by 3 °C for seven hours. In case of DHW preparation different stochastic DHW-tapping profiles were created using “DHWCalc” [12]. These profiles are classified corresponding to user profiles described above and differ in the temporal variance of tapping. The energy demand for DHW preparation is calculated using DIN V 18599 [13].

The DH network is designed as a radial network. To cover the heating demand and DHW demand simultaneously the design supply temperature is 45 °C. The thermal network is equipped by pre-insulated twin-pipes (U-Value = 0.027 (W/m²K)) with small diameters (DN50 and DN25) which leads to a highly efficient supply of the buildings. In the model a subroutine for the calculation of the ground temperature is implemented. This subroutine models the vertical temperature distribution of the ground given as the mean ground surface temperature for the year, the amplitude of the ground surface temperature for the year, the time difference between the beginning of the calendar year and the occurrence of the minimum surface temperature as well as the thermal diffusivity of the soil [14]. For determination of pressure losses and dimensioning of the required pumping power the Darcy-Weisbach-Equation is used [15]. For the modelling of the thermal distribution networks the velocity of individual fluid segments must be taken into account due to emerging thermal interactions. Furthermore, it has to be considered that the twin pipes are buried in the ground and that the media-carrying pipes are inside a common insulating layer. For dynamic simulation and determination of heat losses the „ground buried plug-flow model” [16] is used. This model combines „ground buried pipes” [17] and the „plug-flow model” [18]. For coupling of the local low temperature DH network with the heating system the buildings are equipped with a substation (HAST). In the HAST the fluid coming from the district heating supply line is divided into two flows: heating fluid and DHW fluid. The fluid for space heating is provided directly to the building service systems. To provide the required temperature level for space heating a bypass is used for admixture of return line water from the DH grid. For DHW preparation instantaneous heat exchangers are modelled taking Legionella prevention into account. In the event that the target temperature for DHW is not achieved, each building is equipped with an electric heating element.

Assumptions for the energy suppliers and storage facilities

The interconnection of energy suppliers and storage devices is shown in Figure 2. The storages act as interface between the supply line of the DH-network and centralized energy supplying units. Two storage solutions are implemented; buffer and seasonal storage. Depending on the simulation scenario, both storages can be charged or re-charged respectively and activated or de-activated using the valves (1) and (2). If e.g. high solar yields are achieved, the seasonal storage is charged. As soon as the seasonal storage is recharged, HP and CHP can be activated to guarantee the uninterrupted heat supply. For the operation of the HP and CHP a small buffer storage is available. Depending on the selected supply scenario all supply units can be operated individually or in combination. All energy suppliers can be enabled or disabled, using the pumps and the valves (1)-(4). Additionally these pumps and valves (1)-(4) regulate the mass flows. As long as the temperature level in the seasonal storage is above the return temperature of the network (6) the residual heat can be used for reheating in the buffer storage, by activating valves (2) and (4).

If the supply temperature is higher than the required supply temperature in the network the bypass valves (5) and (6) are used to control the return flow.

EXERGY-BASED ANALYSIS OF CASE STUDIES

For comparison and exergy-based analysis seven renewable scenarios (centralized) and a fossil-based (decentralized) supply scenario are investigated (refer to Table 2). The selection and dimensioning of case studies using renewable energy sources is based on realized projects, where a high degree of innovation was targeted (e.g. [19], [20]).

The aim of this analysis is to compare renewable on one hand and fossil-based supply and on the other
hand to identify benefits by merging several renewable energy suppliers for a small building group with high energy standard. The first three scenarios deal with self-sufficient renewable supply variants. In scenario 2, two energy supplying units are interconnected. For supply scenario 3 three energy supplying units are interconnected. To compare renewable and fossil fuels as well as decentralized supply technologies in the context of exergetic evaluation a NG boiler (scenario 0) is included in the evaluation.

### EVALUATION AND DISCUSSION

In this section the results of exergy-based assessment is presented.

#### Energy and exergy Assessment

For energy and exergy assessment of energy conversion processes different benchmarking parameters can be found in literature [6]. The most common benchmarking parameter for evaluating energy systems in general is the energy conversion efficiency $\eta$. This factor describes the ratio between the useful output of an energy conversion machine and the input, in energy terms. By using this parameter different occurring qualities or the ability of transformation [6] are not taken into account.

$$\eta = \frac{E_{\text{out}}}{E_{\text{in}}} \quad (1)$$

In order to assess occurring qualities the exergy efficiency $\psi$ is used. Different expressions and definitions of this parameter can be found in literature (e.g. [21], [22]). The so-called “overall exergy efficiency” is used in this work. The application of this exergy efficiency allows characterizing the total performance of a complete energy system. Overall exergy efficiencies of different energy systems (e.g. different supply scenarios for a building group) can be directly compared with each other, since the same reference temperature is used for exergy analysis of all supply systems [6].

$$\psi = \frac{E_{\text{out}}^x}{E_{\text{in}}^x} = 1 - \frac{E_{\text{loss}}^x}{E_{\text{in}}^x} + \frac{E_{\text{destroyed}}^x}{E_{\text{in}}^x} \quad (2)$$

For allocating the CHP the “Carnot method” is used in this paper. Using this method the reference temperature is taken into account. Furthermore electrical and thermal efficiency are assessed independently [23],[24],[25]. In this study the primary energy factors in accordance to national German standard [10] are used. A description of other methods could for example be found in [31].

The comparison of energy efficiency $\eta$ is shown in Figure 3.

**Table 2: Representation of supply variants**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Solar thermal (ST)</th>
<th>Heat pump (HP)</th>
<th>CHP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>NG boiler</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>ST 800 m² (100%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>HP 60 kW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>CHP 60 kW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1</td>
<td>ST + HP 350 m² (40%)</td>
<td>60 kW</td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>ST + CHP 350 m² (40%)</td>
<td>60 kW</td>
<td></td>
</tr>
<tr>
<td>2.3</td>
<td>HP + CHP 60 kW 5kW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>ST + HP + CHP 350 m² (40 %)</td>
<td>45 kW 20kW</td>
<td></td>
</tr>
</tbody>
</table>

Assessment of energy efficiency $\eta$ leads to the conclusion that the NG boiler is the favoured solution. But particularly in new housing areas implementation of renewable energy sources (RES) is mostly targeted due to further restrictions (e.g. reduction of CO₂ emissions or the presence of an urban ventilation path) [19]. Taking this into account the HP (1.2 HP) or the CHP (1.3 CHP), or a combination of these units (2.3 HP + CHP) would be the favoured variant. The solar thermal collectors show a low degree of energy efficiency in comparison and provide little incentive for implementation. This picture changes significantly when taking exergy efficiency $\psi$ into account (Figure4).
From an exergy point of view the boiler solution is not a good option, since high quality fuels are burned and therefore the temperature level potentially available (flame temperature) to heat the room air is too high. However the supply variant using solar thermal collectors (1.1 ST) shows high potentials for demand adapted supply. But there are large limitations: the heat is mostly generated during summer where the heat demand is low and must be stored with high heat losses until the heating season. Additionally the installation of large-area solar collector-arrays, especially in urban areas (densely populated areas), is often not feasible. Self-sufficient CHP (1.3 CHP) or self-sufficient heat pumps (1.2 HP) offer another good supply option. Thus application of “Carnot Method” for allocating the CHP leads to high exergy efficiencies, although a combustion process occurs. In comparison to CHP the exergy efficiency of HP is lower, since the current German electricity mix [26], [10] is used for supplying the heat pump. In future energy systems with an increased share of renewable energy this picture might change. A restriction on the use of HP is the space requirement if borehole heat exchangers are used. In order to exploit the exergetic advantages of solar thermal energy and to identify benefits of multi-generation supply the CHP as well as the HP are combined with solar thermal collectors. The decentralized DH solution using RES shows advantages. When comparing self-sufficient renewable energy suppliers solar heating is the most attractive heat source. Based on these interim results it can be concluded that the exergetic analysis shows optimization potential, beyond energy analysis and offers prospects for an optimized community supply. However, exergy analysis does not inherently include other objectives such as maximizing the use of renewables or minimizing emissions. For that reason the assessment of CO$_2$ as an indicator for global warming potential (GWP) is added to this method.

### Assessment of CO$_2$ emissions

The choice of energy resources is also important, as the type of fuel is crucial for CO$_2$ emissions. In Table 3 the emission factors used for assessment of fuel energy sources are listed.

CO$_2$-emission is an indicator for GWP. For that reason it indicates the necessity of need for urgent action. The CO$_2$ emission is directly linked to the final energy demand which is calculated as part of this method. In this study CO$_2$ equivalent (CO2eq) values from [27] are used. In this research the values used are for burnable fuel, Germany’s electricity mix respectively and district heating because they are the only fuels considered for powering the heating units.

It should be noted that the selection of the emission factors has a significant impact on the assessment of the energy suppliers. A description and discussion of other factors can for example be found in [31] and [32].

The assessment of CO$_2$ emission in tons per year is shown in Figure 5. In particular supply scenario (1.1 ST) shows the most significant reduction of CO$_2$ emissions. However the electrical heaters for DHW preparation have negative impact on this balance since they are supplied by electrical energy. These heating rods are mainly used for pre-heating during wintertime.

A similar picture emerges in the comparison of the heat pump scenarios (1.2 HP) and (3 ST+HP +CHP). Here the electricity mix has a decisive influence as well. The emission of CO$_2$ will decrease if the share of renewable energies in the electricity mix is increased or the HP is supplied by wind turbines or PV. It can further be shown that in particular the combination of solar thermal and heat pump has a positive impact on the CO$_2$ balance (2.1 HP). A reduction of CO$_2$ emissions for the CHP (1.3 CHP) could possibly be reached if the plant is operated with bio methane instead of natural

---

### Table 3: Emission factors for g CO$_2$eq/kWh$_{End}$ [27].

<table>
<thead>
<tr>
<th>Energy source</th>
<th>Process</th>
<th>CO2-Emissions (g CO$<em>2$eq/kWh$</em>{End}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Burnable fuels</td>
<td>Natural gas</td>
<td>244</td>
</tr>
<tr>
<td></td>
<td>Liquid gas</td>
<td>263</td>
</tr>
<tr>
<td>Electricity</td>
<td>Electricity Mix</td>
<td>633</td>
</tr>
<tr>
<td>District heating</td>
<td>70 % CHP</td>
<td>219</td>
</tr>
<tr>
<td></td>
<td>35 % CHP</td>
<td>313</td>
</tr>
<tr>
<td></td>
<td>0 % CHP</td>
<td>407</td>
</tr>
</tbody>
</table>
gas. Based on these interim results it can be shown that the meaningfulness of the results was increased by the combination of exergy assessment and assessment of CO2 emissions. Another important factor for the evaluation of small scale district heating supply is the consideration of economic aspects. For this reason the assessment is expanded by roughly estimation of investment costs.

**Estimation of economic aspects**

As part of the rough estimation of economic aspects, the operating hours of heat pump and CHP as well as the investment costs for the energy suppliers are considered.

GSHP are mostly designed for 1800-2400 operating hours per year [28]. CHP units benefit from the combined production of heat and electricity. In order to be operated economically, both electricity and heat must be generated for a long period. In [29] it is recommended to reach at least 3000-5000 operation hours per year with small and very small CHP, so that they are economically viable. Figure 6 shows a comparison and assessment of different operational times of heat pump and CHP. It is shown that the heat pump-based supply variants (1.2 HP) and (2.3 HP+CHP) achieve the minimum required operational times whereas (2.1 ST+HP) and (3 ST+HP+CHP) do not reach minimum required operational times. Under the set boundary conditions only option to be operated economically viable is (2.3 HP+CHP).

Figure 7 shows a comparison and rough estimation of the investment costs for the energy suppliers. The calculation is simplified in accordance with [30]. This determination of the investment costs represents only a rough indication of the cost ratios. As expected the decentralised reference scenario (NG Boiler) has the lowest investment costs. The reason for this lies in the absence of both storage and grid in this supply variant. Among the central supply units, the self-sufficient solar supply (ST 1.1) is front runner with regard to investment costs. This is mainly due to the reason that investment costs for storage and collector are high in comparison to the other variants. The high investment costs are considered to be less critical, since they are potentially compensated by low consumption costs. The costs of solar collectors and storage units also have an impact on all other variants in which solar heat is used. The CHP variant (1.3 CHP) has the lowest investment costs. However, it should be considered critical that economic operational times may not be achieved. In comparison, the investments for the heat pump are higher since borehole heat exchangers (BHE) are implemented. In this context it should be noted that the installation of the BHE leads to additional costs (drilling, space requirements), which are not yet considered here in this study. These costs could possibly be lowered if air source heat pumps are used. The investment costs for the LTDH grid is equal in all centralized variants and is estimated to be 180000 €.

The investigations carried out in this study do not claim to be a full economic analysis. Instead the goal is to estimate economic aspects. In particular, the economic analysis has to be extended by consumption costs (fuel costs and costs for heat supply) and operational related costs (maintenance and repair). The consideration of national funding programs is not planned at present.

![Figure 5: Assessment and comparison of CO₂ emission.](image1)

![Figure 6: Operational time of heat pump and CHP (hours in full load).](image2)
Summary

As part of the analysis of each single assessment parameter renewable and fossil-based supply are compared. Furthermore benefits of merging of several renewable energy suppliers for a small building group are demonstrated. For the comparative analysis of all parameters the results of the individual examination are ranked. The most favoured variant is rated with 8 points and least favoured variant is rated with 1 point.

Figure 8 shows the result of ranking of the supply variants. It turns out that the reference variant (NG boiler) scores well with regard to energy efficiency and investment costs whereas demand adapted supply (exergy efficiency) or low CO₂ emission are not achieved. A contrasting result is achieved by centralized supply variant of self-sufficient solar thermal supply (1.1 ST). The comparison of decentralised LTDH supply scenarios shows that supply variant (1.3 CHP) is promising with respect to all assessment parameters - only CO₂ emissions scores rather badly. For increasing the exergy efficiency and decreasing CO₂ emissions of this supply option the exergetic advantages of solar thermal energy could be exploited (2.2 ST+CHP). However, it should be considered critical that operational times are possibly not reached. The heat pump scenario (1.2 HP) is in particular limited with regard to exergy assessment. To increase the exergy efficiency the HP could potentially be combined with (3 ST+HP+CHP). Based on these finding it can be stated that the simultaneous consideration of energy and exergy efficiency as well as CO₂ emissions and consideration of economic aspects increases the meaningfulness of the results of exergy assessment. The developed approach facilitates identification of the best supply solution taking into account certain requirements (for example, reduction of CO₂ emissions).

In the course of on-going research the assessment approach presented here is constantly developed further. In particular it is necessary to extend economic analysis by consumption costs (fuel costs and costs for heat supply) and operational related costs (maintenance and repair). Furthermore, additional significant influence parameters need to be identified which have an impact on assessment. As it could be seen in the comparison of the different supply variants another important factor for example is area requirement. This has particularly been demonstrated in analysis of variants in which solar thermal or borehole heat exchangers are implemented. Another important parameter is the influence of the electricity mix in future energy systems. Moreover weighting factor needs to be introduced to highlight the influence of parameters on the final result. These weighting factors of the individual aspects do not necessarily have to be proportional. Regarding the relevance of the different indicators in relation to project focus or target group (e.g. planner, academia or research) the weighting can be varied. For planners and decision makers the economy factors would have more weight. For academia or research aspects of demand-adapted supply (using exergy as indicator), development for future energy systems or degree of innovation would have more weight. A very promising method for identification of further impact factors and weighting factors for planners and decision makers are found in [7]. As part of further investigations other relevant parameters will be examined. To reduce the use of additional heating and to increase security of supply in wintertime analysis of different supply and return temperatures need to be investigated. As part of these investigations the impact of the electrical heating elements and alternative solutions need to be analysed. Furthermore the influence of the restoration
level of buildings and plant technology on the overall efficiency of thermal networks needs to be quantified. In this context the influence of the transfer systems in the buildings (space heating and radiators) needs to be identified.

CONCLUSION

The main target is to demonstrate potentials of exergy-based assessment for increased efficiency of small scale district heating supply. For this reason this paper is focused on modelling, simulation and exergetic analysis of renewable multi-generation units for low temperature district heating supply. As part of the work a small building group of ten residential low energy buildings is modelled [9]. To supply the buildings a centralized and decentralized concept is compared. By using this model different case studies based on fossil and renewable energy sources are investigated by using the model. The supplying units using renewable energy sources are regarded individually or in groups of two or three-way combinations. On one hand the case study aims to compare renewable and fossil-based supply. Furthermore benefits by merging of several renewable energy suppliers are identified.

For evaluation and identification of the best supply solution, the exergetic assessment method is applied. As part of this paper the method introduced [8] has been expanded by CO₂ emissions [27] and aspects of economy [30]. The evaluation of the scenarios shows that the combination of innovative supply strategies and exergetic assessment leads to a “holistic understanding” of the energy conversion chain. Furthermore exergetic analysis shows optimization potential, beyond energy analysis and offers prospects for an optimized community supply. Additionally it is shown that simultaneous consideration of energy and exergy efficiency as well as CO₂ emissions and consideration of economic aspects increases the meaningfulness of the results of exergy assessment.

As part of future work the assessment approach will be further developed. In particular it is necessary to extend the economic analysis by consumption costs (fuel costs and costs for heat supply) and operational related costs (maintenance and repair). In case of evaluation of CO₂ emissions it should be noted that the selection of the emission factors has a significant impact on the assessment of the energy suppliers. A description and discussion of other factors could for example be found in [31] and [32]. For this reason, different methods of assessment of CO₂ emissions are compared as part of further investigations. Furthermore, additional influence parameters need to be identified which have an impact on assessment results (e.g.: space requirements). Moreover weighting factors need to be introduced to control the influence of parameters on the final result.
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ABSTRACT

The building sector is responsible for more than one third of the end energy consumption of societies and produces the largest amount of greenhouse gas emissions (GHG) of all sectors. This is due to the utilisation of combustion processes of mainly fossil fuels to satisfy the heating demand of the building stock. District heating (DH) can contribute significantly to a more efficient use of energy resources as well as better integration of renewable energy (e.g. geothermal heat, solar heat and biomass from waste), and surplus heat (e.g. industrial waste heat) into the heating sector. Low temperature district heating offers prospects for both the demand side (community building structure) and the generation side (properties of the networks as well as energy sources). Especially in connection with buildings that demand only low supply temperatures for space heating. The utilisation of lower temperatures reduces transportation losses in pipelines and can increase the overall efficiency of the total energy chains used in district heating. To optimise the exergy efficiency of community supply systems the LowEx approach can be utilised, which entails matching the quality levels of energy supply and demand in order to optimise the utilisation of high-value energy resources, such as combustible fuels, and minimising energy losses and irreversible dissipation (internal losses).

The paper presents the international co-operative work in the framework of the International Energy Agency (IEA), the Technology Cooperation Programme on District Heating and Cooling including Combined Heat and Power (DHC|CHP) Annex TS1.

INTRODUCTION

The energy demand of communities for heating and cooling is responsible for more than one third of the final energy consumption in Europe and worldwide. Commonly this energy is provided by different fossil fuel based systems. These combustion processes cause greenhouse gas (GHG) emissions and are regarded one core challenge in fighting climate change. National and international agreements (e.g. the European 20-20-20-targets or the Kyoto protocol) limit the GHG emissions of the industrialized countries respectively for climate protection. Country specific targets are meant to facilitate the practical implementation of measures. While much has already been achieved, especially regarding the share of renewables in the electricity system, there are still large potentials in the heating and cooling sector and on the community scale. Exploiting these potentials and synergies demands an overall analysis and holistic understanding of conversion processes within communities. Communities are characterized by a wide range of energy demands in different sectors, for instance heating and cooling demands, lighting and ventilation in the building stock. Different energy qualities (exergy) levels are required as heat or cold flows or as electricity and fuels.

On community scale especially low temperature district heating offers new possibilities for greater energy efficiency and lower fossil energy consumption. On the demand side, low temperature heat is commonly available as a basis for energy efficient space heating and domestic hot water (DHW) preparation. Low temperature heat can be integrated into district heating through e.g. the use of efficient large scale heat pumps, solar thermal collectors and biomass fired - combined heat and power plants.
Generally, the utilisation of lower temperatures reduces transportation losses in pipelines and can increase the overall efficiency of the total energy chains used in district heating. To achieve maximum efficiencies, not only the district heating and cooling networks and energy conversion need to be optimal, but also the demand side must be fitted to allow the use of low temperatures supplied by the network (e.g. via surface heating system). For this reason, the implementation of solutions based on large shares of renewable energies requires an adaptation of the technical and building infrastructure.

**DESCRIPTION OF TECHNICAL SECTOR AND LOW TEMPERATURE DISTRICT HEATING**

The application of low temperature district heating technology on a community level requires a comprehensive view of all process steps: from heat generation over distribution to consumption within the built environment. The approach includes taking primary, secondary, end and useful energy and exergy into account. This allows an overall optimization of energy and exergy performance of new district heating systems and the assessment of conversion measures (from high temperature DH to low temperature DH) for existing DH systems.

The temperature levels required to heat and cool most building types (residential and non-residential buildings) are generally low (slightly above 23 °C). In the case of the provision of domestic hot water, temperatures in the range of 50 °C should principally be sufficient to avoid the risk from the legionella bacteria. Both renewable and surplus energy sources, which can be harvested very efficiently at low temperature levels, can fulfill this energy demand. On the community scale, synergies are maximised when buildings and building supply systems are regarded as integrated components of an energy system. A number of issues need to be addressed in regard to matching the demand created by space heating (SH) and domestic hot water (DHW) on the building side with the available energy from the supply side in order to develop advanced low temperature heating and high temperature cooling networks.

Latest developments of DH tend towards low-temperature DH schemes and the integration of renewable energy sources [19]. The low-temperature DH which is in focus here, is also called the 4th generation DH.

**Benefits**

The use and implementation of low temperature district heating networks offers various benefits:

- Utility companies benefit from low temperature district heating by having lower heat losses in the DH networks. Also, they can use plastic piping, which can be more cost effective than conventional DH metal based pipes. The use of low temperature heat allows the integration of additional heat sources into the DH scheme, such as solar thermal collectors, deep geothermal wells and low temperature waste heat. If heat is generated by advanced CHP plants, such as combined-cycle plants, the low temperature of the used heat can lead to a higher electricity generation and therefore improved revenues from energy sales.

- Customers benefit in various ways. First of all, the use of district heating ensures a secure supply. Customers do not have to worry about maintenance, fuel supply and optimal operation of heating systems. In the case of low-temperature DHW supply, the use of systems without DHW storage and pipes with small volume from heat exchanger to taps could allow the safe use of DHW at supply temperatures in the range of 50°C. In this way, the risk of legionsella growth may be minimised without having to resort to higher temperatures.

- From an economical point of view, relatively high price stability can be expected due to the use of locally available, renewable, or surplus heat energy sources. An additional advantage of this is a lower dependency on foreign fuel supplies. The high overall system performance that can be achieved by using low temperature DH would lead to reduced resource consumption and therefore lower costs for fuels. This would also increase price stability and could potentially provide heat at very competitive prices.

**STRUCTURE OF THE DHC ANNEX TS1 ACTIVITY**

To work on the field of low temperature district heating the IEA DHC activity Annex TS1 is covering work items ranging from the assessment and further development of planning tools, via the collection of suitable DHC technologies and the engagement on the field of the interfaces between the community, the DHC network and the buildings to the analyses of various case studies. Furthermore, dissemination in form of workshops and publications is also covered by the project participants [2].

The IEA DHC Annex TS1 is operated within the frame of the IEA DHC Annex X (e.g. [18]) and IEA DHC Annex XI [2], and thus benefits in highest degree from results developed with this. Furthermore the unrestricted exchange of experience and information is ensured.

**RESULTS FROM INVOLVED RESEARCH PROJECTS**

The goal of the research activities are primarily reducing resource consumption (including primary energy) and GHG emissions through overall system optimization and developing new ways of bringing
knowledge into practice. First of all identification, demonstration and collection of innovative low temperature district heating systems is in foreground. Here advanced technologies and the interaction between system components are to be demonstrated, as ideas and technologies for reduced network heat loss and improved thermal plant performance or innovative network topologies. Following the collection and identification of promising technologies to meet the goals of future renewable based community energy systems is accomplished.

**Technologies for efficient LTDH supply**

In this section selected examples for innovative technologies and advanced system concepts in LTDH are shown. They deal with the issues that need to be addressed for space heating and DHW preparation when using LTDH. Other examples deal with the limitation of higher return temperature when bypassing is avoided. At the end an example for an innovative network topology, the ring network, is discussed.

**Space heating control and return temperature**

To ensure consumer thermal comfort while saving energy and reducing network return temperature, the hydronic system in the SH loop need to be properly designed and operated. It was proven that LTDH can meet space heating (SH) demand for both low-energy buildings and existing buildings with floor heating. For existing buildings with old radiators, LTDH can meet SH demand for a certain amount of time of the year, while the supply temperature needs to be increased during cold winter period [11].

Radiator space heating control when applying LTDH in general is the same as when applying traditional DH but there are some points that differentiate. Due to the reduced supply temperatures, it becomes very important to achieve accurate control to limit the flow rate and achieve the design cooling of the supply. To minimize the risk of overflow in radiators thermostatic radiator valves (TRV), a pre-setting function should be used. The purpose of the pre-setting is to limit the maximum flow through the valve to the design demand. Properly set pre-set function will significantly increase the hydraulic balance in the heating loop. To ensure proper operating condition for the TRV’s, it is important to install a differential pressure controller. The differential pressure controller will ensure a stable differential pressure at the correct level across the heating installation. To limit the impact of wrong setting of the TRV, a thermostatic return limiter can be installed at the radiators. The purpose of the return limiter is to ensure minimum cooling of the supply. The function of the return limiter is that it closes if the outlet from the radiator is higher than the set point. Most of the year a return temperature of 25 °C can be used but in cold periods a higher temperature has to be accepted. Therefore it is proposed to develop new type of smart thermostatic radiator valve with a return temperature sensor. Such a TRV could secure a low return temperature even if the TRV is not used in an optimal way. In case of floor heating installation, the maximum supply temperature requirements are typically around 40 – 45 °C, which causes no problem for the application of LTDH. As with radiator controls, it is important to apply differential pressure controllers to achieve the optimum operating conditions for the floor heating installation. The flow rate is typically regulated by a room thermostat. To ensure minimum cooling of the supply return temperature limiters should be applied.

**DHW preparation for LTDH**

A well-designed DHW system should meet several criteria which include consumer comfort, hygiene, energy efficiency.

DHW installations should be designed as energy efficient devices. The factors which influence DHW system’s energy efficiency include DH supply and return temperature, heat losses from heat exchanger, storage tank and pipes, and thermal bypass set-point.

There are two types of DHW units used for LTDH: instantaneous heat exchanger unit (IHEU) and DH storage tank unit (DHSU). Both IHEU and DHSU can work at low-temperature without the risk of Legionella. Due to the storage tank buffer effect, DHSU can reduce the connection capacity and thus apply a smaller diameter service pipe at the cost of additional heat loss from the storage tank.

![Figure 2. District heating storage unit (DHSU) [24]](image)

On the other hand, IHEU has less standby heat loss and is more compact and less costly.

![Figure 3. Instantaneous heat exchanger unit (IHEU) [24]](image)
Both units can be applied in centralized and decentralized systems.

One of the major barriers to implementing LTDH is the increased Legionella risk with grid supply temperatures close to 50 °C. In [12] and [13] a review has been made for effective Legionella disinfection solutions to allow DHW system to operate safely at low temperature levels. In general, the Legionella treatment solutions include thermal treatment, chemical treatment, physical treatment and other alternative methods. Such treatments aim at either killing the bacteria presented in the water or prevent the spread of Legionella by limiting the bacteria multiplication within a safety margin. Alternative approaches include electric heating, electric heat tracing, or heat pump which aims to control the DHW supply temperature level. Effective treatment solution concerns not only to meet hygiene and comfort requirement but also to achieve total energy and economic cost saving.

**General solutions to avoid bypass flow in service pipes**

When the network heating demand becomes low, the required mass flow rate is reduced accordingly. Smaller mass flow rate causes larger water temperature drop along the pipeline due to heat loss to the ground. In non-heating season, the DHW load is low and its demand is intermittent with the total draw-off duration less than 1 hour/day. To keep high thermal comfort, bypass valves are installed at the DHW substation. When there is no draw-off, the DH supply water is bypassed and flows back to the network return line without any cooling, it increases the network return temperature significantly and subsequently increases the network heat loss and decreases the thermal plant performance. This network performance degradation is particularly relevant for LTDH and DH supply to sparse areas. To keep low network return temperature, it should be avoided to having the DH supply water directly mixed with the return water. Several solutions have been suggested to eliminate the service pipe bypass.

**Figure 4. Technical solution for CB implementation [23].**

Direct SH system without mixing loop: a) reference case without CB, with traditional external bypass; b) CB realised with a needle valve (installed in parallel to TRV valve on supply pipe or in parallel to FJVR valve on the return pipe of FH loop); c) CB realised with a FJVR bypass valve.

Direct SH system with mixing loop: d) CB realised with a FJVR bypass valve; e) CB realised with a needle valve and capillary tube. Indirect SH system: f) CB realised with FJVR bypass valve.
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Figure 6. DHW system installing a central heat exchanger combined with heat pump [21].

Figure 7. a) Traditional district heating network design and (b) new ring network design [14].

The 1st solution is based on the minimum cooling principle. A recirculation flow in the supply pipe warms up the service pipe and then flows back to the supply pipe in the street through a third recirculation pipe. The recirculation pipe can be a separate DH pipe or one of the pipes in a co-insulated triple pipe. This solution is however likely to create a need for a bypass flow in the street pipes.

The 2nd solution is based on the maximum cooling principle. After passing through the service pipe, the bypass water is directed to the bathroom floor heating and cooled down to 25 °C before it flows back to the return pipe. The benefit of this concept is that it uses the bypass flow continuously in the floor heating and replaces an intermittent flow due to a conventional floor heating control.

In case there is no floor heating in the bathroom a towel heater may utilize the bypass flow. Such an application is called ‘Comfort Bathroom (CB)’ concept (Figure 4). This solution is also securing a flow in the street pipes and therefore does not need a bypass flow in the street pipes.

The 3rd solution is based on electrical supplementary energy. In large buildings with DHW circulation the need to keep the circulation at a minimum of 50°C results in a high return temperature and requires a district heating supply temperature of more than 55°C. This can be avoided by use of a heat pump that cools the district heating from 50°C to 20°C and heats the circulation loop to 55°C. Figure 5 shows the schematic to use micro-heat pump to compensate the heat loss in the DHW circulation loop and keep the pipes temperature at 50 °C.

The benefit of this concept is that the district heating flow to the heat pump also secures the instantaneous DHW heating of the heat exchanger. This solution does not require bypass in the street pipes.

Example for an innovative district heating network typology: The ring network

In traditional DH network design, the pipe lengths between the heating plant and different consumers vary. The consumers close to the plant has larger available differential pressure, whereas the consumers away from the plant have smaller available differential pressure. In an uncontrolled pipe network, the pressure profile in the system would lead to more water flow through the consumers close to the plant and insufficient water flow through the consumers located far away from the plant. To overcome this, valves are installed in the network to increase the flow resistance and throttle the excess pressure that is available at the consumers close the heat plant until the specified flow to the consumers is achieved. One solution to reduce the valve throttling and potential hydraulic imbalance when the valves were malfunctioned is to apply a ring shape network topology.

Unlike the traditional network, a topology based on ring network equalize the pressure differences between the supply and return pipes, which reduces the impact in case of malfunctioning valves [14].

Figure 7 (a) shows the traditional and ring network in an area of nine detached houses (1-9, DH) and two apartment buildings (1-2, AB) [15]. The idea of the ring topology is to have an equal pipe length for every consumer as presented in Figure 7 (b). The supply line (red line) begins from the heat station (HS) and ends with the last customer, as in the traditional network design. However, the return line (blue line) begins from the first customer and ends at the heat station. In both the supply and return lines, DH water circulates in the same direction. On the contrary, in a traditional DH network design, the return line begins from the last customer and proceeds back to the heat station.

Methodologies and Planning Tools

Another Objective of the described project is the development of a methodology for assessment and the analysis of procedures to optimise local energy systems. Furthermore it includes the development of simplified and advanced tools for design and performance analysis of energy systems within communities, which are based on district heating.
As part of the project the simulation Tool “The Low Exergy – Cluster Analysis Tool (LowEx-CAT)” has been developed. As the integration of low temperature technologies is a main focus of the model, heat grids are also considered in terms of grid temperature, design and optimization of the grid distribution. The goal of the simulation performed by LowEx-CAT is the comparison and evaluation of different energy supply strategies based on district heating technologies. The assessment method developed in the frame of the IEA DHC Annex TS1 aims toward a comprehensive, exergy based evaluation method for local energy systems. The overall objective of the work is the analysis of emerging primary energy and exergy as well as the assessment of CO₂ emissions and economy analysis [8].

Case studies

While requirements to energy performance of buildings are introduced generally on European and on national levels heat demands of buildings are decreased by applying improved building envelopes and more efficient heat recovery for ventilation systems. Nonetheless LTDH offers a way to supply heat to buildings in an economical feasible and environmental friendly way. The case studies shown in the following are examples where a successful application of new and innovative district heating concepts has been demonstrated [3].

Example: Hyvinkää (FI)

The project at the housing fair area Hyvinkää consists of a number of very low energy buildings and so-called passive houses which are connected to a district heating network. The particular goal for this project is the estimation of the long term performance of innovative district heating systems. So the long-term goal extends to the year 2020 and beyond. A life-cycle analysis on the community-level is carried out. Consequently, an influence of solutions on the community life-cycle emissions can be shown based on these analyses. The aim is also to explore in Finnish climate the boundary conditions and opportunities for the district heating solutions for so-called “nearly zero-energy houses”.

During the course of the project energy consumption in the connected single-family houses and on the DH-system level will be monitored for several years. The results from the measurements will be used to explore short- and long-term fluctuations of power and energy consumption in buildings and to assess their impact on operation of electricity and district heating networks [5]. The project aims at the development of special district heating solutions for single-family houses with 2012- and 2021-level (Finish energy standards) of heat consumption. The approach is based on the life-cycle analysis (LCA) and lifecycle costing (LCE) of the entire energy system (i.e. extending from the indoor space services, through the new district heating network solutions up to the community level energy generation). The potential of using communal waste in energy generation will be assessed, too.

Example: Lystrup (DK)

A key challenge for achieving a competitive district heating system of today and in the future is to reduce heat loss in network while today’s building regulations demand reduction of heat consumption. So, the ratio between network heat loss and heat consumption in the connected buildings is a main issue. Low temperature district heating offers a solution and is implemented and evaluated in real scale in Lystrup close to Aarhus in Denmark [4]. The goal of this project is to reduce district heating temperature delivered to consumers to 50°C and connect the buildings in a manner that no reheating is needed to be applied - neither at consumer site nor at district heating site. For the Lystrup project, two types of low-temperature district heating substations and new district heating...
twin pipes with reduced diameter were developed and tested. The project consists out of 7 row houses with totally 40 flats where two different sizes of flats are being realised: 89 m² and 109 m² (gross area) with a resulting design heat demand for space heating of 2.2 kW and 2.6 kW respectively. All rooms - except bathrooms – are equipped with low-temperature radiators with a design supply temperature of 50°C and a return temperature of 25°C. The bathrooms are supplied with floor heating. To keep the very low supply temperatures district heating water is supplied directly into the building’s heating system, no heat exchanger between building heating system and district heating system has been applied [6],[7]. The project is a show case that demonstrated that low temperature district heating can be used even in areas with low energy demand while being economically feasible and giving high comfort levels for the connected users [8].

Example: Ludwigsburg (GER)
The urban planning concept for the city quarter of Ludwigsburg entails the design of the local energy supply system by the extension of the main district heating network of the quarter “Sonnenberg” with the aim the use innovative network technology, a so-called low exergy (LowEx) sub grid, and to integrate thermal solar energy into the new grid section. The project goals for the city of Ludwigsburg are to realise an energy supply concept with a gas-fired cogeneration plant (CHP) of 700 kWth and with a geothermal driven heat pump of 200 kWth. The decentralised heat storages are planned to be located inside the buildings and operated via a smart metering concept with a central control unit [9]. The LowEx network extension is operated with supply temperature at 40°C from the return temperature of existing network of the city quarter Sonnenberg. This new district heating network, which represents about 30% of the total network length, is going to be connected to low energy/passive standard buildings. The research project focuses on the demand side management and structure (energy standard of buildings, operation of heaters), the network structure, on the chosen supply concepts and on the storage management.

Example: Kassel Feldlager (GER)
An innovative heat supply concept for the new housing area „Zum Feldlager“ of the city of Kassel in Germany with about 130 houses has been set up. The main objectives and challenges with this particular project are the minimization of primary energy consumption, the reduction of CO₂ emissions compared to common supply systems, the reduction of transmission heat losses and the usage of a high share of renewable energy sources for the supply of the about 500 persons living there in near future. So, the heat supply concept has been set up with regard to realise the supply to the entire development area without fossil fuels, such as oil (expensive, water protection area), natural gas (no gas network) or fire wood (fine dust emissions). Use of renewable energy sources such as geothermal and solar energy for low temperature supply has been elaborated [10]. The following figure 11 shows the development plan.

The supply to the different houses has been planned to be a low temperature heat supply with implementation of intelligent storage systems and thermal load shifting concepts. For the chosen energy concept the houses are supplied by a low temperature district heating grid. For the heat generation both a renewable gas powered combined CHP plant and a low temperature heat generation via a ground coupled (boreholes) central heat pump are investigated separately. For the domestic hot water preparation solar thermal systems with an additional electrical backup heater are planned.
The supply temperatures of the low temperature district heating grid is designed to be 40°C, the heat supply for space heating is preferably done via floor heating systems or via low temperature radiators. To increase the efficiency of the heating systems and to optimise the hydraulic integration of the heat generation systems the use of smaller water storage tanks in all buildings is intended. A hygienic preparation of domestic hot water is realised by fresh water stations.

EXPECTED OUTCOME AND RESULTS FROM THE PROJECT

The primary deliverable of the presented activities within the annex is an easy to understand and practical, applicable future low temperature district heating design guidebook for key people in communities. It is to contain an executive summary for decision makers. Some key questions for the targeted group of people are:

- What are arguments for taking action in regards to a possible change of the energy system within the community?
- What shall be done with regard to the community’s energy system?
- And, what should not be done?
- Does our community fulfil the conditions for the implementation of low temperature district heating and, if not, what could we improve to allow for this in the future?

These questions will be answered in the guidebook, which is to be focussed at low temperature district heating from a communal, decision makers’ point of view. This will cover issues on how to implement advanced low temperature district heating technology at a community level and how to optimise supply structures to ensure reduced costs for the system solution.

This guidebook will be published preferably both as a book via a publisher, and as an electronic publication. More detailed results, which will be published as appendices or separate reports via the project homepage [2] are intended to cover topics such as:

- Analysis concept and design guidelines with regard to the overall performance. This could include a possible classification of technologies in terms of performance, improvement potential and innovation prospects.
- Analysis framework and open-platform software and tools for community energy system design and performance assessment.
- A collection of best-practice examples and technologies.
- Dissemination of information on demonstration projects.
- Guidelines on how to achieve innovative low temperature systems design, based on analysis and optimisation methods, and derived from scientific studies.

The dissemination of documents and other information is to be focussed at transferring the research results to practitioners.

SUMMARY

The IEA DHC Annex TS1 is a framework that promotes the discussion of future heating networks with an international group of experts. The goal is to obtain a common development direction for the wide application of low temperature district heating systems in the near future. The gathered research which is to be collected within this Annex should contribute to establishing DH as a significant factor for the development of 100% renewable energy based communal energy systems in international research communities and in practice. The Annex TS1 is intended to provide solutions for both expanding and rebuilding existing networks and new DH networks. It is strongly targeted at DH technologies and the economic boundary conditions of this field of technology. The area of application under consideration is the usage of low temperature district heating technology on a community level. In connecting the demand side (community/building stock) and the generation side (different energy sources which are suitable to be fed in the DH grids), this technology provides benefits and challenges at various levels. The scientific basis for the development of assessment methods provides the low exergy (LowEx) approach. This approach promotes the efficient and demand adapted supply (e.g. at different temperature levels) and the use of renewable energy sources. As Annex TS1 is a task-shared annex, there will be no individual, separate research projects started within the Annex. The Annex TS1 provides a framework for the exchange of research results from international initiatives and national research projects and allows, in a novel way, the gathering, compiling and presenting of information concerning low temperature district heating. Currently 12 research Institutions from 8 countries are participating [2].
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ABSTRACT

The energy demand of buildings for heating and cooling is responsible for more than one third of the world’s final energy consumption. Therefore the identification of innovative heat supply concepts based on renewable energies is required. The utilization of renewable energies in combination with efficient supply technologies increases the sustainability of new housing areas.

For the new housing area “Zum Feldlager”, located in Kassel (Germany), various supply concepts are investigated. Main objective is the development of an innovative and optimised heat supply concept based on renewable energies and a low temperature district heating. Central challenge in achieving this objective is the identification of the most promising and efficient technical solutions for practical implementation. In order to identify the best possible system solution, different centralised and decentralised supply strategies have been investigated and compared.

The most promising heat supply concept is based on a central ground source heat pump in combination with a low temperature district heating (40°C supply temperature) for space heating and decentralised solar thermal systems for domestic hot water preparation. The advantages of this supply variant are comparable low annual heating costs and about 60 % lower CO₂-emissions in comparison to the reference.

This project is a cooperative activity and of the Fraunhofer Institute for Building Physics (IBP) in Kassel, Institute for decentralized Energy Technologies (IdE), Kassel University, the City of Kassel and the local utility company Staedtische Werke Kassel AG.

The paper presents a description of the new housing area as well as the evaluation of the various supply concepts and covers a topic from IEA DHC Annex TS1.

INTRODUCTION

During the planning phase of new residential areas, the investigation of suitable energy sources and supply strategies is crucial. The use of renewable energy sources (e.g. solar energy and geothermal energy) offers great potential for a sustainable and efficient supply of heat. However for optimized usage of these resources it is necessary to identify appropriate technologies to ensure efficient supply of the new housing area.

In order to identify the best possible system solution, different supply strategies have been investigated and compared. Main objective is the development of an innovative heat supply concept based on renewable energies and an optimised supply concept. Central challenges in achieving these objectives is the identification of the most promising and efficient technical solutions for practical implementation. Furthermore aspects of future network management as well as business models for distribution and operation are considered. As a result, the focus of this project is on investigations on suitable centralised or decentralised supply concepts for a new residential area using renewable energy sources in a cost efficient way.

The project is carried out in two project phases. The first project phase consists of a study in order to identify the most efficient and economical heat supply concept. In the course of the second project phase a detailed concept will be elaborated which includes selecting, dimensioning and detailed cost determination of the various components.

This paper presents the results of the first project phase.

DESCRIPTION OF THE NEW HOUSING AREA

The planning area “Zum Feldlager” is located in the city of Kassel (Germany). The area is surrounded by existing buildings of the district and is located in an urban ventilation path. For that reason combustion of oil or wood (fine dust emissions) should be avoided. Due to the location of the area a connection to the existing district heating network of Kassel is not feasible because of logistical and economic reasons.
Instead a local district scheme is implemented. The concept involves principally the use of renewable energy sources (RES) such as geothermal and solar energy for low temperature district heating supply. The additional use of a combined heat and power (CHP) plant is also investigated. Furthermore the implementation of intelligent storage systems and thermal load shifting concepts is envisaged.

The new housing estate will be characterized by a very compact and south oriented construction; 1-2 storey detached and semi-detached houses in the north, two-storey terraced houses in the centre and large three-storey apartment buildings in the south. All buildings have specific heat demands of 45 kWh/m²a and a specific domestic hot water (DHW) demand of 730 kWh/pers·a. Thus, the demand is significantly below the maximum energy demand for new buildings (< 50 kWh/m²a) according to the current German energy saving ordinance EnEV [2].

**DEVELOPMENT AND COMPARISON OF VARIOUS INNOVATIVE SUPPLY CONCEPTS**

For the identification of a possible supply concept in a first step DHW, heating and cooling demands are calculated. Based on the resulting energy demand suitable supply concepts are elaborated.

**Determination of heat/cool demand and DHW demand**

The monthly heat and cool demand as well as DHW demand is calculated corresponding to the monthly balance method of DIN V 18599 [3] including part 2 [4], part 4 [5], part 5 [6], part 8 [7] and part 10 [8].

The total annual energy demand according to the monthly balance method DIN V 18599 [2] is calculated for a heating demand of \( Q_{hd} = 1.199 \text{ MWh/a} \), for cooling demand \( Q_{cd} = 319 \text{ MWh/a} \) and for domestic hot water demand \( Q_{DHW} = 365 \text{ MWh/a} \). These values correspond to a very good insulation standard of the buildings.

**Selection of supply variants**

Based on the low determined monthly energy demand different supply options are examined. Since it has been decided to supply the district preferably with renewable energy sources the utilization of near-surface geothermal energy by means of borehole heat exchangers (BHE), the use of solar energy or the installation of a bio-methane powered CHP are eligible.

For economic reasons, the use of a natural gas powered CHP is examined as well. In general two decentralised (D1 and D2) supply concepts and two centralised supply variants (C1 and C2) have been developed and compared. For the centralised supply options sub-variants have been analysed, too.

**DECENTRALIZED HEAT SUPPLY VARIANTS (D1 AND D2)**

As part of the first decentralised supply concept (D1) a decentralised air / water heat pump system is investigated. During the summer months, the domestic hot water is prepared by solar thermal energy. The disadvantage of this concept is the high initial cost and the noise emissions of distributed generation units.

As part of the second decentralised supply concept (D2) a decentralised gas fired condensing boiler with solar DHW supply is investigated. The second supply concept D2 serves as a reference case for assessment and pre-selection of supply concepts.

<table>
<thead>
<tr>
<th>Table 2. Overview of the investigated decentralised supply variants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Decentralized heat supply variants</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Decentralized (D1): Reference Case</td>
</tr>
</tbody>
</table>

**Figure 1. Map of the investigated area**

Source: City of Kassel/Germany, [1]
Table 3. Overview of the investigated centralised supply variants

<table>
<thead>
<tr>
<th>Centralised heat supply variants</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized (C1a)</td>
<td>Centralised geothermal powered HP for district heating supply at low temperature level of 20°C, decentralized heat pumps and solar thermal systems for DHW supply.</td>
</tr>
<tr>
<td>Centralized (C1b)</td>
<td>Centralised geothermal powered HP for district heating supply at low temperature level of 40°C. DHW preparation by solar/ heating rod.</td>
</tr>
<tr>
<td>Centralized (C2a)</td>
<td>Centralised natural gas powered CHP for district heating supply in combination with demand-oriented power generation, a large heat storage and HP.</td>
</tr>
<tr>
<td>Centralized (C2b)</td>
<td>Centralised renewable-powered CHP for district heating supply in combination with demand-oriented power generation, a large heat storage and HP.</td>
</tr>
</tbody>
</table>

CENTRALISED SUPPLY VARIANT (C1): HEAT PUMP AND BOREHOLE HEAT EXCHANGERS

The first supply variant consists of a centralised heat pump connected to borehole heat exchangers (BHE). Depending on the supply variant, the ground acts as heat source and/or thermal storage. For the thermal regeneration of the ground unglazed solar collectors (swimming pool absorbers as a low-cost option) are intended to be used (see Figure 2). It is conceivable to use the district heating during heating period to provide (low temperature) heat.

As part of the preliminary investigation further sub-variants have been developed (e.g. regarding different temperature levels).

Description of supply variant (C1a)

In supply variant (C1a) a centralised ground coupled heat pump feeds the district heating grid at a temperature level of 20°C. In order to supply the building for space heating and domestic hot water preparation the temperature level must be raised. For this purpose two variants, or a combination of these variants depending on the required temperature level of 45-60°C (DHW preparation or space heating) are possible. The first possibility is the application of a decentralized heat pump, which raises the temperature to the required temperature level for space heating and DHW preparation. The second possibility for decentralized reheating is to use thermal solar collectors (e.g. flat-plate collectors), wherein this variant is appropriate only during summer months. The solar collectors could be installed on the roof of each building or on carports.

The advantages of this supply variant are that heat losses in the network are very low and operation of the heat pumps is very effective. A possible weakness of the supply variant is the very low flow temperature. The lower the supply temperature the higher are the pumping costs and the high unit costs of de-central and small heat pumps.

Description of supply variant (C1b)

In supply variant (C1b) a centralised ground coupled heat pump feeds the district grid at a temperature level of 40°C. The heat for space heating is supplied directly by the district heating network through the use of heat exchangers. For preparation of DHW different variants are possible. In case of separated domestic hot water preparation thermal solar collectors (e.g. flat-plate collectors)...
collectors) or a heating rod (with a preheating via district heating) could be used. The solar panels could be installed on the roof or on carports.

The advantage of this supply variant is the direct use of heat for space heating from the grid (substation required). No decentralized heat pumps must be installed and thus the investments costs are significantly lower.

Storage technologies

The DHW and the heat for space heating (variant C1a) will be stored in buffer tanks which are intended to be located in the thermal envelope of the buildings.

As storage option for heat for space heating (variant C1a and C1b) the BHE field is also available. This field is planned at the border of the development area. The thermal regeneration of the ground takes place via unglazed solar absorbers. The absorber technology is very cheap and effective (approx. 1 €ct / kWh of heat in an installation area of approximately 1.500 m²).

CENTRALISED SUPPLY VARIANT (C2): HEAT PUMP AND CHP PLANT

In the second centralized supply variant (including sub-variants C2a and C2b) a combination of a CHP plant (140kW-el / 207kW-th) and a ground coupled heat pump with 535 kW heating capacity has been investigated. According to manufacturer's instructions the heat pump can achieve a COP greater than 4.0 even if the supply temperature is higher than 35°C. As fuels for the CHP plant both fossil fuels (C2a - natural gas) and renewable energy sources (C2b - bio methane) are eligible. To increase the system efficiency a solar collector field (vacuum tube collector) is considered. Additionally a gas fired backup boiler is planned. The network operation temperature for space heating is 35°C - 50°C. For domestic hot water preparation the grid temperature will be increased to 70°C 1-2 times a day for ~ 1.5 h.

Storage Technologies

As heat storage option for heat for space heating the BHE field is available, see variant C1. For the storage of high temperature heat of 70°C-80°C (variant C2), two buffers with a volume of 25 m³ are foreseen. It has been determined that this size is sufficient for the sole heating of all decentralized DHW storage tanks located in the buildings including heating of the district heating grid.

Control strategies

Three control strategies for the operation of CHP and heat pumps are eligible. The first possible strategy is the usage of the CHP plant in case of base load and the heat pump for covering the peak load. The second possible strategy is to run CHP and heat pump in parallel. In this variant the CHP plant charges the storage tank with high temperature heat.

The third strategy is to run the CHP plant during peak load and the heat pump during base load. The heat pump supplies the heat generated to the network or to the storage and thus covers the entire base load heat demand.

PLANNED NETWORK DESIGN AND HEAT LOSSES

Based on the investigated supply options (refer to Table 2 and Table 3), the selection of suitable district heating pipes is made. Within the project the installation of PEX twin pipes (PN 6/10 bar) is considered. These pipes are cost effective and are characterized by low heat losses. The heat loss through the district heating network are estimated to be ~ 40 MWh/a, corresponding to ~ 2.5% related to the useful heat of 1.564 MWh/a.

ASSESSMENT AND PRE-SELECTION OF SUPPLY CONCEPTS

For assessment and pre-selection of suitable supply variants different parameters and characteristics are considered. The parameters are classified into "technical", "economic" and "soft" factors; for each case a subdivision is made. The "technical" parameters include the primary energy demand, CO₂ emissions and space requirement for installed supply technology. Depending on the supply concept other parameters are taken into account indirectly. For the HP the seasonal performance factor (SPF), for CHP the coefficient of performance (COP) and for the use of solar systems the efficiency of the absorbers, solar yield and solar fraction are considered. The “economic” parameters include the annual heating costs (including investment and operating costs, maintenance costs and arising costs for the consumer) as well as price stability. Moreover the determination of the amortization period and the expected return on invest is of importance.

![Figure 3. weighting factors for assessment of supply concepts as discussed with the partners](image-url)
The "soft" factors include the consideration of the level of innovation and ease of use. Furthermore customer satisfaction and customer loyalty are factors that have to be considered, because they also potentially contribute to the successful implementation of the project. Both, the assessment parameters and the weighting factors have been discussed and decided by the project partners.

RESULTS

Based on preliminary studies two de-centralized (D1 and D2) supply variants and two centralized supply variants (C1 and C2) have been selected and assessed. As reference case for assessment and comparison of different supply options serves variant D2. This supply variant comprises decentralized gas fired condensing boilers with solar DHW. The annual heating costs amount to 3.207 €/a (26 Ct/kWh), CO2 emissions are 368 t/a and the primary energy demand amounts to 1.773 MWh/a.

For assessment and pre-selection of suitable supply variants different parameters and characteristics are considered. The key evaluation parameters, which are used for comparison of the variants, are shown in Figure 4. According to the weighting factors it turned out that the variants C1b (Centralized HP, decentralized DHW preparation by solar/ heating rod – 40°C) and C2a (Centralized fossil powered CHP/HP, without boiler without solar DHW) are the most suitable and selected solutions. Since the variant C2a integrates the combustion of fossil fuels, it has not been chosen for further investigation. The first variant is economically more favourable than reference variant D2 (Gas condensing boiler with solar DHW). In comparison to reference variant D2 both variants are advantageous due to environmental issues (CO2 emissions, primary energy demand) too. The supply concepts differ essentially with regard to the dependency on price of electricity (C1) and natural gas (C2).

The following figure contains the comparison and the detailed assessment of the individual supply variations.

DISCUSSION

In particular renewable energy sources offer great potential for sustainable and efficient heat supply of buildings. However, for optimized utilization of these resources it is necessary to identify appropriate technologies to ensure efficient supply for the new housing area. For this reason, extensive preliminary studies were carried out to identify suitable supply options. Since, in addition to the technical aspects economic aspects play a crucial role, an evaluation was developed that combines both aspects.

It turned out that the centralized heat supply variants integrating a district heating grid are more favourable, especially because of the 5 % lower annual costs (C1b). This is in contradiction to the common opinion that district heating grids are generally not cost efficient for low energy housing areas. The investigation for this particular project shows clearly the opposite.

OUTLOOK

Within first project phase efficient and economical heat supply concepts have been identified. The next necessary step within the project consists of detailed elaboration of the selected heat supply concept. In this course the verification of information which is relevant for the design of system characteristics is intended in order to increase planning reliability. Based on knowledge gained in the first phase the second phase will be carried out. The second phase consists of elaboration of the favoured supply variant and development of a detailed concept. In the course of the second phase core drillings and Enhanced Geothermal Response Tests (EGRT) will be carried out and geotechnical investigations (for example to investigate the geological and hydrogeological site conditions and to establish assessment of the geothermal ground properties, implementation of drilling) will be performed. In order to select and dimension the system components Enhanced Geothermal Response Tests (EGRT) will be carried out. Subsequently the development of a business model will be carried out. The last and final step includes detailed feasibility studies and a detailed estimation of costs.

CONCLUSION

In order to identify the best possible system solution for a new housing area planned in Kassel (Germany), different supply strategies were assessed and compared. Main objective is the development of an
innovative and optimised heat supply concept based on renewable energies and low temperature district heating. Central challenge in achieving this objective is the identification of the most promising and efficient technical solutions for practical implementation. Furthermore aspects of future network management as well as business models for distribution and operation are considered. As a result, the focus of this project is investigating suitable centralised or decentralised supply concepts for a new residential area using renewable energy sources.

Based on a preliminary study an innovative centralized heat supply concept is developed and selected in a political process for realization: C1b: Solar heating and geothermal powered heat pumps in a DH grid (40°C). This variant is economically more favourable than the reference variant D2 (Gas condensing boiler with solar DHW). The annual heating costs are 5% lower compared to the reference variant D2. Furthermore, this variant is advantageous due to environmental issues (CO₂ emissions and primary energy demand are approx. 63% lower).
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ABSTRACT

Low temperature district heating (LTDH) can substantially reduce total greenhouse gas emissions, increase reliability of the energy systems, enable transition to the renewable energy society, and secure energy supply for future development of society. LTDH can increase the integration of renewable and waste energy sources. However, renewable and waste energy sources have still lots of reliability and acceptance issues. Therefore, this article aims to identify some of the necessary measures to enable easier connection of the distributed heat sources such as solar and waste heat into the LTDH. An energy balance model for an area was developed on annual level. The heat supply model included a central plant and distributed solar collectors, heat pumps, and waste heat. Since the objectives were to minimize the specific heat cost and to minimize investments for distributed energy sources, a multiobjective, genetic optimization was used. The results showed that the investment cost for solar collectors, electricity price, heat pump performance and investment cost, and cost of the waste heat influenced mostly higher share of the distributed energy sources into the central district heating (DH) system. In addition, bigger building area showed to be more suitable to export heat to the central DH system.

INTRODUCTION

Use of renewable energies and waste energy is highly necessary and required by national and international regulations [1]. Future DHC systems will be based on completely renewable energies from solar, waste heat, and geothermal energy. This will imply that many distributed systems have to be available to deliver their heat to the central system as shown schematically in Figure . For example building complexes may become a new DH partner by exporting excess heat. To enable transition to the renewable energy society and secure energy supply for future development of society, integration of distributed energy systems is highly necessary. This will induce a new actor at the DH market called “prosumer” [2] that may be treated as third party access. A customer that both produces and consumes heat from DH is called prosumer. This concept offers great opportunities for successful utilization of solar heat into the DH and supports the transition to smart thermal grid. The concept of “prosumer” is already known from application in power sector [3, 4]. In the DH context, this will imply that customers may have possibility to deliver excess heat from distributed renewable energies (e.g. solar heat, heat pumps, and waste heat) to the DH network.

Nowadays datacenters need lots of cooling, while condensers of the cooling plants may provide heat for useful purpose. Integration of the excess heat may be
done in the supply or in the return line of the DH system. Viborg DH in Denmark is an example where the surplus heat from the new Apple computer center will be rejected to the DH system. To provide heat for the DH system, high temperature heat pumps will be implemented, thus providing directly supply water for the DH system of approximately 55°C. To enable this, Viborg DH had a long-term plan for decreasing the DH temperature and distribution losses. Customers with the high temperature requirements will be grouped and provided with an additional heat pump for increasing the temperature level. In Trondheim, Norway, excess heat from cooling the datacenter at the university campus was utilized by connecting in the return line.

The reason for this was currently high temperature level requirement for the existing buildings. To enable integration of the excess heat, the university campus separated from the main connection to the Trondheim DH by using heat exchangers and establishing own DH ring, see Figure 2. In that way, it was possible to control the supply and return water temperature in the university DH ring and utilize excess heat from the datacenter. Proper control was enabled easily because university is property owner and has own maintenance service with a powerful building energy monitoring system for the entire campus. Currently, the excess heat may provide the base heat load in the range of 1 to 1.2 MW entire year.

In this study, possibilities and necessary measures to utilize more renewables from the distributed sources in DH system in Norway were analyzed. In the study, it was assumed that the distributed sources may be connected to the building area. Therefore, analysis of the area size and their possibility to deliver heat to the DH system was analyzed too. The objectives were to (i) identify the size of the building complex able to deliver heat to the DH system and (ii) identify the typical measures that may enable a higher share of renewables delivered by building complexes. An optimization analysis was carried out in order to determine the optimal size and amount of the heat sources with respect to DH cost, electricity cost, investment cost for these components, plant performance, and total heat demand. The aim was to get low cost for heating with a low investment cost at the same time. The optimization problem was hence defined as a multiobjective optimization problem with two objective functions: heat cost and investment cost.

The article is organize as follows: first model for analysis of the DH system with distributed heat sources is presented. Potentials for heat interactions and analysis are given in the result section.

Figure 2. Use of excess heat at NTNU in Trondheim, Norway [6]

METHODOLOGY

To evaluate possibilities to utilize distributed heat sources at building complexes and their interaction to the DH system, a heat balance model for an imaginary building area with possibility for heat generation was developed. Since the aim of the study was to evaluate possibility and identify the most necessary measures in this new systems with distributed sources, the model was developed on annually basis.

For an imaginary building area, the total annual heat demand may be calculated as:

\[ Q_{\text{heat, A}} = \sum_i p_i \cdot q_i \cdot A \]  

(1)

where \( p \) is the percentage of buildings of the certain type, \( q \) is the annual specific heat demand of the certain type, and \( A \) is the total building area. \( i \) is counting different building types.

In the case when heat pumps might produce heating and cooling for the buildings where they were located and in addition export heat to the DH grid, the total heat production form the heat pump over the year may be calculated as:

\[ Q_{\text{HP}} = \text{COP} \cdot W_C \cdot n_{\text{HP}} \cdot t_{\text{HP}} \]  

(2)

where \( \text{COP} \) is coefficient of performance for the heating mode of the heat pump, \( W_C \) is the compressor power, \( n_{\text{HP}} \) is number of the heat pumps that might be installed in the imaginary area, and \( t_{\text{HP}} \) is the assumed operation time of the heat pump on the annual level. \( t_{\text{HP}} \) was calculated based on the number of office and commerical buildings at the area.
Heat provided from the solar collectors might be calculated as:

\[ Q_{\text{solar}} = \eta \cdot Q_{\text{sol}} \cdot A_{\text{sol}} \tag{3} \]

where \( Q_{\text{sol}} \, (\text{MWh/m}^2) \) was total specific annual solar irradiation, \( A_{\text{sol}} \, (\text{m}^2) \) was area of the solar collectors, and \( \eta \, (\text{--}) \) was the average efficiency of the solar collector.

In the future DH systems, all the heat has to come from the renewables, such as waste heat, solar, and geothermal. In that case the heat delivered from the central DH system can be expressed as:

\[ Q_{\text{total}} = Q_{\text{sol}} - Q_{\text{waste}} - Q_{\text{heat}} \tag{4} \]

In Equation (4), \( Q_{\text{waste}} \, (\text{MWh}) \) is available waste heat that might contribute to the DH system. The waste heat sources may be some industrial process or waste heat from high energy use buildings such as hospitals.

As explained before, the aim was to evaluate possibilities for a higher share of renewable energies into the DH system. Therefore, it was important to estimate additional cost for investment in the solar collectors and heat pumps as:

\[ C_{\text{additional}} = f_{\text{hp}} \cdot Q_{\text{hp}} + f_{\text{sol}} \cdot A_{\text{sol}} \tag{5} \]

where \( f_{\text{hp}} \, (\text{EUR/m}^2) \) was the investment cost for the heat pump based on the condenser capacity and \( f_{\text{sol}} \, (\text{FRF/m}^2) \) was the investment for the solar collectors per unit of area. The total heat cost for such DH system was calculated as:

\[ C_{\text{heat}} = c_{\text{heat}} \cdot Q_{\text{heat}} + c_{\text{elec}} \cdot Q_{\text{elec}} \cdot \eta_{\text{elec}} + c_{\text{sol}} \cdot A_{\text{sol}} \tag{6} \]

where \( c_{\text{heat}} \, (\text{EUR/kWh}) \) was district heating price, \( c_{\text{elec}} \, (\text{EUR/kWh}) \) was electricity price, and \( c_{\text{sol}} \, (\text{EUR/m}^2) \) was waste heat price. The specific heat cost for heat was calculated as:

\[ c_{\text{heat}} = C_{\text{heat}} / Q_{\text{heat}} \tag{7} \]

The total cost for the heat and additional investment was:

\[ C_{\text{tot}} = C_{\text{additional}} + C_{\text{heat}} \tag{8} \]

The total specific cost for heat was calculated as:

\[ c_{\text{tot}} = C_{\text{tot}} / Q_{\text{heat}} \tag{9} \]

To evaluate possibilities for a higher share of renewable energies into the DH system, the objective was to decrease heat production from the central DH system, while the total specific heat cost had to be low. Therefore, the optimization problem was defined as a multiobjective problem, where the objective function was defined as:

\[ \min \left( c_{\text{heat}}, c_{\text{tot}} \right) \tag{10} \]

where the optimization parameters were: \( Q_{\text{waste}} \), compressor power, \( n_{\text{hp}} \) number of the heat pumps, \( Q_{\text{solar}} \) available waste heat, and \( A_{\text{sol}} \) area of the solar collectors.

**RESULTS**

Before the results are presented, the model and optimization input are introduced. Possible plant size, plant performance, and heat demand were assumed based on the literature review and statistical data. In this analysis, a building structure with high percentage of residential buildings was analyzed. Finally, the optimization results and the necessary measure analysis for different size of the area are given.

**Model and optimization input**

In this study, an imaginary area was assumed with four different building types: residential, multipurpose, office, and high energy use buildings. The high energy use buildings presented buildings such as hospitals or sport centers. Based on the national building energy use statistics and residential energy use [7], the specific heating use was defined for each building type and is given in Table 1. Specific heat demand was defined as 70% of the total energy demand. This is a usual assumption for the Norwegian conditions. A building complex may consist of different percentage of the above mentioned building types. Based on the Norwegian statistics on the building stock [8], the building stock should have the structure as given in Table 1. This building structure presented a typical situation in a town with lots of residential buildings.

The other model input parameters are given in Table 2. These parameters were based on annual average values, because the introduced model was based on annual calculation.

<table>
<thead>
<tr>
<th>Building type</th>
<th>Specific heat demand (kWh/m²)</th>
<th>Building area structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residential buildings</td>
<td>119</td>
<td>66 %</td>
</tr>
<tr>
<td>Multipurpose buildings</td>
<td>154</td>
<td>20 %</td>
</tr>
<tr>
<td>Office buildings</td>
<td>140</td>
<td>12 %</td>
</tr>
<tr>
<td>High energy use buildings</td>
<td>280</td>
<td>2 %</td>
</tr>
</tbody>
</table>

Table 1. Building heat demand and area structure
Table 2. Model inputs

<table>
<thead>
<tr>
<th>Parameter name and unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat pump operation time, $t_{\text{op}}$ (h)</td>
<td>3 000</td>
</tr>
<tr>
<td>COP of the heat pumps, $\text{COP}$ (-)</td>
<td>3</td>
</tr>
<tr>
<td>Total specific annual solar irradiation, $h_{\text{sun}}$ ($kW/m^2$)</td>
<td>400</td>
</tr>
<tr>
<td>Average efficiency of the solar collector, $\eta$ (-)</td>
<td>0.75</td>
</tr>
<tr>
<td>Investment cost for the heat pump, $c_{\text{hp}}$ (EUR/kW)</td>
<td>500 [9]</td>
</tr>
<tr>
<td>Investment for the solar collectors, $c_{\text{scl}}$ (EUR/m²)</td>
<td>300 [10]</td>
</tr>
<tr>
<td>District heating price, $c_{\text{dh}}$ (EUR/kWh)</td>
<td>0.08</td>
</tr>
<tr>
<td>Electricity price, $c_{\text{el}}$ (EUR/kWh)</td>
<td>0.1</td>
</tr>
<tr>
<td>Waste heat price, $c_{\text{w}}$ (EUR/kWh)</td>
<td>0.3·</td>
</tr>
</tbody>
</table>

The parameter values in Table 2 were defined based on the literature review in [9] and data for solar thermal collectors [10]. District heating and electricity price were assumed for the Norwegian conditions. The price for the waste heat was assumed, since still there is no clear indication on the price level for the waste heat.

In order to define an optimization problem, it is necessary to define the upper and lower bounds for the optimization parameters. In this study, the upper and lower bounds were defined based on the previous analysis of the energy supply plants within the research project Interact [11] and possibility to install solar collectors. Regarding possibility for the heat export from the heat pumps, it was assumed that the office, multipurpose, and high energy use buildings might have possibility to install big heat pumps and export heat when relevant. Based on the analysis of the energy supply plants, the installed compressor rate for the heat pumps was between 150 to 450 kW. To estimate potential number of the heat pumps, it was assumed that these buildings could have an average area of 10 000 m². By dividing the total area of the mentioned buildings, potential number of installed heat pumps was obtained. Consequently, the lower and upper bounds for the number of heat pumps were defined to be from 3 to 50. Regarding possibility for the solar collector area, it was assumed that the office, multipurpose, and high energy use buildings might get installed solar collectors on the roof. In the case that average building height is three floors, the potential area for installing solar collector was three times lower than the total building area. The lower and upper bounds for the solar collector area were defined to be from 1 000 to 11 000 m².

**Possibility of building complex to deliver heat to the DH system**

Firstly, an analysis on how different building area size influence amount of delivered heat to the central DH system is presented. Since building complexes may have different size as shown in [11], building area sizes from 20 000 to 100 000 m² were analyzed. In this analysis where the building complex interact with the central DH, it was assumed that only business related buildings might export heat to the central DH system. Regarding number of the heat pumps, it was assumed that on each 10 000 m² of this type of buildings, one heat pump of 100 kW compressor power would be installed. Regarding size of the solar collector area, it was assumed that the area was three times lower than the total building area of this type. Based on these assumptions, the possible amount of heat to be delivered to the central DH system was estimated for different building complex size as shown in Figure 3.

The possible amount of heat that might be delivered to the central DH system in Figure 3 vary a lot depending of the area size. The reason for this was that one heat pump came on each 10 000 m² of business related buildings, and in the model the number of heat pump was a round number. Also, size of the solar collectors

![Figure 3. Possibilities of different building area structure to interact with the central DH system](image-url)
was related to the size of the business related buildings. Due to the high share of the residential buildings that were not contributing to the central DH system, just using directly the DH heat, amount of heat was varying depending on the business related building sizes e.g. their possibility to produce excess heat for the central DH system. In the case, when in a building complex business buildings dominated, a building complex might deliver much more heat to the central DH system than itself might have need for heat. In that case there is no so big variation in the delivered heat. The situation with a high percent of business buildings is not presented in Figure 3. The results in Figure 3 show that the bigger the building complex, more excess heat might be produced. This meant that a building complex might be an active prosumer and deliver lots of renewable heat to the central DH system for the Norwegian conditions. In addition, due to this high amount of heat, daily and annual heat storage systems would be necessary.

Based on the heat amount that might be provided from the building complexes, further analysis on the specific heat cost and total specific cost was performed as shown in Figure 4. To recall, the total specific cost included the additional investment for the heat pumps and solar collectors and heat cost.

The results in Figure 4 shows that the total specific cost in the area with the high share of residential buildings might achieve values lower than 0.05 EUR/kWh, which is the DH price for the solar DH, SDH Solar District Heating [12]. This meant that the solution to utilize heat from the business buildings resulted in a very favorable DH cost.

**Optimization results and measure analysis**

The multiobjective optimizations were performed for the building area of 20 000 m² and 100 000 m² and for building area structure with the high share of residential buildings. To recall, the objectives were to decrease the amount of heat centrally delivered and to decrease the total specific cost. The Pareto frontiers for the mentioned building areas are given in Figure 5. The
optimal solutions may be chosen from the entire range of the Pareto frontiers. In this study, it was chosen that the optimal solutions are those where the total specific cost is the lowest. This meant that the total energy cost and additional investment per kWh of heat were the lowest.

When observing the Pareto frontiers in Figure 5 for different size of the building area, it may be concluded that the bigger area had much higher possibility to produce heat with lower cost. For smaller area the investments for the heat pumps and solar collectors were high compared to the provided heat.

It is interesting to note, that the optimal solution for the 100 000 m² area was still using about 10 GWh of the DH heat centrally delivered. The reason was that use of centrally delivered heat was still cheaper than use of the heat from the heat pump and solar collectors. The big area may become a big heat prosumer, but with the current prices, see Table 2, it was still not completely favorable.

To evaluate and suggest which measures might help to a higher share of renewables, a few scenarios with different measures were suggested. The scenarios are given in Table 3.

Table 3. Measures to enable a higher share of renewables into DH

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>As input data</td>
<td>See Table 2</td>
</tr>
<tr>
<td>Lower investment for solar</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( f_{\text{m}} = 1500 \text{EUR/m}^2 )</td>
</tr>
<tr>
<td>Heat pump advantage</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( f_{\text{m}} = 300 \text{EUR/m}^2 )</td>
</tr>
<tr>
<td></td>
<td>( \text{COP} = 4 )</td>
</tr>
<tr>
<td>All the measures</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( f_{\text{m}} = 1500 \text{EUR/m}^2 )</td>
</tr>
<tr>
<td></td>
<td>( f_{\text{m}} = 1020 \text{EUR/m}^2 )</td>
</tr>
<tr>
<td></td>
<td>( \text{COP} = 4 )</td>
</tr>
<tr>
<td></td>
<td>( f_{\text{m}} = 0.19 \text{ EUR/kWh} )</td>
</tr>
<tr>
<td></td>
<td>( f_{\text{m}} = 0.2 \text{ EUR/kWh} )</td>
</tr>
</tbody>
</table>

Firstly, measures to promote a single technology such as solar collectors or heat pump were suggested. Finally, a combination with different energy price, investment cost, and higher heat pump performance was suggested as the final measure, called “All the measures”. The reason to decrease the investment cost for the renewable energy technologies was that usually the cost should be lower in the future when the technologies are well established. In addition, to promote a higher use of renewables, many governments give support for the investment. Performance of a heat pump may be significantly improved if a proper heat pump is chosen for the observed load and if the temperature levels for heating and cooling are favorable. In the case of LTDH, the temperature in the DH network will become lower, enabling that the heat pumps might achieve a good average COP values. In addition, cooling loads in office buildings and data centers is usually stable over the year, allowing good operation conditions for the heat pumps between the cooling load and the LTDH network. The final measure combined all the benefits of low investment and high performance, but considered a higher electricity price in the future.

The results how the above measures could help a higher penetration of the renewable energies into the distributed DH system are given in Figure 6 for the 20 000 m² building area and in Figure 7 for the 100 000 m² building area. Figures 6 and 7 show the Pareto frontiers when the above measures were included.

The results in Figures 6 and 7 show that when only solar collectors would be cheaper for 50 %, the total specific heat cost would not be much lower. This means that a solely measure to enable cheaper solar collectors would not help a higher share of renewables for the Norwegian conditions. The second measure, where the heat pump performance was better together with the lower investment cost, gave much faster
decrease of the total specific heat cost.

The final measure, combining different measures, would not give significant decrease in the total specific heat cost as the measure with the heat pump. The conclusion from Figures 6 and 7 is that better performance of the heat pump and lower investment cost may enable a higher share of the renewables from the prosumers. These prosumers were related to the building complexes.

By comparing the results in Figures 6 and 7, it may be concluded that the total specific heat cost is again lower for the bigger area, see Figure 7, than for the small area. This means that the bigger area or building complexes should be considered as an active prosumer or a new partner to the central DH system.

CONCLUSION

The aim of the study was to identify some of the necessary measures to enable easier connection of the distributed heat sources such as solar and waste heat. Different sizes of building area including a high share of residential buildings were analyzed for the Norwegian conditions.

The energy balance model for the heat supply and demand on annual level was developed. The model was used for the optimization. Since the simple heat balance model was developed, heat storages were not considered in this study. Implementation of the heat storage may also increase the total specific cost.

The results showed that the building complexes might deliver a substantial amount of heat to the central DH system. The bigger the building area, the more heat might delivered. Sensitivity analysis of the results showed that the bigger area was less sensitive in the change of the parameters. All these meant that the big building complexes should be considered as an active prosumer or a new partner to the central DH system in the future.

For the current economic conditions, it was still favorable to use a big part of the heat from the central DH plant. By analyzing different measures to enable a higher share of the renewables into the DH system, it was found out that lower investment and better performance of the heat pump gave the best results and the fastest decrease of the total specific cost. The increase in the heat pump performance might be easily achieved in the LTDH, because the temperature in the DH network will become lower, enabling lower temperature rise for the heat pump. In addition, cooling loads in office buildings and data centers is usually stable over the year, allowing good operation conditions for the heat pumps between the cooling load and the LTDH network.

Future work should consider development of energy prices and operation issues to enable reliable heat delivery from renewables in the future.
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ABSTRACT

One key aspect of the 4th generation district heating systems [1] is low temperature solutions for distribution network – i.e. the supply temperature in the distribution network is set to lower level (30-70 °C, depending on design) than traditionally (80-115 °C). The temperature level has the most defining impact on the efficiency of the distribution due resulting heat losses. It improves the potential for integrating heat pumps and renewable energy sources such as solar heat into the system as more heat can be recovered from available heat sources. This is also favourable for utilisation of waste heat from e.g. industrial sources. Combined heat and power (CHP) production and boiler based heat production would benefit from a lower temperature level as well.

At the same time the transition to lower temperature level imposes challenges on pipe capacities within the network, heat exchanger and secondary side design. Low temperature distribution is simply a design choice for new systems, but refurbishing existing systems is much less straightforward and a current challenge in countries with developed district heating systems. Although technically feasible, required changes should be evaluated on a system level in order to confirm cost efficiency in terms of energy savings and emissions.

The needed investment and the benefits can also end up to be unevenly distributed among the parties, representing a practical barrier impeding or blocking the refurbishment.

This paper studies the effects and impacts of a transition to low temperature distribution in existing district heating systems, the needed technical solutions and the improved potential for utilising heat pumps and solar heat. A systematic method and tools for evaluating the system level benefits of the transition are described. This study lays the groundwork for a system specific case study of a major refurbishment of an existing district heating system.

INTRODUCTION

Current, ambitious greenhouse gas (GHG) emission reduction targets set by European Union (EU) pose a serious challenge for the energy systems in the member countries. Industrial heat consumption and heating and cooling of buildings corresponded to approximately half of total final energy consumption in EU in 2013 [2], [3]. The importance of the sector is recognised in an EU Strategy on Heating and Cooling, announced 16th February 2016, setting up a framework for improving energy efficiency and sustainability within the industry, in buildings and their heating and cooling systems as well as for integrating heating and cooling into the electricity system. [4] District heating and cooling as a technological solution can clearly have a crucial role in the implementation of the strategy.

Replacing building specific heating and cooling system by expansion of district heating can potentially reduce primary energy consumption, fossil fuel consumption and CO₂ emissions in Europe by 7%, 9 % and 13 %, respectively. [5]

Using renewable energy sources as heat supply in district heating system can have a major impact due to large connected building stock. Currently, the share of renewable energy in heating sector energy supply is only 15 % [6]. Share of renewable energy in district heating in Finland reached 33 % in 2015 [7].

Integrating heating and cooling into the electricity system is an issue where district heating clearly has a potential to be one of the key solutions facilitating the integration of more variable electricity production such as wind and solar power into an energy system. [8]

District heating is currently developing towards a concept defined as 4th generation district heating (4GDH). Its main characteristics are closer connection to other long-term infrastructure planning processes, low temperature heat distribution systems within the buildings, a smart low temperature distribution network, improved waste heat and renewable heat source integration, and in overall closer integration with the surrounding energy system. [1]

One of the key aspects the 4GDH concept is the low temperature distribution, i.e. low temperature district heating (LTDH). This is typically defined as a system with supply temperatures between 30 °C and 70 °C [1].

A low temperature level in distribution greatly improves the potential for waste heat recovery, and use of renewable energy sources such as solar heat or heat pump technology utilising available, natural heat sources. It also improves the efficiency of more conventional heat supply technologies such as boilers and combined heat and power plants.
This paper investigates the transition process from high or medium to low temperature distribution in context of existing district heating systems. It describes the changes involved, and discusses the effects and relations between the components in a district heating system.

The barriers due unevenly distributed benefits and needed investments caused by the transition process are discussed and potential solutions presented.

The objective is to construct a framework and a systematic method for evaluating the benefits and challenges of moving towards LTDH systems. The study will lay the groundwork for a system specific case study of a major refurbishment of an existing district heating system. District heating system design in Finland is used as example where relevant and needed.

**COMPONENT SPECIFIC IMPACTS**

Transition to low temperature distribution will have an effect on the district heating network itself, on the heat supply and on the consumer equipment. The specific impacts on each of these are explained and their interactions discussed.

Existing systems e.g. in Finland typically use outdoor temperature dependent supply temperatures, resulting in temperature level varying from about 80 °C to 115 °C depending on the season. Transition to LTDH implementation would lower the supply temperature to a constant temperature within the region of 30 to 70 °C. This change is illustrated in the Figure 1.

This paper discusses district heating consumption for space heating point of view with less emphasis on domestic hot water (DHW) consumption. Temperature requirements for DHW production are in region of 60-65 °C depending on what temperatures for DHW are required by regulations. Loosening the sometimes strict requirements for DHW are one of the issues discussed in context of 4th generation district heating [1].

**Heat supply**

Lower temperature level in distribution enables more efficient heat recovery from any heat source. This includes the conventional technologies of boiler and CHP based production, heat pump based heat supply, solar collectors and utilisation of waste heat from e.g. industrial processes.

Both boilers and CHP units experience improved efficiencies due to lower distribution temperatures, especially on low supply temperature. This is due to continued heat recovery from steam and flue gasses. In CHP plants steam expansion can be continued to lower temperatures increasing power production and thus, improving the power to heat ratio of a CHP plant.

Lower supply temperature is more significant for heat pumps, solar collectors and utilisation of waste heat than for conventional heat production technologies. This is because it does not just improve the efficiency, but can actually enable the utilisation of these options at first place.

Efficiency or coefficient of performance (COP) of heat pumps depends heavily on condensation and evaporation temperatures within the heat pump process. These temperatures are in turn close to temperature of the heat sources and e.g. heated water. Lowering the temperature requirement for heat supply, i.e. supply temperature, will improve the efficiency of the process. Upper limit for the supply temperature provided by a heat pump is in the region of 80-90 °C.

Low distribution temperature increases the production potential for solar collectors. The traditional distribution temperatures of 80 °C and more are often on the maximum limit for a reasonable design. Thus the potential for solar heat in district heating systems can grow dramatically with lower distribution temperatures.

In overall, low distribution temperatures clearly represent a potential for improving the efficiency of the system from the heat production point of view.

**Distribution of heat**

A clear benefit of LTDH is that low distribution temperatures result in low heat losses. However, low temperatures also mean lower temperature difference between supply and return. This in turn results in either reduced transport capacity of the pipes in the network –
if the flow rate is unchanged – or higher pressure drop if the flow rate is increased to offset the effect of lower temperature difference.

Figure 2 presents the assumptions for corresponding supply and return temperatures as input for an example illustrating these effects.

These temperatures and a constant heat demand of 150 kW were first used to calculate heat losses (W/m) and pressure drop (bar/km) for a DN50 size pipe (2Mpuk) with insulation according to current Finnish recommendations [9]. Average ground temperature of 5 °C is used in calculation. Figure 3 shows how heat losses and pressure drop relates to supply temperature with a defined constant heat demand.

Figure 4 shows the effects on transport capacity (kW) for the same DN50 pipe in a second calculation where the pressure drop is fixed at 1 bar/km and supply temperatures varied.

Figures 3 and 4 represent both the benefits and challenges of lower distribution temperatures from the distribution system point of view. Higher pressure drop can be compensated by additional pumping within the network.

Consumer equipment

Consumer equipment for a building connected to district heating consists of a substation and a heat distribution system within the building providing heat supply for the heated space. The most significant elements in context of low temperature distribution are the heat exchangers both in the substation and in the heat space, i.e. radiators. Floor heating and ventilation based heating are easier to modify to enable use of lower supply temperatures. Floor heating generally requires temperatures of around 40 °C thus being a good fit for LTDH as such. Ventilation heat exchangers often require modifications only to the substation itself. Radiator based heating can require upgrade of the substation heat exchangers, but more extensive renovation is needed if the existing radiators cannot supply the required amount of heat due to lower temperatures.

In Finland, control systems set the supply (and return) temperatures within the distribution system. The temperatures are dependent on outdoor temperatures.
as is the common practice at the district heating production plant. Supply and return temperatures for a typical 70/40 °C radiator system for existing buildings in Finland are presented in Figure 5 as a function of outdoor temperature. However, high (> 50 °C) supply temperatures are used only during few hundreds of hours in a year of operation. This is illustrated in Figure 6 below as duration curves for supply temperatures according to aforementioned design temperature and outdoor temperature for a sample year in Southern Finland. It is assumed that with higher outdoor temperatures than 10 °C little or no heating is needed.

Figure 6. Typical outdoor temperature dependency for radiator based heating systems as a duration curve.

Figure 7. Comparison of mass flow and primary side return temperatures (dashed line) corresponding to 70 °C and 50 °C secondary side supply temperatures.

This example shows that high design supply temperatures on the secondary side, and thus also on the primary side are not required very often. When they are required, the increase could be offset by higher flow rate which would result in poorer cooling performance, i.e. temperature difference. Another option is to raise the supply temperature on-site by e.g. electric heaters or other heating technologies with low investment costs.

The mean logarithmic temperature difference is defined as

$$\theta_{in} = \frac{\theta_1 - \theta_2}{\ln \left( \frac{\theta_1}{\theta_2} \right)}$$

with

$$\theta_1 = T_s - t_s$$

and

$$\theta_2 = T_r - t_r$$

where

- $T_s$: Primary side supply temperature (°C)
- $t_s$: Secondary side supply temperature (°C)
- $T_r$: Primary side return temperature (°C)
- $t_r$: Secondary side return temperature (°C)

Basic heat transfer equation is defined as

$$G = \frac{Q}{\theta_{in}}$$

where

- $Q$: Heat supply (W)
- $G$: Conductance (W/°C)

Calculating the mean logarithmic temperature difference and the conductance using equations (1-4) with design temperatures of 70/40 °C (secondary side) and 115/45 °C (primary side) and assuming that conductance of the heat exchanger remains a constant enables iterative round of calculations where primary side supply temperatures are varied from 115 °C to 80 °C with secondary side temperatures of 70/40 °C and 50/28 °C. Secondary side return temperature corresponding to a supply temperature of 50 °C is based on assumption presented in Figure 5. Using this method mass flow and primary side return temperature can be found out. Results of these calculations are presented in Figure 7. They show that with existing heat exchanger design, lower secondary side temperatures are essential.

Radiator systems of higher temperature requirements still be commonly found in older buildings. Also, the systems are unfortunately often not balanced and require higher temperatures for longer periods of time. Current recommendations [10] in Finland for designing radiator based heating are defined to lower temperatures, 45/30 °C (recommendation) or 60/30 °C (for exceptional cases). These are in line with long term objectives of moving towards lower distribution temperatures.

Lower distribution temperatures in the district heating network can also enable two-way connections for the consumers, i.e. concept of prosumer described and investigated in e.g. [11] that are to be considered as part of the heat supply in the evaluation process. Prosumer is a consumer with local heat production and
possibility to sell surplus heat to the district heating system.

**EVALUATION OF THE TRANSITION**

The transition to low temperature distribution generally improves the efficiency of the heat supply, reduces heat losses, but can cause transportation capacity problems in the distribution network and is likely to set constraints on heat exchangers located at consumer buildings. Table 1 lists the benefits and challenges. As seen from the contents, benefits are focused on heat supply and distribution, less so for consumers.

![Figure 8. Input information for each component in the evaluation process.](image)

**Table 1. Benefits and challenges related to transition.**

<table>
<thead>
<tr>
<th>Component</th>
<th>Benefits</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat supply</td>
<td>Improved efficiency, opens up new possibilities for supply</td>
<td>Potentially negative effects on existing heat supply, more complicated operation and maintenance</td>
</tr>
<tr>
<td>Distribution</td>
<td>Less heat losses</td>
<td>Transport capacity issues, possible investment and additional management required</td>
</tr>
<tr>
<td>Consumers</td>
<td>Possibly reduced price of heat due to efficiency improvements in the system</td>
<td>Heat exchanger and internal heat distribution related capacity issues, needed investment</td>
</tr>
</tbody>
</table>

In order to evaluate benefits and challenges on moving to low temperature distribution and finding out what temperatures are feasible, variety of input information is needed. Table 2 to the right lists and describes the required input data.

The process of evaluation and what aspects need to be taken into account is illustrated in Figure 8.

**Table 2. Input information required for evaluation of transition to low temperature system.**

<table>
<thead>
<tr>
<th>Input</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>District heating network</td>
<td>Topology of the network (pipe sizes, lengths, and layout) enabling network simulations for finding out possible bottlenecks, pressure and temperature levels in design point.</td>
</tr>
<tr>
<td>Existing heat supply</td>
<td>Locations and technical characteristics of supply resources.</td>
</tr>
<tr>
<td>Technical parameters on heat supply</td>
<td>Current temperature levels and control principles, and how lower temperature level influences these, e.g. potential for heat recovery.</td>
</tr>
<tr>
<td>Plans for new heat supply options</td>
<td>Possible, planned options for new heat supply made possible or feasible by low distribution temperatures, e.g. heat pumps, solar collectors, waste heat.</td>
</tr>
<tr>
<td>Consumer specification</td>
<td>Consumer specific data on demand, heat exchanger specifications, building level heat distribution setup and control principles. Possibilities for on-site heat supply.</td>
</tr>
<tr>
<td>Economic parameters</td>
<td>Estimated prices of electricity, resources and fuels and investment costs for future options and needed renovation on distribution network or consumer equipment.</td>
</tr>
<tr>
<td>Weather conditions</td>
<td>Conditions that affect heat demand or temperatures e.g. within the building heat distribution system.</td>
</tr>
</tbody>
</table>

Distribution is in a key role in the evaluation process as it connects the consumer related constraints to benefits of improved efficiency in heat supply. It can also set limitations on both supply and consumption. Simulation or other method of modelling the distribution network is needed.

Based on implications of Figure 6, if an investigated temperature level is found not to be technically feasible at the design point (e.g. peak demand) it could still be a reasonable choice if the number of hours where these conditions are present is small. Measures to address the technical limitation might exist in form of e.g. on-site heat supply if the limiting factor is secondary side temperature for a specific consumer.
different components within the system or any stakeholder involvement. It should be carried out in two parallel, but connected perspectives; economic and technical.

**DISCUSSION**

The studies on LTHD systems are always case specific due to the interactions between different components within the system. The district heating systems can vary significantly in terms of heat supply options, heat demand and heat demand density, pipe design and network structure. Therefore, it can be difficult and unreasonable to generalise results from any investigation. Results of any study should always be interpreted in context of the specific case. Additional studies need to be made to confirm the findings for another system.

District heating systems are often over-dimensioned; especially in distribution networks due to reduced heat demand or due to preparing for future expansion of the system, and concerning consumer equipment, i.e. larger substation heat exchangers and radiators than actually needed. However, as proposed in this paper, this is still a fact that needs to be systematically confirmed.

In order to enable integration of renewable energy sources as a heat supply option for district heating, low temperature distribution is essential. Closer integration with the electricity sector through continued utilisation of CHP production and controllable electricity based production such as heat pumps will ensure the role of district heating in the future energy system. Lower temperature level will also open up more possibilities for efficient heat storages. Combined with the connection to electricity supply, this can play a major role in addressing the issues of energy storage and flexibility needed by variable renewable electricity production based on wind and solar energy. [12]

**CONCLUSION**

Low distribution temperatures are an integral part of future 4th generation district heating systems, improving the system level energy efficiency. They also significantly improve the integration potential of renewable energy sources in heat supply.

Transition to low temperature distribution has both benefits and challenges. Generally, it improves the efficiency of heat supply and reduces heat losses in distribution network. However, it can result in transport capacity issues, and potentially pose challenges on the consumer equipment.

Evaluating the transition process must be carried out as a system specific study. The paper in hand gives guidelines and describes a method for evaluating the benefits of using lower temperature levels in an existing district heating system. The proposed method is to be tested in a case study in Finland.
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ABSTRACT

The use of Primary Energy Factor (PEF) was chosen by European Union policy makers as an obligatory part of methodology for comparing the primary energy consumption of products, using different energy sources.

Approaches for definition of primary energy differ in EU member states. Different methodologies and definitions of primary energy factors have impact on calculation of energy sector key indicators, including district heating (DH) sector. The aim of the research was collection, analysis and systematization of data about PEF and its calculation and definition methods for DH in EU Member states.

Method used for data collection about EU Member States with adequate share of DH in heat supply is meta-analysis systematic review methodological approach, where main data sources are legislation and standards currently in force, which are used to regulate implementation of PEF in EU Member States with adequate share of DH in heat supply.

The main criterion for the classification of DH PEF in different countries is PEF determination procedure. Based on this criterion three main groups were analysed: single fixed DH PEF, differentiated DH PEFs and DH PEF, calculated for each DH network independently.

INTRODUCTION


The national plans shall include, inter alia, the Member State’s detailed application in practice of the definition of nearly zero-energy buildings, reflecting their national, regional or local conditions, and including a numerical indicator of primary energy use expressed in kWh/m² per year. Primary energy factors used for the determination of the primary energy use may be based on national or regional yearly average values and may take into account relevant European standards.

EPBD recast determines, that the energy performance of a building shall be expressed in a transparent manner and shall include an energy performance indicator and a numeric indicator of primary energy use, based on primary energy factors (hereinafter PEF) per energy carrier, which may be based on national or regional annual weighted averages or a specific value for onsite production.

The methodology for calculating the energy performance of buildings should take into account European standards and shall be consistent with relevant Union legislation, including Directive 2009/28/EC. In the calculation positive effects of such aspects as electricity produced by cogeneration, district or block heating and cooling systems, where relevant, shall be taken into account.

Unfortunately, EPBD recast does not provide a strict definition of PEF and rigid adherence to the standard concerning how to calculate PEFs for different energy chains. This fact creates confusion in unanimous understanding of the PEFs nature.

In general PEF can be stated as [2] primary energy divided by delivered energy, where the primary energy is that required to supply one unit of delivered energy, taking account of the energy required for extraction, processing, storage, transport, generation, transformation, transmission, distribution, and any other operations necessary for delivery to the building in which the delivered energy will be used. The use of primary energy factors has influence on the accounting of such targets as energy saving and use of renewable energy sources [3].

Determination and application of district heating (hereinafter DH) PEFs is not researched as well as PEFs for electricity [4, 5, 6], however importance of DH is significant. Heating and cooling consume half of the EU's energy where DH provides 9% of the EU's heating. In some countries, district heating is seen as an attractive option for companies and consumers and as a mean of improving energy efficiency and the deployment of renewables [7]. It was estimated that DH
could help Europe reduce total European CO₂ emissions by 9.3% by 2020 [8].

Evaluating the PEF of the specific DH system gives possibilities to rate and compare the performance of a different DH systems. DH PEFs take into account heat losses of the heating network as well as all other energy used for extraction, preparation, refining, processing, and transportation of the fuels to produce the heat. DH PEF also may account for power produced in cogeneration plants (hereinafter CHP) and waste heat sources. [2]

The main objective of this article is to give constructive state of the art review analysis of the data sources in a field of DH PEF for EU countries and identify main differences and gaps in implementation of DH PEFs. It is expected, that this article will give state of the art information to experts in energy efficiency research areas and will promote further research activities on this field.

METHODOLOGY

Methodology to provide constructive analysis of the data sources in a field of PEF for DH for EU Member States consists of four main steps:

1) Selection of EU Member States with adequate share of DH in heat supply.
2) Definition of methods for data collection about EU Member States with adequate share of DH in heat supply.
3) Data collection in accordance with defined methods.
4) Collected data classification, analysis and comparison.

The scope of research includes only EU Member States. Not all EU Member states are presented in this study, but only countries, where DH plays important role in energy sector. First step is elimination of countries, where district heating sector is not presented in country energy balance for the last five years, according to database of statistical office of the European Communities (hereinafter Eurostat).

Remaining countries are compared by share of inhabitants supplied by district heating. This criterion allows to compare the importance of district heating in countries, which vary in terms of population, size and climate. Countries, where the share of inhabitants supplied by district heating is higher, than 1% will be selected for analysis of DH PEFs.

Method used for data collection about EU Member States with adequate share of DH in the heat supply is meta-analysis systematic review methodological approach, where findings from various individual studies are analyzed and pooled. Data sources used for review are selected based on validity criteria. High priority data sources are legislation and standards currently in force, which are used to regulate implementation of PEF in EU Member States with adequate share of DH in the heat supply. This study is a status quo type, where current situation for a given DH PEFs is presented.

DATA COLLECTION AND PROCESSING

Selection of EU Member States with adequate share of DH in the heat supply

Confirming to proposed methodology first step is elimination of EU Member States, where DH is not presented in energy balance. As it is shown in Simplified Energy Balances of EUROSTAT database

![Figure 1. Share of inhabitants supplied by district heating in EU Member states [9, 10, 11]](image-url)
DH sector is not presented in national energy balances during last five years in Ireland, Greece, Spain, Malta, Cyprus, and Portugal. District heating sector is presented in Italy starting from 2010. The criterion, chosen for further selection is share of inhabitants supplied by district heating. District heating has a significant role to play in energy sector of 20 EU Member States. As it can be seen from Figure 1 district heating provides heat energy for more than 1% of inhabitants in 20 Member States. These countries are Austria, Bulgaria, Croatia, the Czech Republic, Denmark, Estonia, Finland, France, Germany, Hungary, Italy, Latvia, Lithuania, the Netherlands, Poland, Romania, the Slovak Republic, Slovenia, Sweden and the United Kingdom.

The policy, concerning primary energy factors for district heating sector will be analysed for these EU member states. Share of inhabitants supplied by district heating in Belgium and Luxembourg is not higher than 1% and they will not be considered.

Data collection and general criteria development for classification

Data about primary energy factors for district heating in EU member states was collected based on methodology described before. During data collection it was found, that there are EU Members States in which:

- Single fixed DH PEF is used. This PEF is valid for all DH networks (for example in Finland, Estonia and Bulgaria).
- Differentiated DH PEFs are used, according to the fuels used and/or energy production technologies applied (for example, in Latvia, Czech Republic and Hungary).
- DH PEF is calculated for each DH network independently (for example, in Poland, Germany and Italy).

Consolidated data about sources applied during data collection, which define DH PEFs and information about the general types of DH PEF used (single fixed, differentiated or calculated DH PEFs) for respected EU Member States is presented in Table 1. Sources found are tentatively translated in References / Sources column of the Table 1.

There are EU Member States, which were not included in proposed classification structure: Croatia, Sweden, Romania and Netherlands. The reason, is that there is no use of PEF concept and/or insufficient of information obtained from various individual studies, legislation and standards to make a solid statement about situation with DH PEFs. Description of current review results for those countries is shown below.

Sweden. According to [12, 13] the Swedish Energy Authority does not support the concept of primary energy factors. There is no information found that we should reject this statement.

Croatia. On the official webpage of Ministry of Construction and Physical Planning in the section of regulation in the field of energy efficiency, the methodology of conducting an energy audit of buildings and algorithm for calculating the energy performance of buildings are described [14]. According to the algorithm for determining energy requirements and efficiency of thermal systems in building (cogeneration and DH) are based on EN 15316-4-5 [2], which assumes calculation of DH PEFs for each DH system. Total number of DH systems in Croatia is about 110 [10].

The list with PEFs is also published on the official webpage of Ministry of Construction and Physical Planning [15]. This list consists of DH PEFs for a different regions of Croatia as well as country average value (total 18 different values which does not correspond with the number of DH networks).

Sources [14] and [15] are valid but contradictive. According to available information it is not possible to make a solid statement about situation with DH PEFs in Croatia.


The main purpose of the Law is to establish a coherent legislative framework for the development and application of the national energy efficiency policy in order to achieve the national target for increasing energy efficiency.

Following the provisions of the Law no. 121/2014 on energy efficiency for the transposition of the Directive 2012/27/UE regarding energy efficiency, the Romanian authorities drafted the third National Energy Efficiency Action Plan (NEEAP III), government approved by Government Decision 122/2015 [16].

In [17, 18] a very good overview about implementing the EPBD in Romania is given. But after familiarization with respective legal the situation about implementation of DH PEFs was not clear enough. As an example PEFs are shown in [19] and [20] differs.

It is expected, that clarification of this topic can be possible after expanding methodology used in this
article to provide constructive analysis of the data sources (negotiations and consultations with Romanian experts in the field of energy efficiency is necessary).

**Netherlands.** According to [21] there are valid PEF for electricity, natural gas and heating oil. No PEFs for renewables and DH are applied or calculated. There is no information found that we should reject this statement.

**Single fixed DH PEFs**

There are five (5) EU Member States where single fixed DH PEFs are used. PEF values are shown in table 2.

**Table 1. Sources, references used for DH PEFs data collection and general types of DH PEFs for respective EU Member States**

<table>
<thead>
<tr>
<th>Type of DH PEF</th>
<th>Country</th>
<th>References / Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single fixed</td>
<td>Bulgaria</td>
<td>Ordinance № E-RD-04-2 for the indicators of energy consumption and energy performance of buildings, 22.01.2016 [22]</td>
</tr>
<tr>
<td></td>
<td>Denmark</td>
<td>Danish Building Regulations 2015 [23]</td>
</tr>
<tr>
<td></td>
<td>France</td>
<td>Decree of 26 October 2010 on the thermal characteristics and energy performance requirements of new buildings and new parts of buildings [26]</td>
</tr>
<tr>
<td></td>
<td>Austria</td>
<td>OIB guidelines on energy savings and thermal requirements of the buildings. March 2015, OIB-330.6-009/15 [27]</td>
</tr>
<tr>
<td></td>
<td>Czech Republic</td>
<td>Energy Performance of Buildings decree n. 78/2013 Coll. [28]</td>
</tr>
<tr>
<td></td>
<td>Hungary</td>
<td>Ministerial Order the 7/2006. Decree of Minister without Portfolio, about Determination of Energy Efficiency of Buildings [29]</td>
</tr>
<tr>
<td></td>
<td>Slovakia</td>
<td>Ministerial Decree n. 364/2012 Coll. on the energy performance of buildings and on the amendments to certain laws, as amended [30]</td>
</tr>
<tr>
<td></td>
<td>Slovenia</td>
<td>Technical guideline for construction: TSG-1-004:2010 efficient use of energy [31]</td>
</tr>
<tr>
<td></td>
<td>UK</td>
<td>The Government’s Standard Assessment Procedure for Energy Rating of Dwellings 2012 editions [34]</td>
</tr>
<tr>
<td></td>
<td>Italy</td>
<td>Decree on the minimum requirements (decree 26 June 2015), Annex 1 [35]. Coordinated text of decree-law 4 June 2013, n. 63 [36], UNI/TS 11300 standards [37]</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Energy Performance of District Heating - Determination of the specific primary energy factors in district heating supply. 2014. [38]</td>
</tr>
<tr>
<td></td>
<td>Poland</td>
<td>Journal of laws of 2012, POS. 962. Regulation of the Minister of Economy dated 10 August 2012. Detailed description of the scope and method of preparation audit of energy efficiency, the design of the card auditing energy efficiency and methods for calculating energy savings [39]</td>
</tr>
</tbody>
</table>

DH PEF values differ more than two times and are in range between 0.6 (in Denmark) and 1.3 (in Belgium).

Denmark has a unique way to select and use DH PEFs. Applied DH PEFs can be different, but they do not depend on fuels or technologies used in DH area (values does not comply with differentiated DH PEFs group definition used in this article).
According to BR15 [23] buildings in Denmark may be erected in accordance with the energy performance frameworks (minimum requirements), or as a voluntary low-energy building according to Building Class 2020. PEF of 0.8 for DH is used for buildings erected in accordance with the minimum requirements of BR15 and of 0.6 for buildings erected according to Building Class 2020. For buildings which comply with the renovation classes, a DH PEF of 1.0 is used.

**Differentiated fixed DH PEFs**

There are eight (8) EU Member States where differentiated fixed DH PEFs are used. Brief description and comments about DH PEFs use in those countries is shown below. PEF values are shown in summary Table 3.

It should be mentioned, that Austria is unique in term of DH PEF general types used, because for heat only boilers of differentiated type are used and DH PEFs for cogeneration and utilization of waste heat are calculated. In this work context Austria is grouped as Member State with differentiated DH PEF type because not all DH networks are calculated independently.

In Austria DH PEFs for networks with heating only plants are selected based on differentiated fixed approach. Default DH PEF can be used for networks with efficient cogeneration in accordance to Directive 2004/8/EC [40] is 0.19.

Default DH PEF for waste heat utilization is 1.0. At the same time DH PEFs for cogeneration and waste heat can be calculated in accordance to EN 15316-4-5 [2].

In Czech Republic DH PEFs are differentiated based on share of renewables. For the systems of heat supply with more than 80% share of renewables DH PEF is of 0.1. If share of renewables is 50 – 80%, than DH PEF is 0.3. Thermal energy supply systems with 50% or lower than 50% share of renewables has DH PEF of 1.0.

In Hungary different DH PEFs are given based on fuels usage (renewable or not) and share of cogenerated heat. DH PEF values for heating only plants in table 3 means, that share of cogenerated heat is less than 50%. Values for cogeneration plants in table 3 are valid for DH networks where at least 50% of heat is produced in cogeneration regime.

In Slovakia DH PEF for heat only plants based on renewables (wood chips) is of 0.15. DH PEFs for fossil fuels heat only plants vary between 1.19 and 1.4. Lower value is valid for black coal and higher for brown coal. DH PEFs for heavy fuel oil and natural gas are respectively 1.35 and 1.36.

DH PEFs for heat produced in cogeneration regime also depends on fuels used and are the same as for heat only plants. It should be mentioned, that DH PEFs for cogeneration based on renewables is not shown in regulation, but DH PEF of 1.0 for heat cogenerated in nuclear power plants is added.

<table>
<thead>
<tr>
<th>Country</th>
<th>CHP</th>
<th>Heating only plants</th>
<th>Waste heat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fossil fuels</td>
<td>Renewable fuels</td>
<td>Fossil fuels</td>
</tr>
<tr>
<td>Austria</td>
<td>0.19 (default value for efficient cogeneration)</td>
<td>1.36</td>
<td>0.28</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>0.1 - 1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Hungary</td>
<td>0.83</td>
<td>0.5</td>
<td>1.26</td>
</tr>
<tr>
<td>Slovakia</td>
<td>1.0 - 1.40</td>
<td>-</td>
<td>1.19 - 1.40</td>
</tr>
<tr>
<td>Slovenia</td>
<td>1.2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Latvia</td>
<td>0.7</td>
<td>0</td>
<td>1.3</td>
</tr>
<tr>
<td>Lithuania</td>
<td>0.91 (country average), 0.17 - 0.9 (defined for selected DH producers)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>1.06 - 1.22</td>
<td>1.01 - 1.10</td>
<td>1.06 - 1.22</td>
</tr>
</tbody>
</table>
In Slovenia DH PEF are differentiated for heating only plants and for heating plants with CHP. PEF don’t vary in case of different fuel type and don’t depend on the fact whether the energy source for DH is renewable or not. PEF for DH with cogeneration is higher, then DH without cogeneration.

In Lithuania DH PEF are offered for 35 separate DH producers, where total number of DH systems is about 360 [10] with renewable and non-renewable energy sources. Besides determined country average DH PEF varies for DH based on renewable and non-renewable energy sources. Those DH PEF are the same for DH with or without CHP.

In the United Kingdom DH PEF are defined for heat energy produced in DH systems, based on various energy sources, including fossil fuels (mains gas, LPG, oil, mineral oil), renewable fuel (biomass, biodiesel, and biogas), and geothermal sources. DH PEF are the same for DH with CHP and without it.

In Latvia DH PEFs are different for DH with CHP and without CHP. It is mentioned in regulation that DH with CHP means, that at least 70% of heat is supplied by CHP. PEF is provided for the non-renewable part of energy sources, and it is equal to zero for renewable energy sources for DH with CHP and 0.1 for DH without CHP. DH PEF is 1.3. When fossil fuels are used DH PEF is 0.7 for DH with CHP and 1.3 for DH without CHP.

**DH PEFs calculated for each DH network**

In Italy, Germany and Poland DH PEFs can be calculated for each DH network.

*Italy.* According to [35] the methodology of calculation of the performance energy of the buildings are regulated by the technical document No 14/2013 from the Italian Thermotechnical Committee and UNI/TS 11300 standards series [36] from Italian Organisation for Standardization. In 2016 CTI 14:2013 was replaced by a new standard UNI/TS 11300:5 2015. In turn UNI standards are aligned with the standards prepared by CEN to support the directive 2010/31/EU [37]. Default DH PEF of 1.5 is used.

*Poland.* Calculation of DH PEFs goes in accordance to method described in [39]. Method is based on power bonus approach which is also followed in EN 15316-4-5 [2].

*Germany.* According to [38] calculation of DH PEFs in general follows power bonus approach principles and EN 15316-4-5 [2].

**DISCUSSION AND CONCLUSION**

Present situation shows that EU Member States flexibly adopt primary energy concept according to their features and the way how DH PEFs are defined, as well as their values differ significantly.

There are single fixed DH PEFs which are valid for all DH networks in the country, differentiated DH PEFs which are used according to the fuels used and/or applied energy production technologies, and there are also cases when DH PEF for each DH network is calculated independently.

The use of single fixed DH PEFs does not conform the PEF definition. Some of mismatches are given below:

- This solution does not take into account a combination of different fuels and technologies used for heat production in some specific DH networks. At the same time the primary energy consumption and environmental impact in DH networks with renovated DH networks (low energy losses, heat load smoothing by heat storage systems), installed flue gas condenser, implemented cogeneration and high share of renewable fuels are lower.

- Benefits from the use of waste heat are not taken into account. At the same time, the reuse of the waste heat emitted during industrial processes in DH will allow to save a fuel in quantity.

In order to conform the DH PEFs with the PEF definition, when the PEFs take into the account the use of primary energy required for the energy supplied as well as its environmental impact, it is justified either to calculate the PEFs or choose from the differentiated solution. It should be divided and promoted by assigning lower DH PEF factors to DH networks with smaller environmental impacts, i.e. renovated DH networks (low energy losses, heat load smoothing by heat storage systems), installed flue gas condenser, implemented cogeneration and a high share of renewable fuels and utilized waste heat.

Separation of the efficient DH networks with low environmental impacts would promote DH firms to move towards the use of renewable energy and the adoption of the energy efficient technical solutions.

Despite PEF being an important common EU energy policy tool for comparing various energy types, calculation approaches, its determination differs significantly in the EU member states. One possible solution to avoid this difference is the development of a common procedure to determine PEF in all the EU member states.

Methodology used for data collection (findings from various individual studies are analysed and pooled) can be improved. It is expected, that additional negotiations and consultation with experts in the field of energy...
efficiency from different EU Member States will increase the accuracy and actuality of findings and allow to consider such topic as trends in PEF formation for different countries during some period of time.
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ABSTRACT
In many European cities, heat demand remains mostly supplied by individual fossil fuel boilers, contributing to an inefficient and non-sustainable energy system. In order to decrease the fossil fuel consumption in the heating sector, an improvement of energy efficiency and an increase of renewable energy use must be achieved. This study assesses and compares the impacts of implementing different heat strategies regarding both demand and supply side of the heating system, through a case-study in the city of Geneva, Switzerland. Different heat scenarios for 2035 were developed, based on an input/output hourly energy system model which ensures the matching between heat demand and energy resources. This model is coupled with spatial data that enable to identify the areas where district heating could be developed. The results show the impacts of the different strategies regarding the energy supply, the CO₂ emissions and the related socio-economic costs. The findings demonstrate the importance of district heating networks, which offer the possibility to use local heat sources that otherwise would be unused due to technical, spatial or economic constraints. Compared to a scenario essentially focused on very high energy savings in buildings, a more flexible scenario, combining district heating expansion and a smaller reduction in heat demand, enables to achieve the same reductions in fossil fuel consumption and CO₂ emissions, but with lower socio-economic costs.

INTRODUCTION
In accordance with the IPCC recommendations [1], the core of the Swiss government sustainability strategy is based on the concept of 1 ton of emitted CO₂ per inhabitant by the end of the 21st century [2].

In Geneva, 482,500 inhabitants in 2014, the present CO₂ emissions related to the energy sector represents 4.2 tCO₂ per capita, of which 2.2 emitted by the heating sector, 1.1 by the transport sector (not including the airport) and 0.8 by the electricity sector (considering the Swiss electricity consumption mix of 139 gCO2/kWh) [3-4]. Consequently the main CO₂ emissions reduction potential lies in the heating sector, which represents about half of the final energy consumption in the city.

In 2014, the energy consumed by the heating sector in Geneva amounts to 5,444 GWh or 40.6 GJ/capita [3], mainly based on fossil fuels (figure 1). The energy targets of the state of Geneva for 2035 are to reduce this consumption to 29.0 GJ/capita, from which only 19 GJ/capita would be supplied by fossil fuels [5]. Considering an expected population of 557,000 inhabitants in 2035 [6], renewable energy resources (RES) in the heating sector should increase from the current 362 GWh to 1,543 GWh, while fossil fuels should decrease from 5,072 to 2,945 GWh.

Although it has now been demonstrated that district heating could play an essential role in order to decarbonise the European energy system [7-8], its share in the heat market is still marginal in Switzerland (4-5%) [9] and in the city of Geneva (9-10%) [3].

In this context, fundamental questions were addressed through the project REMUER [10]: What is the role of district heating in order to achieve the energy targets? Is there a synergy or a competition between the development of DH on the one hand and the investments in buildings energy renovation on the other hand? How could be designed the heating system in 2035? And how could it fit into the overall energy system?

RENEWABLE ENERGIES AVAILABILITY AND DH EXPANSION POTENTIAL
Local renewable energy resources potential for the heating sector have been estimated in Geneva and
would represent about 5,500 GWh [11] (not including the heat from the outdoor air which is difficult to quantify). The main potential resources identified are geothermal energy (1,000 GWh) and the thermal energy of the lake (4,000 GWh). Although the renewable energy resources potential is large, their integration in the energy system can be limited by: (i) their spatial availability, temporal dynamics and quality (e.g. temperature); (ii) their costs; (iii) their social acceptance.

Some of these local resources can’t be used without district heating for two main reasons: (i) the spatial distance between heat source and heat demand, (ii) and the need to share investment costs on a significant number of consumers. In Geneva, the potential for DH expansion is huge, since today it represents only 10% of the heat market while most of the heat demand is located in dense urban areas (figure 2). A spatial analysis of the heat demand density indicates that 70% and 80% of the heat consumption is located in urban areas where the heat density is respectively greater than 250 and 500 MWh/hectare. In such areas, the distribution cost of DH should remain affordable to guarantee its competitiveness when supplied by low cost resources [12].

METHODOLOGY

In order to assess the role of district heating in the future energy system, different scenarios were developed in collaboration with the local energy utility company. Different variables were identified in order to make projections for 2035 regarding heat demand evolution and the implementation of different energy technologies. In order to compare the scenarios, an input-output model designed for energy system modelling at a regional scale was developed, inspired from the EnergyPLAN model [13]. The model is based on an hourly time-step which ensures the matching between resources availability, production capacities and the fluctuating heat demand. The load curve of the main DH system is used to characterize the heat demand dynamic [14]. This load curve is then adapted to take into account energy savings (reductions applied solely on space heating demand). Four different types of DH systems can be modelled. The main model outputs are energy balance, costs and CO₂ emissions.

Designing the scenarios for 2035

Four scenarios were developed. The business-as-usual scenario (BAU) extends the trends observed in the recent period. The EE&RES scenario is based on both enhancement of energy savings into buildings and integration of more renewable energy through the development of individual heat pumps, solar thermal energy and the expansion of district heating systems. Compared to the EE&RES scenario, the EE+ scenario is more focused on heat demand reduction and less on renewable energies integration, whereas this is the opposite logic in the RES+ scenario (figure 3).

Future heat demand projection

In each scenario, two important variables that partly determine the future heat demand are identical: (i) the population growth: 557,000 inhabitants in 2035; (ii) and the decreasing heating degree-days (-13 HDD per year) as observed since 1960 [15]. Considering new buildings, it is assumed that 71 m² of heated floor area (HFA) will be constructed per additional inhabitant, with a specific heat demand of 180 MJ/m²/y.

The estimation of heat demand reduction in existing buildings is carried out from a buildings database which contains the current annual heat consumption as well as the heated floor area of about 70% of the total heated building stock [16], completed by extrapolations for the remaining buildings [17-18]. On the basis of these data, gross energy savings potentials are estimated, assuming that the specific heat demand of all buildings consuming more than 300 MJ/m²/y is reduced to a target value specifically defined in the four scenarios (figure 4 and table 1). The effective amount of saved energy subsequently depends on the refurbishment rate, which is defined here as the percentage of the annual energy savings potential to be achieved each year.
In the EE&RES scenario, the heat demand reduction through energy efficiency measures in the existing buildings amounts to 663 GWh/y, compared to 2014 (table 1). This saved energy represents a 17% decrease in the total current heat consumption of the existing buildings with a specific heat demand greater than 300 MJ/m²/y. This reduction is more important in the EE+ scenario (-28%), and lower in the BAU and RES+ scenarios (respectively -5 and -9%).

**Future energy infrastructures**

The buildings heat supply in the four scenarios is described in table 2. The energy system in the BAU scenario doesn’t differ much from the current system that is mainly based on individual fossil fuels boilers. In the EE&RES and RES+ scenarios, district heating is extended, supplying respectively 30 and 40% of the heat demand. The market share of individual heat pumps (HP) is also respectively increased to 20 and 25%. In the EE+ scenario, renewable energy technologies are slightly less developed.

It is obvious that the development of district heating is relevant when it allows recovering renewable and waste heat. The DH production, transport and storage infrastructures are described in the table 3. In scenarios with DH expansion, the main share of base loads is supplied by waste heat, medium/deep geothermal heat and large scale heat pumps. As an important development of heat pumps (individual and centralized) increase the electricity consumption, especially in winter, gas cogeneration units are also implemented in the EE&RES and RES+ scenarios. Eventually, large scale seasonal storage capacities are also integrated in those scenarios with the aim to shift a part of remaining excess heat wasted in summer.

The total network length in the different scenarios can be estimated by using a simplified method [19] which is based on the ratio between the current DH length and the road network length in the DH areas. In average, this ratio is 0.9. By knowing the total road network length, this value could be used for extrapolations.

Individual solar energy production is considered in every scenario. Hourly distributions of solar PV and solar thermal production for domestic hot water come from actual measurements [20-21]. The PV potential identified in Geneva corresponds to 550-650 MW [22-23].

**Table 1: Renovation rate and specific heat demand of the energy renovated buildings in each scenario**

<table>
<thead>
<tr>
<th>Renovation rate</th>
<th>Specific heat demand after renovation</th>
<th>Heat saved (2035 vs 2014)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAU 1.2%</td>
<td>350 MJ/m²/y</td>
<td>205 GWh/y</td>
</tr>
<tr>
<td>EE&amp;RES 2%</td>
<td>250 MJ/m²/y</td>
<td>663 GWh/y</td>
</tr>
<tr>
<td>EE+ 2.5%</td>
<td>200 MJ/m²/y</td>
<td>1,072 GWh/y</td>
</tr>
<tr>
<td>RES+ 1.5%</td>
<td>300 MJ/m²/y</td>
<td>351 GWh/y</td>
</tr>
</tbody>
</table>

**Table 2: buildings heat supply in each scenario**

<table>
<thead>
<tr>
<th></th>
<th>DH</th>
<th>HP</th>
<th>Fossil boilers</th>
<th>Biomass boilers</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014</td>
<td>10%</td>
<td>1%</td>
<td>88%</td>
<td>1%</td>
</tr>
<tr>
<td>BAU</td>
<td>14%</td>
<td>5%</td>
<td>80%</td>
<td>1%</td>
</tr>
<tr>
<td>EE&amp;RES</td>
<td>30%</td>
<td>20%</td>
<td>48%</td>
<td>2%</td>
</tr>
<tr>
<td>EE+</td>
<td>16%</td>
<td>15%</td>
<td>68%</td>
<td>1%</td>
</tr>
<tr>
<td>RES+</td>
<td>40%</td>
<td>25%</td>
<td>33%</td>
<td>2%</td>
</tr>
</tbody>
</table>

**Table 3: DH supply infrastructures in each scenario**

<table>
<thead>
<tr>
<th>Unit</th>
<th>2014</th>
<th>BAU</th>
<th>EE&amp;RES</th>
<th>RES+</th>
<th>EE+</th>
<th>RES+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waste heat</td>
<td>MWth</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>55</td>
</tr>
<tr>
<td>Geothermal</td>
<td>MWth</td>
<td>0</td>
<td>10</td>
<td>48</td>
<td>10</td>
<td>68</td>
</tr>
<tr>
<td>Heat pump</td>
<td>MWth</td>
<td>0.3</td>
<td>18</td>
<td>55</td>
<td>20</td>
<td>67</td>
</tr>
<tr>
<td>CHP</td>
<td>MWth</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>40</td>
<td>-</td>
</tr>
<tr>
<td>Storage</td>
<td>GWh</td>
<td>-</td>
<td>25</td>
<td>-</td>
<td>-</td>
<td>25</td>
</tr>
<tr>
<td>Biomass boiler</td>
<td>MWth</td>
<td>3</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>DH network</td>
<td>km</td>
<td>62</td>
<td>84</td>
<td>180</td>
<td>97</td>
<td>246</td>
</tr>
</tbody>
</table>
Table 4: Production, transport and storage efficiencies

<table>
<thead>
<tr>
<th>Efficiencies</th>
<th>Unit</th>
<th>2014</th>
<th>2035</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas boilers</td>
<td>%</td>
<td>90</td>
<td>92</td>
</tr>
<tr>
<td>Oil boilers</td>
<td>%</td>
<td>83</td>
<td>85</td>
</tr>
<tr>
<td>Biomass boilers</td>
<td>%</td>
<td>80</td>
<td>85</td>
</tr>
<tr>
<td>CHP heat</td>
<td>%</td>
<td>-</td>
<td>45</td>
</tr>
<tr>
<td>CHP electricity</td>
<td>%</td>
<td>-</td>
<td>40</td>
</tr>
<tr>
<td>Heat pumps</td>
<td>COP</td>
<td>3.3</td>
<td>3.5</td>
</tr>
<tr>
<td>DH storage</td>
<td>%</td>
<td>-</td>
<td>80</td>
</tr>
<tr>
<td>DH transport</td>
<td>%</td>
<td>90</td>
<td>86-89*</td>
</tr>
<tr>
<td>Solar thermal</td>
<td>kWh/m²</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>Solar PV</td>
<td>kWh/m²</td>
<td>160</td>
<td>200</td>
</tr>
</tbody>
</table>

*Depending on the heat savings in the 4 scenarios

In each scenario, the PV capacities installed are 400 MW (+13% each year), this value representing the 2035 objective [5]. The hourly comparison between PV production and electricity consumption of HP enables to determine the share of the PV production that can effectively be used in the heating sector. The remaining PV production is logically not considered as an energy input for the heating sector. Regarding solar thermal, only systems supplying domestic hot water are considered in this study. The potential identified represents around 200 GWh/y [22-23]. In the BAU scenario, the total solar thermal panels’ surface is multiplied by 5 compared to 2014 and represents 0.35 m² per inhabitants. This increase is doubled in the other scenarios (0.7 m²/capita).

The energy efficiencies assumed for the different energy infrastructures mentioned are indicated in the table 4. Regarding the heat transport, a small increase of distribution losses is taken into account, which is explained by a decreasing linear heat density (ratio between the heat delivered and the length of pipes) compared to 2014.

Quantifying the total economic costs

Data about investment costs related to production, storage and transport infrastructures were gathered from the main energy utility company, and are compiled in the table 5 [24]. The specific costs are generally related to average size infrastructures. In order to estimate the cost of energy efficiencies measures in buildings, a cost curve was developed based on data from [25]. This curve enables to take into account the fact that energy efficiency measures become more expensive as larger savings are achieved (figure 5). All the investment costs were annualized with an assumed 2.5% interest rate.

Table 5: Investments and O&M costs assumed in 2035 [24]

<table>
<thead>
<tr>
<th>Unit</th>
<th>Investments (USD million per unit)</th>
<th>Life time (year)</th>
<th>O&amp;M (% of invest.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium-Deep geothermal</td>
<td>MWth</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>DH fossil boiler</td>
<td>MWth</td>
<td>0.25</td>
<td>25</td>
</tr>
<tr>
<td>DH biomass boiler</td>
<td>MWth</td>
<td>0.5</td>
<td>25</td>
</tr>
<tr>
<td>DH heat pump</td>
<td>MWth</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>DH Storage</td>
<td>GWh</td>
<td>4</td>
<td>30</td>
</tr>
<tr>
<td>DH network</td>
<td>km</td>
<td>2.5</td>
<td>40</td>
</tr>
<tr>
<td>DH SST</td>
<td>MWth</td>
<td>0.2</td>
<td>30</td>
</tr>
<tr>
<td>CHP</td>
<td>MWel</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>PV</td>
<td>MWel</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>Ind. fossil boiler</td>
<td>MWth</td>
<td>0.3</td>
<td>20</td>
</tr>
<tr>
<td>Ind. biomass boiler</td>
<td>MWth</td>
<td>0.7</td>
<td>20</td>
</tr>
<tr>
<td>Ind. heat pump</td>
<td>MWth</td>
<td>2.5</td>
<td>20</td>
</tr>
<tr>
<td>Solar thermal</td>
<td>m² x 10³</td>
<td>1.2</td>
<td>20</td>
</tr>
<tr>
<td>Building retrofits</td>
<td>m² (HFA)</td>
<td>0.2 (BAU); 0.4 (EE&amp;RES); 0.6 (EE+); 0.27 (RES+)</td>
<td>40</td>
</tr>
</tbody>
</table>
Of course, predicting the future energy prices is very difficult. Based on some hypothesis elaborated in collaboration with the main utility company, prices in 2035 have been defined and are presented in the table [24].

### RESULTS

#### Energy balance and CO₂ emissions
The main differences in the four scenarios are the level of energy efficiency measures and the level of RES integration. As it is shown in the figure 6, the total heat demand in the four scenarios decrease between 6% (BAU) and 24% (EE+) compared to 2014, although the population is more important (+15%).

As district heating is extended in the EE&RES and RES+ scenarios, more renewable energies can be integrated, especially from geothermal energy and large scale heat pumps (figure 7).

In the EE&RES and RES+ scenarios, the electricity consumed by heat pumps is partly offset by the production of CHP units, which simultaneously provide heat to the DH system. Although the PV production is relatively high (380 GWh), only a small share of this renewable electricity production (8-13%) can effectively be used for heat pumps due to the temporal mismatch between heat demand and solar resource (figure 9). This is the reason why the imported electricity in the scenario EE+ is more important, especially in winter, even though fewer heat pumps are integrated.

Figure 10 illustrates the annual energy flows in the modelled heating system (EE&RES). Aside from the drop in heat demand and the increase in use of renewable energies, such a system is characterized by more interactions between the different urban energy networks (gas, electricity and district heating) in comparison to the current heating system (figure 1).
In terms of fossil fuels consumption and CO₂ emissions, the three scenarios EE&RES, EE+ and RES+ are quite similar. As it is displayed in the figure 11, the total fossil fuel consumption (gas+oil) in these scenarios decrease between -45% (EE+) and -49% (RES+) compared to 2014. Such reductions enable achieving the fossil fuel reduction target for 2035. By contrast, the BAU scenario does not allow it (figure 12).

The total energy consumption reduction target in the heating sector is only achieved in the EE&RES and EE+ scenarios. However, the BAU and RES+ scenarios are close to it: respectively +2.9 and +1.6 GJ/capita compared to the target value. It should be noticed that the imported electricity (total electricity consumed by HP minus the PV and CHP production used by HP) is not converted into primary energy in this analysis, and that the CO₂ content of this electricity is integrated and corresponds to the Swiss electricity consumption mix [4].

In the EE+, RES+ and EE&RES scenarios, CO₂ emissions in the heating sector are lowered from the current 2.2 tCO₂/capita to about 1 tCO₂/capita (figure 12).

Socio-economic costs

On the basis of the assumptions made regarding investment costs and energy prices, the results indicates that the EE+ scenario has higher annual costs than both RES+ and EE&RES scenarios (respectively +31% and +18%), while achieving about the same level of fossil fuels consumption and CO₂ emissions (figure 13). The three scenarios have relatively similar CO₂ and fuels costs, but the investment costs in the EE+ are more important due to the deep retrofitting of a significant share of the buildings stock.

The annual costs in the RES+ and EE&RES scenarios are quite similar to the BAU scenario. The main difference is the structure of the costs. As more district heating and renewable production units are developed in the RES+ and EE&RES scenarios, the heating system in these scenarios is more expensive. Moreover, additional investments are made in end-use energy savings. This increase in investments costs, however, is offset by the fuel and CO₂ cost reduction. Such a cost structure offers a double socio-economic benefit: reducing capital flight on the one hand, and local jobs creation on the other hand.

Of course, the annual cost difference between the BAU scenario and the other three is closely linked to the energy and CO₂ prices assumed.
DISCUSSION

The results show the importance of the CO₂ emission savings potential in the heating sector. By saving 1.2-1.3 tCO₂/cap (scenarios EE+, RES+ and EE&RES), the CO₂ emissions of the overall energy sector (4.2 tCO₂/capita) could be decreased by 30% in 2035 due to improvements in the heating sector. With improvements in the other sector (electricity and transport), higher savings should be reached. This reduction represents a first step toward the concept of 1 ton of emitted CO₂ per inhabitant by the end of the 21st century. (not including the airport)

Regarding the economic analysis, it should be noticed that the building retrofits costs are difficult to estimate. In this study, the costs only refer to measures that increase the energy buildings’ efficiency. However, they involve some co-benefits that are difficult to quantify, such as additional comfort, increased building’s value or indirect contribution to unavoidable building maintenance. Although these co-benefits are not taken into account, it should be mentioned that the costs used in this study are relatively low with respect to a benchmark performed on a sample of retrofitted buildings in Geneva [18].

Besides being more expensive, the EE+ scenario will probably be more difficult to implement. First, deep energy renovations require the building’s owners to have high investment capacities. Secondly, from a technical point of view, some studies demonstrated that the actual energy savings are often significantly lower than the energy standards and the expected calculated values [18]. Last but not least, from a certain point, deep renovations may become a problem regarding the conservation of the architectural heritage [26]. This issue could also increase the buildings retrofitting costs.

In contrast, the RES+ and EE&RES scenarios, besides being cheaper than the EE+ scenario, seem easier to implement. In comparison with the EE+ scenario, which is very dependent on the implementation of significant heat savings, the RES+ and EE&RES scenarios offer more flexibility by leaving more choices to each particular situation.

In addition, the fact that renewable energy integration in the heating sector will partly be based on the development of heat pumps could involve an increase of the electricity consumption, especially in winter. In order to limit the electricity imports during this season, the development of CHP units seems necessary, especially since the Swiss parliament decided to ban nuclear energy. In this regard, it should be kept in mind that in Europe, the current marginal electricity production in winter is still essentially based on fossil fuels thermal plants. In this way, the need to develop CHP is another reason that enhances the importance of DH extension.

On the other hand, DH allows to link CHP, HP (both technologies at the interface between electrical and DH networks) and storage facilities. This integration increase the flexibility of the overall energy system, which will be a key point for the massive integration of fluctuating renewable production such as wind power (not considered in this study because its regional potential is very low) [27].

Another important point in the scenarios developed is the fact that, even if its use will be lowered by 2035, natural gas will still play an important role in the heating system. However, whereas it is currently essentially used as fuel for individual boilers, it will be used in a more efficient and valuable way by supplying further both CHP and peak-load boilers.

Lastly, it should be noted that part of the waste heat at low temperature used by heat pumps (individual or centralized) in the different scenarios may come from district cooling systems. In this study, the energetic impacts on the cooling sector (reduction of the electricity consumption) have not been taken into account, as well as the cost related to district cooling networks.

CONCLUSION

The aim of this study was to assess different strategies regarding the future heating system and its integration into the overall energy system. The findings demonstrate the importance of district heating networks, which offer the possibility to use local heat sources that otherwise would be unused due to technical, spatial or economic constraints. Compared to a scenario essentially focused on very high energy savings in buildings, a more flexible scenario, combining district heating expansion and a smaller reduction in heat demand, enables to achieve the same reductions in fossil fuel consumption and CO₂ emissions, but with lower socio-economic costs.

Therefore the key messages are: (i) energy strategies should consider both demand and supply side of the energy system, (ii) district heating should be considered as an essential infrastructure for achieving sustainable cities.
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ABSTRACT

The thermal energy storage (TES) of an actual district energy (DE) system is analyzed thermodynamically, using energy and exergy approaches. With a case study, the results for the TES of the DE system are verified with previous studies. The actual case considered is the Friedrichshafen DE system in Germany. This system is solar assisted, uses natural gas as a backup, and is equipped with a TES. The TES stores the surplus solar energy until needed by thermal energy users of the system. Using solar energy allows the DE system to use significantly less fossil fuel than would otherwise be the case. Seasonal TES, which normally requires significant thermal insulation to adequately reduce thermal losses, is used in the DE system. The use and role of thermal storage in a district energy system is assessed considering the Friedrichshafen DE system. The results show the significant influence of the return temperature of the circulating media (water) from the DE system thermal network. Furthermore, the financial impact of the TES is not limited to a reduction of the operational cost of the DE system but also to an increase in the initial costs for the DE system.

INTRODUCTION

TES is interpreted for district energy (DE) systems as a bridge to close the gap between the energy demand of a DE system and the energy supply to the DE system [1]. TES can be integrated with the DE system in the forms of sensible and latent heat storage. Applying sensible heat storage in the DE system is more commonly used than latent heat. However, some about latent heat storage in a DE system, such as that of Bo et al., discuss the capabilities of phase changing materials (PCMs) in cool storage integrated with DE systems [2]. For sensible heat storage, there has been more theoretical and practical research, such as that of Schmidt, which demonstrates the effect of TES on performance of a DE system and which focuses on low and high exergy systems for buildings and communities [3]. In that study, the quality of energy flow in buildings was examined by using exergy analysis. In a recent study, the economic and environmental impact of using TES in a solar assisted DE system was inspected [4]. Research has been performed to examine a DE system coupled with TES. For instance, a DE system integrated with TES was assessed by an energy approach to find the optimum point where TES has the best effect on energy saving [5]. The method was applied to residential and commercial zones. In a similar study a DE system including TES was economically optimized [6]. Various studies have been reported, and several DE systems including TES have been built in different locations, mainly in Europe. Some well-known studies are noted here. TES is of assistance to energy suppliers in a DE system by allowing:

- The accumulation of thermal energy from off-peak periods for use when demands are high.
- The storage of excess thermal energy when it is available, for subsequent release to the DE distribution system when thermal demands increase (especially during periods when suppliers are not able to satisfy thermal energy demands with existing facilities). In this way, TES saves thermal energy that would otherwise be wasted.
- More effective utilization of renewable thermal energy sources such as solar than is otherwise possible due to the intermittent nature of the resource supply.

Regardless of the source of energy in a DE system, reducing energy losses is usually a main advantage of using TES in DE systems, which allows the reduction of thermal losses, resulting in energy savings and increased efficiency for the overall thermal system. Large seasonal TES systems have been built in conjunction with DE technology [7]. In addition, improved efficiency and economics, and environmental benefits are another reason for the expansion of TES technology in general and with DE.

Many beneficial applications of TES with DE exist or can be developed. Rosen et al. state that DE with hybrid systems can advantageously combine sources of energy such as natural gas, waste heat, wood wastes, and municipal solid waste [8]. TES can increase the benefits provided by such systems [8].
Similarly, Lund et al. point out that those “low energy” buildings can be operated with industrial waste heat, waste incineration, power plant waste heat and geothermal energy in conjunction with a DE network [9]. Incorporating TES can improve the design of such systems.

Tanaka et al. state that the use of TES, in conjunction with DE, decreases energy consumption compared to a reference system [5]. They also found that seasonal TES is more effective than short-term.

Andrepont assessed the economic benefits of using TES technologies in DE systems [10]. He notes that cool TES is applied widely in heating, ventilation and air-conditioning systems by shifting the cooling load from peak periods during the day to off-peak periods at night. This time shift significantly reduces operating costs, benefit which is particularly noteworthy in large scale DE systems. Andrepont lists the following additional advantages of using TES in DE systems:

- Preventing inefficient operation of chillers and auxiliary equipment during low-level operation;
- Enhancing system reliability and flexibility;
- Balancing electrical and thermal loads in combined heat and power (CHP) for better economy; and
- Lowering accident risks and insurance by enhancing fire protection (since the stored chilled water or other storage fluid in the TES is in the vicinity of the DE and may be utilized as a reserve firefighting fluid in the event of a fire).

The benefits of TES in facilitating the use of renewable energy, especially solar thermal energy for use in heating and cooling buildings, have been clarified [7]. Demand is growing for facilities that utilize TES, as they are more efficient and environmentally friendly, exhibiting reductions in

- Fossil fuel consumption;
- Emissions of CO₂ and other pollutants; and
- Chlorofluorocarbon (CFC) emissions.

Griffin reports that in many cases buildings with TES systems in DE applications consume more energy than buildings without TES, and that all systems are environmentally beneficial [11]. The U.S. Green Building Council (USGBC) did not discourage the use of TES in the first version of the Leadership in Energy and Environmental Design (LEED) criteria, but also did not deal with the use of TES in district heating systems. However, a building with TES is eligible to earn more points for its lower electrical power.

Building a TES requires initial capital for land, construction, insulation and other items. Determining the appropriate location, designing the proper structure and insulation, and executing the design are important steps in installing a TES, which involve significant costs. The high initial cost is a disadvantage of TES.

The objective of this study is to assist in reducing substantially the cost of TES for DE systems. To do so, an existing TESs need to be analyzed in terms of technical and economic performance, but comprehensive reports of this type are sparse. This study quantifies the thermodynamic impact of the TES on the performance of the Friedrichshafen DE system, charging and discharging trends of the TES, and the impact of the return temperature on discharge energy by the TES. Analysing the role of the return temperature of the water (circulating and storing medium) from the DE system is important because that temperature is significant influence of the TES on the DE system. This study is performed with actual data from Friedrichshafen DE system. The outcomes of this study provide insights for designers in the field and enhance understanding of large scale TES performance. This is important not only from technical point of view but also to determine the economic impact of TES on a DE system.

**METHODOLOGY**

Various types of TES, including above-ground and underground systems, have found applications in different areas like DE. For a TES in the charging stage, a circulating media transport the heat of \( Q_{in} \) into the heat storage. Heat storage contains a medium with mass of \( M \) and specific heat capacity of \( c_p \) (if storage is constant pressure, \( c_v \) if it is constant volume). The initial temperature of the heat storage is \( T_i \). It is also assumed TES is in the fully mixed condition. The ambient temperature surrounding the TES is \( T_0 \). The temperature of the medium after absorbing \( Q_{in} \) and releasing heat loss of \( Q_{loss,c} \) is \( T_c \) which should be calculated based on the properties of the TES and inlet heat to the TES. Figure 1 illustrates energy flow in the TES in the charging stage.

![Figure 1: Single TES in the charging stage](image-url)
The general energy balances for the charging stage is expressed as:

Net energy input – Heat loss in charging = Energy accumulated in TES

$$Q_{in} - Q_{loss,c} = Q_c$$

Here, $Q_{in,TES}$ denotes the net energy input to the TES and $Q_{loss,c}$ the TES energy loss when heat loss in the pipes is neglected. Moreover, $Q_c$ denotes the energy accumulated in the TES during the charging, which can also be called as stored energy during the charging period and can be written as:

$$Q_c = M \cdot c_p \cdot (T_c - T_i)$$

where $c_p$ denotes the specific heat of the storage medium, however it can be $c_v$, depends on the project situation (constant pressure or volume). Energy is transporting to/from the TES with a circulating medium. The mass of flowing media during the charging is calculated by:

$$m_c = \frac{Q_c}{c_p \cdot (T_{in} - T_c)}$$

Here $m_c$ is the mass of circulating medium transporting energy to the TES in the charging stage, while $T_{in}$ and $T_c$ denote the TES inlet and the charging (outlet) temperatures respectively.

The exergy balance for the TES is as follows:

Exergy input - Exergy destruction - Exergy loss = Exergy accumulation

$$Ex_{in} - Ex_{c} = M \cdot [u_c - u_i - T_0 \cdot (s_c - s_i)]$$

where $u_c$ and $u_i$ are the specific internal energy at the charging (final) and initial conditions of the TES respectively and $s_c$ and $s_i$ show the final and initial specific entropy of the TES. The exergy destruction in the charging stage is given by:

$$Ex_{destruction} = m_c \cdot [\frac{h_{in} - h_c}{T_0} - T_0 \cdot (s_c - s_i)] - Q_{loss,TES} \cdot (1 - T_0/T_m) - M \cdot [u_c - u_i - T_0 \cdot (s_c - s_i)]$$

The energy efficiency for the charging stage $\eta_c$ can be written as:

$$\eta_c = \frac{Energy \ accumulated \ in \ TES}{Energy \ input} = \frac{Q_c}{Q_{in}}$$

This energy efficiency is purely for the TES in charging stage without considering the heat exchanger. The exergy efficiency for the charging stage $\psi_c$ can be written as:

$$\psi_c = \frac{Ex_{accumulated \ in \ TES} \cdot Ex_{in}}{Ex_{input} \cdot Ex_{in}} = \frac{Ex_c}{Ex_{in}}$$

The discharging stage, in which the TES releases stored energy, is illustrated in Figure 2. In the charging stage the temperature of the storing TES reaches ultimately to the $T_c$, therefore $T_c$ is the initial temperature for the TES in which starts releasing energy. During the discharge, heat loss of $Q_{loss,d}$ and $Q_{out}$ are released by the TES. $Q_{out}$ is the energy which is recovered by the TES. In this design $Q_{out}$ is transferred to the next system through circulation medium. The temperature of the TES in discharging stage is $T_d$ which is smaller than $T_c$. At this stage $T_d$ and $Q_{out}$ are unknown and are calculated based on the known properties of the TES.

Figure 2: TES in discharging stage
An energy balance for this stage is expressed as follows:

\[ (\text{Energy recovered} + \text{Heat loss}) = \text{Energy charged} \]  
\[ Q_c = (Q_{\text{out}} + Q_{\text{loss,d}}) \]  
\[ (12) \]

Here, \( Q \) denotes the charged energy from the TES, \( Q_{\text{out}} \) represents the energy recovered by the TES during the discharging, and \( Q_{\text{loss,d}} \) is the heat loss of the TES. \( E_c \) and \( Q_{\text{loss, TES}} \) are normally negative in value, and \( Q_{\text{out}} \) is given by:

\[ Q_{\text{out}} = M \cdot c_p \cdot (T_c - T_d) \]  
\[ (14) \]

Here, \( T_d \) is discharge temperature and other parameters are introduced previously.

Energy is transported through the TES during the discharging via the circulating media. The mass of the outlet media from the TES in discharging stage \( m_d \) is evaluated as follows:

\[ m_d = \frac{Q_{\text{out}}}{c_p(T_{\text{out}} - T_r)} \]  
\[ (15) \]

where \( T_r \) is the return temperature of the circulating medium from the system which supply recovered energy by the TES, and \( T_{\text{out}} \) denote the temperature of outlet flows of the TES.

The energy efficiency of the discharging stage for the TES \( \eta_d \) can be expressed as:

\[ \eta_d = \frac{\text{Energy recovered by TES}}{\text{Energy released by TES}} = \frac{Q_{\text{out}}}{Q_{\text{out}} + Q_{\text{loss,d}}} \]  
\[ (16) \]

Equation (16) demonstrates that energy recovered from the TES divided by the total released energy from the TES results in energy efficiency of the TES in discharging stage.

An exergy balance for the discharging stage of the TES is evaluated as follows:

\[ -(\text{Exergy recovered} + \text{Exergy loss}) = \text{Exergy destruction} = \text{Exergy accumulated} \]  
\[ (17) \]

where the exergy recovered \( Ex_{\text{rec}} \) is expressed as:

\[ Ex_{\text{rec}} = Ex_{\text{out}} - Ex_r = m_d \left[ h_{\text{out}} - h_r - T_0 (s_{\text{out}} - s_r) \right] \]  
\[ (18) \]

Here, \( h_{\text{out}} \) and \( h_r \) are the specific enthalpies of the TES outlet and the return medium respectively, and \( s_{\text{out}} \) and \( s_r \) are the specific entropies of the TES outlet and the return (inlet) medium. Moreover,

\[ Ex_{\text{loss}} = Q_{\text{loss,d}} \left( 1 - T_0 / T_d \right) \]  
\[ (19) \]

\[ Ex_{\text{accumulation}} = Ex_f - Ex_r = m_d \left[ h_{\text{out}} - h_r - T_0 (s_{\text{out}} - s_r) \right] - Q_{\text{loss,d}} \left( 1 - T_0 / T_d \right) - M \left[ u_f - u_r - T_0 (s_f - s_r) \right] \]  
\[ (20) \]

Exergy destruction = \( m_d \left[ h_{\text{out}} - h_r - T_0 (s_{\text{out}} - s_r) \right] - Q_{\text{loss,d}} \left( 1 - T_0 / T_d \right) - M \left[ u_f - u_r - T_0 (s_f - s_r) \right] \)  
\[ (21) \]

where \( u_r \) and \( u_f \) are the final and initial internal energies respectively for the flow through the TES.

The discharging exergy efficiency for the TES \( \Psi_d \) is written as:

\[ \Psi_d = \frac{\text{Energy recovered by TES}}{\text{Energy accumulated in TES}} = \frac{Ex_{\text{rec}}}{Ex_c} \]  
\[ (22) \]

\[ \Psi_d = m_d \left[ h_{\text{out}} - h_r - T_0 (s_{\text{out}} - s_r) \right] / M \left[ u_f - u_r - T_0 (s_f - s_r) \right] \]  
\[ (23) \]

If there is any storing stage defined during the charging and discharging stages, there would be then another extra heat loss for the period of the storing which should be added to other heat loss.

The overall energy balance for the TES can be expressed as:

\[ \text{Energy input} - (\text{Energy recovered} + \text{Heat loss}) = \text{Energy accumulation} \]  
\[ (24) \]

\[ Q_{\text{in}} - (Q_{\text{out}} + Q_{\text{loss}}) = Q_c \]

The overall TES energy efficiency \( \eta_{\text{TES}} \) is determined as:

\[ \eta_{\text{TES}} = \frac{\text{Energy recovered from TES during discharging}}{\text{Energy input to TES during charging}} = \frac{Q_{\text{out}}}{Q_{\text{in}}} \]  
\[ (25) \]
\( \eta_{TSE} \) denotes energy efficiency of the TES and results from dividing recovered energy by the TES by the total energy input to the TES.

Similarly, an overall exergy balance for the TES is:

\[
Ex_{\text{input}} - (Ex_{\text{recovered}} + Ex_{\text{loss}}) - Ex_{\text{destroyed}} = Ex_{\text{accumulation}}
\]

The overall exergy efficiency (\( \Psi_{TSE} \)) is calculated by:

\[
\Psi_{TSE} = \frac{Ex_{\text{recovered from TES during discharging}}}{Ex_{\text{input to TES during charging}}}
\]

Equation (27) means recovered exergy by the TES divided by input exergy to the TES results in exergy efficiency of the TES.

CASE STUDY

The Friedrichshafen DE system is considered as a case study. The first phase of the Friedrichshafen DE system included a hot water TES made of reinforced concrete with a volume of 12,000 m\(^3\) which served 280 apartments in multi-family houses and a daycare, and included flat plate solar collectors with an area of 2700 m\(^2\) [12]. Solar heat provided 24% of the total heat demand for district heating. In the second phase, district heating was expanded to a second set of apartments comprising 110 units, and 1350 m\(^2\) of the solar collector area was added to the system. Moreover, two gas condensing boilers were installed to cover the energy demand for district heating during periods when insufficient energy is available via the solar collectors and thermal storage.

The Friedrichshafen DE system contains two natural gas boilers, solar thermal collectors mostly located on building roofs, a central solar heating plant with seasonal heat storage (CSHPSS), heat exchangers to transfer heat between the thermal network and solar collectors, and a thermal network which distributes heat to consumers, as well as pipes, pumps, and valves. Water is the heat storage media and the heat transfer media circulating in the Friedrichshafen system.

Historical temperature data for the Friedrichshafen DE system is presented in Figure 3. Data for a typical annual period is as follows:

- Return water (circulating media) from thermal network temperature: 55.4°C
- Measured TES heat loss: 421 MWh
- Storage efficiency: 60%
- Thermal energy yields of solar collectors: 1200 MWh
- Solar heat input to district heating network: 803 MWh
- Overall heat delivery to district heating network: 3017 MWh
- Heat delivered by gas boilers: 2310 MWh
- Solar fraction: 26%
- Maximum temperature in TES: 81°C (at top)

The temperature of the return water is reported as an annual average, although in reality the return temperature varies depending on the time of day and season. The temperature and mass flow rate of the water, the building profile, and weather conditions affect the return temperature. Nonetheless, the temperature of the return water is here considered constant to simplify the calculations in this preliminary study, thereby permitting the main objective of assessing the role of the TES to be more clearly illustrated.

It was reported that the design temperature of the thermal network on average is 70°C [13, 14].

Over the limited data available for the Friedrichshafen TES and for simplification, the following is assumed:

- When direct solar energy is not sufficient to cover energy demand, TES releases energy for the DE system.
The priority is with solar energy, so it is assumed that the demand of the DE system is covered with solar energy; if solar is not sufficient then the TES/boiler is applied.

When there is energy in the TES, the priority is to use stored energy rather than natural gas.

Heat losses in pipelines are neglected like a similar thermal system reported in China [15].

The year 2006 is considered as a typical year in the present analysis because this appears to be a typical year. Consequently, the TES temperature for each season is taken from Figure 3 for that year. Monthly temperatures during and near the TES for 2006 are listed in Table 1, along with the monthly environment temperature [16].

The total energy loss of the TES during 2006, reported as 421 MWh, needs to be broken down by month. The TES in the Friedrichshafen DE system is built in the ground, so heat loss takes place mostly between the TES and the surrounding soil. Data are available for soil temperature 4.3 m under the TES. Here, this temperature is assumed for TES heat losses in all directions. Because the volume of underground Friedrichshafen TES is high at 12,000 m³, most of the TES is deep in the ground. Since the ground temperature is almost constant at a depth of 10 m, the majority of the surrounding soil is thus at a constant temperature, so a single ground temperature is used in all directions here for simplicity. The temperature difference between the TES and the soil 4.3 m below the TES is calculated for each month. The soil temperature is read from Figure 3 and listed in Table 1, which also contains the breakdown of the estimated received solar energy by month and season [4].

Moreover, the sum of the monthly differences between the TES center temperature and the soil temperature for the year is 388°C; these values are used as weighting factors in determining the monthly breakdown of the TES annual heat loss. That is, the energy loss for each month is calculated by multiplying its temperature difference by the ratio 421 MWh/388°C. For example, the TES heat loss for March is determined as:

$$Q_{loss,TES} = 421(30/388) = 32.6 \text{ MWh (for March)}$$

**CASE STUDY: ENERGY & EXERGY ANALYSIS**

The main objective of this section is assessing the performance of an actual TES which is part of a solar assisted district energy system. The TES is analysed in charging and discharging stages with energy and exergy approaches.

Energy and exergy parameters for the TES, evaluated with equations (2) to (9) during the charging months, account for thermal stratification. The average temperature for the TES at any stage is assumed fixed at 72°C (for which $c_p = 4.19 \text{ kJ/kg K}$). The energy and exergy efficiencies of the TES for the overall charging stage are determined using equations (10) and (11) as 54% and 24%, respectively. The TES in the Friedrichshafen DE system provides energy for the DE system when the top temperature of the TES is higher than 55.4°C; otherwise, the TES does not provide heating. From March to August, $Q_c$ and $Q_i$ for each month are increasing, which means the energy of the TES is increasing every month compared to the previous month. This pattern is repeated in the exergy section: from March to August, the exergy level is increasing relative to the previous month. Thus, from March to August is the charging stage of the TES.

From September, $Q_{out}$ has a higher value, meaning the TES loses energy compared to the previous month as this discharges energy to the Friedrichshafen DE system. Energy and exergy parameters for the TES during the discharging months are evaluated using equations (14) to (21). For the overall discharging stage, energy and exergy efficiencies are evaluated with equations (22) and (23) for the TES in the Friedrichshafen DE system, as 85% and 41%, respectively.
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Figure 4: Energy content of the Friedrichshafen TES in 2006

Figure 5: Friedrichshafen DE System TES monthly charging and discharging in 2006

Figure 4 is the result of the charging and discharging calculations of the TES in the Friedrichshafen DE system. This shows energy content of the TES in Friedrichshafen DE system. This can be observed from March to August energy level of the TES increases, in the charging stage, while in the Fall, energy levels drop, in the discharging stage.

Furthermore, results of the monthly calculations of the TES in Friedrichshafen are depicted in the form of the charging and discharging as Figure 5. This diagram demonstrates monthly performance of the TES in the form of the charging and discharging energy. This can be seen from the start of January charging of the TES because the day light starts increasing, ambient temperature is growing apparently heat demand decreases. From March, since the environment temperature and daylight rise and energy demand declines, therefore charging level is higher than discharging up to August. From that point, the ambient temperature and sunlight decline; so discharging occurs faster in the TES than charging.

Figure 5 is plotted based on the calculated data for year 2006, while actual performance of the Friedrichshafen DE system is influenced by some operational conditions which were not accessible. In this study, no operational condition is assumed over lack of operational information. Moreover, this was originally assumed that the priority is with TES discharging energy rather than using fossil fuel energy. This is the one reason to indicate why the major discharging happens in September and October. As mentioned previously, there must be some operational conditions that impact the prioritization of energy consumption.

For the TES, the overall energy efficiency $\eta_{TES}$ is determined using equation (25) to be 60%. Similarly, the overall exergy efficiency $\Psi_{TES}$ is calculated through equation (27) as 19%.

VALIDATION

To validate earlier estimations regarding the TES in the Friedrichshafen DE system, one source is the study in which the TES was analyzed by Raab et al. in 2002 [17]. The authors state that the TES generally charges from May to August and discharges in the fall months. It is understandable, that this depends on the operating return temperature. The environment temperature also impacts the amount of the charging and discharging energy.

Raab et al. present data for the early years' working of the Friedrichshafen TES [17]. Table 2 shows data for 2002 versus present study’s calculation results for 2006. The bold numbers are calculated in the present study. Based on the bold numbers, efficiency of the TES is about 60% which is the same as results of other references [18-20]. Similarly, from 2002 data efficiency of the TES is 59% which is in good agreement with the present study findings, while heat data in 2002 are slightly different from 2006. Hence, up to this point it is clear that the assumption for the TES performance is reasonable, and the energy efficiency result are in good agreement with those of previous studies.

Table 2: Comparison of energy data (in MWh) in 2002 and 2006

<table>
<thead>
<tr>
<th>Energy quantity</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2002</td>
</tr>
<tr>
<td>Energy provided by gas boiler</td>
<td>1772</td>
</tr>
<tr>
<td>Energy demand (buildings + loss)</td>
<td>2423</td>
</tr>
<tr>
<td>Solar energy into DE</td>
<td>989</td>
</tr>
<tr>
<td>Charged energy in TES</td>
<td>823</td>
</tr>
<tr>
<td>Discharged energy by TES</td>
<td>485</td>
</tr>
<tr>
<td>Heat loss for TES</td>
<td>338</td>
</tr>
</tbody>
</table>
Figure 6: Charging and discharging heat store in 2002, Source: [17]

The actual performance diagram of the TES in the Friedrichshafen DE system in 2002 is presented in Figure 6 by Raab et al. [17]. This diagram shows the energy content of the TES in that particular year (2002). In August the column is at its maximum, which means the TES is at its highest energy contents. The energy content of the TES increases between April and August, when it decreases through the fall. In addition, to the energy content of the Friedrichshafen, the bar charts in Figure 6 illustrate the charging and discharging of the TES in 2002, which occurs 11 months of the charging and 12 months of the discharging. This timing of the charging and discharging is in good agreement with the results of the present study.

In Figure 6, the trend of the energy content in the TES in the Friedrichshafen DE system in 2002 is similar to that presented in Figure 5 for 2006, which was the result of the present study. However, Raab et al. made Figure 4 based on actual data from the Friedrichshafen DE system [17]. Accordingly, it can be concluded that the initial assumptions in this research closely resemble actual performance.

Moreover, heat content of the TES depicted in Figure 6 for 2002 by Raab et al. is very similar to Figure 5 for 2006, which charts the results of the present study. However, there are some differences between the two graphs for the charging stage, especially for September and October. The difference is due to the following three reasons.

First, the returning water temperature in 2002 was $40\,^\circ C$ [17], while the returning water temperature in 2006 was reported as $55.4\,^\circ C$. This difference is the key condition that defines the discharge stage period for the TES in the Friedrichshafen DE system. In other words, if the thermal conditions of 2002 were applied to 2006, there would be more discharge energy in November and possibly in December from the TES into the Friedrichshafen DE system.

Second, the wet condition of the TES insulation caused an increase of heat loss by the TES [17]. Faster use of restored energy in the TES is more efficient than use over a longer period. Thus, the bar charts for September and October 2006, show a higher discharge distribution compared in 2002. Furthermore, some valve malfunction and breakage in the TES in the Friedrichshafen DE system is not mentioned here because they were reported by [21].

Third, the environment temperature difference between 2002 and 2006 in Friedrichshafen has a minor impact on the discharging energy from the TES.

RESULTS and DISCUSSION

1. Impact of Return Water Temperature

To show the impact of return water temperature, the energy availability of the Friedrichshafen DE system TES is depicted with four different returning water temperatures at $T = 55.4\,^\circ C$, $T = 50\,^\circ C$, $T = 45\,^\circ C$, and $T = 40\,^\circ C$. The first temperature is the actual return water temperature in 2006 and the last three temperatures are only assumption value to show the impact of returning water temperature. Note that the system originally returned water at a temperature in 2002 of $40\,^\circ C$ [17]. Figure 5 demonstrates the energy availability of the TES with four various returning temperatures. As illustrated in Figure 7, the increasing return water causes a drop of energy availability of the TES in the performance period. Furthermore, the operating period of TES is also expanded by reducing the return water temperature.
Figure 7: Energy availability of the TES in the Friedrichshafen DE system with return water temperature

2. Friedrichshafen Thermal Energy Storage: Actual and Design Variances

Raab et al. after years of observations explained that a moderate efficiency of 60% for the Friedrichshafen TES is due to heat loss [17]. The heat loss of the TES in the design stage was considered to be an annual maximum of 220 MWh. The actual heat loss is higher; in some years it was reported to be 360 MWh. The roots of higher heat loss follow:

- The main reason is the higher operational temperature of the Friedrichshafen DE system which causes the return temperature from the thermal network is greater than what originally designed; this makes the lower temperature difference between the TES and the returned water. Consequently, lower available energy by the TES for the Friedrichshafen DE system, as explained in the previous section.
- The lower third of the TES in the Friedrichshafen DE system is not thermally insulated. Since it was expected to have lower heat loss in the design stage.
- Part of the insulation of the TES is also wet due to drainage of ground water. Insulation issues are the origin of extra heat loss for the TES.
- Connection pipes as well as lengthy piping between heating plants and the TES, create noticeable heat loss and a drop in temperature from the TES outlet to the thermal network.

Nußbicker-Lux also expressed that the annual heat discharge is low because the network return temperature is high [21]. Nußbicker-Lux added that due to low temperature of the TES, it was previously charged with boilers and for the recent years TES has not been an active part of the DE system.

3. Economic Performance

The economic impact of the TES can be examined in two ways:

First, the cost of the TES(s) can be seen as added to the original cost of the DE system. The cost of the TES(s) is defined as initial and operating costs. The initial cost of the TES can be broken into installment payment of the loan. The operating cost of the TES(s) includes maintenance and insurance during the performance of the TES(s).

Second, the TES(s) assists the primary system to satisfy the heat demand of the consumers. Thus, through the presence of the TES(s) in the DE system, a smaller primary system can be applied, which means less capital can be allocated to the primary system. This reduces operating cost for maintenance and insurance. Furthermore, it results in a lower consumption of fuel for the primary system as well. Consequently, there is a saving on both the initial and operating costs of the primary system.

CONCLUSION

The TES in the Friedrichshafen DE system has been analysed. The input energy and exergy to the TES during the charging are energy and exergy which are harvested by solar collectors, mainly in the spring and summer, and the stored energy and exergy are subsequently discharged to the Friedrichshafen DE system. Energy and exergy analysis of the TES in the Friedrichshafen DE system is an application of some of these developed equations. Furthermore, the analysis provides a practical insight for actual TES as part of the DE system. The TES of the Friedrichshafen DE system was determined for the following parameters:

- The monthly charging and discharging energy of the TES in 2006;
- Energy and exergy level of the TES during the year 2006; and
- The overall energy and exergy efficiencies of the TES which are 60% and 19%, respectively.

The findings of the TES in the Friedrichshafen DE system show that by increasing the return media temperature, the exergy of the TES reduces.

Furthermore, by comparing the performance of the Friedrichshafen DE system TES in 2002 and 2006, the following conclusions can be drawn:

- The pipe lengths from/to the TES, number and performance of valves, design and leakage risk factor of the TES insulations, and the return media temperature, are important factors that should be seriously studied prior to build the actual TES.
- Variances between original designed specifications of the above factors with the actual one in practice caused the moderate performance of the TES in the Friedrichshafen DE system.
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NOMENCLATURE

- $c_p$: Specific heat capacity at constant pressure (kJ/kg K)
- $c_v$: Specific heat capacity at constant volume (kJ/kg K)
- $Ex_c$: Exergy of the TES in the charging stage (kJ)
- $Ex_{des}$: Exergy destroyed (kJ)
- $Ex_i$: Initial exergy in the TES (kJ)
- $Ex_{in}$: Inlet exergy of the TES (kJ)
- $Ex_{out}$: Outlet exergy of the TES (kJ)
- $Ex_{rec}$: Exergy of recovered energy (kJ)
- $h_c$: Specific enthalpy of the final charging (outlet) media for the TES (kJ/kg)
- $h_{in}$: Inlet specific enthalpy (kJ/kg)
- $h_{out}$: Outlet specific enthalpy (kJ/kg)
- $h_r$: Specific enthalpy of the return media to the TES (kJ/kg)
- $M$: Mass of storing medium (kg)
- $m_c$: Mass of circulating media transporting energy to the TES in charging stage (kg)
- $m_d$: Mass of the outlet media transporting energy from the TES in discharging stage (kg)
- $Q_c$: Thermal energy accumulated in the TES during the charging stage (kJ)
- $Q_{in,TES}$: Input thermal energy to the TES (kJ)
- $Q_{loss,c}$: Heat loss of the TES in charging stage (kJ)
- $Q_{loss,d}$: Heat loss of the TES during the discharging stage (kJ)
- $Q_{out}$: Output thermal energy to the TES (kJ)
- $s_{in}$: Inlet specific entropy (kJ/kg K)
- $s_{out}$: Outlet specific entropy (kJ/kg K)
- $s_r$: Specific entropy of the return media to TES (kJ/kg K)
- $T_0$: Ambient temperature (Reference temperature for exergy) (K)
- $T_c$: Charging temperature (K)
- $T_d$: Discharging temperature (K)
- $T_i$: Initial temperature (K)
- $T_r$: Temperature of the return flows to the TES (K)

GREEK LETTERS

- $\eta_c$: Energy efficiency of the TES in charging stage (%)
- $\eta_d$: Energy efficiency of the TES in discharging stage (%)
- $\psi_{TES}$: Energy efficiency of the TES (%)

GREEK LETTERS

- $\psi_{TES}$: Exergy efficiency of the TES in charging stage (%)
- $\psi_d$: Exergy efficiency of the TES in discharging stage (%)

ACRONYMS

- CFC: Chlorofluorocarbon
- CHP: Combined Heat Plant
- CSHPSS: Central Solar Heating Plant with Seasonal heat Storage
- DE: District Energy
- LEED: Leadership in Energy and Environmental Design
- PCM: Phase Changing Materials
- TES: Thermal Energy Storage
- USGBC: United States Green Building Council
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SIMULATION OF A DISTRICT HEATING NETWORK FOR A CASE STUDY IN THE CITY OF VIENNA CONSIDERING ENERGY AND EXERGY LOSSES
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ABSTRACT

District heating networks are systems for the transport and distribution of thermal energy, responding efficiently to consumers’ needs. They are an important part to take into account inside urban energy facilities.

A proper hydraulic simulation which calculates automatically mass and energy balances is the previous step before any design or project in this field. Likewise, calculating destroyed exergy gives advice to urban planners about the best option between different scenarios, like changes in operation conditions or installations, since the exergy measures the quality of thermal energy in a thermodynamic system.

A simulation of a district heating network was built, calibrated and started, with the aim of solving all pressure, mass, energy and exergy balances for a group of buildings situated in one of the districts of Vienna (Austria) under different scenarios, in order to understand the behaviour of the modelled network.

Additionally, other facilities like heat storage tanks were dimensioned and included in the model.

A research about exergy losses calculation adapted for a district heating system was considered, as well as synthetic heat demand profiles for both residential and special buildings, (for example hospitals, offices, churches...etc.) both for heating and hot water consumption.

INTRODUCTION

Since the first district heating network installation was created in Lockport (New York, USA) [1] at the end of XIX century, until the actual new possibilities based on low temperature systems [2], several studies have been carried out and now are focused on developing and evolve thermal networks combined with other technologies like renewables [3-4], thermal storages [5], heat pumps [6], or refurbishment [7].

Progressively, more and more cities have started to install and operate different kinds of district heating networks according to their needs, so that those systems are now the most popular way of thermal energy supply in the majority of cold climate countries, especially Scandinavia, central and eastern Europe.

The common issue which links all those projects is based on the necessity of tools which allow engineers, scientists and urban planners to predict how an urban thermal network will perform under the different situations. In addition, small simulations at district scale concerning low demands [8], have been revealed as the most realistic and appropriate options for the improvement of existing networks and their future extension and development.

BACKGROUND

The behaviour of the network is analyzed from two main variables:

1) Heat losses to the environment

2) Exergy losses or destroyed exergy

Exergy can be defined as the maximum theoretical work that could be obtained from the interaction between a thermodynamic system and the reference environment. If the state of a certain amount of matter differs from the state of the environment, the possibility of producing work will exist.

Just as the system evolves towards the equilibrium with the environment this possibility will be reduced.

Consequently, exergetic yield shows a measure of the quality of the energy for a thermodynamic system. In the other hand, the energetic yield deals with the total amount of utilized energy for the mentioned system.

The reference environment is defined as a portion of the atmosphere whose intensive properties do not change significantly as a result of any considered process. A simple huge compressible system will be assumed, considering constant and uniform values for temperature and pressure.

In this study, reference environment is the existing air inside the trench where the pipes are installed. It is considered as a constant value \( T_{ref} = 281.15 \text{ K} \).

For the calculation of energy and exergy balances applied to a district heating network, procedure of Çomakli [9] was followed, which in turn comes from Kotas’ findings related to the exergetic study of thermodynamic systems [10].

In this method the terms of global energy and exergy balances are calculated throughout the following expressions (all are energy and exergy flows, in kW):
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\[ \dot{Q}_i + W_p = \dot{Q}_{\text{losses}} + \dot{Q}_c \]  
(1)

- \( \dot{Q}_i \) = produced heat transferred to network’s water, in this case it’s considered as the heat exchanged in the substation.
- \( W_p \) = electrical work introduced in the system.
- \( \dot{Q}_{\text{losses}} \) = total heat losses.
- \( \dot{Q}_c \) = heat which is finally supplied to the consumers.

\[ \eta_E = \frac{\dot{Q}_c}{\dot{Q}_i + W_p} \]  
(2)

- \( \eta_E \) = energetic yield.

\[ Ex, i + Ex, w = Ex_{\text{lossA}} + Ex_{\text{lossB}} + Ex_{\text{lossC}} + Ex, c \]  
(3)

- \( Ex, i \) = Exergy associated to the flow of hot water.
- \( Ex, w \) = Exergy associated to mechanical or electrical work introduced into the system.
- \( Ex_{\text{lossA}} \) = Destroyed exergy associated to heat losses in the system.
- \( Ex_{\text{lossB}} \) = Destroyed exergy associated to mechanical or electrical energy losses.
- \( Ex_{\text{lossC}} \) = Destroyed exergy associated to heat transfer in heat exchangers.
- \( Ex, c \) = exergy finally supplied to the consumers.

\[ \psi = \frac{Ex, c}{Ex, i + Ex, w} \]  
(4)

- \( \psi \) = exergetic yield of the system.

**METHODS**

In this article, a detailed analysis for a low heat demand residential urban area was carried out. A quasi-dynamic simulation which calculates hydraulic, exergy and energy balances is created and performed.

The studied case consists of one of the secondary district heating grids of the city of Vienna, which is heated from the primary network through the substation and covers a small neighbourhood of 21 buildings (20 residential and a special one which does not consume service hot water), as it is displayed in Fig. 1 below:

![Figure 1. Map of the studied area, including buildings involved and probable outline of the district heating network](image)

The model is based on heat demand profiles for buildings, distinguishing between heating and hot service water (potable water).

The entire simulation is structured in three parts:

1) Substation
2) Grid of pipes
3) Consumption points

Moreover, the program is prepared to calculate results before any changes made by the user, either from a structural point of view (addition, substitution or elimination of elements) or operational (changes in the values of the parameters or technical characteristics of the network, such as insulation, network temperature, heat exchanger’s \( \Delta T \)).

The main goal of the present study is show the performance of the network concerning heat and exergy losses.

The main method used was a simulation developed using the software environment Matlab-Simulink-Simscape.

A general schematic view explaining how the entire framework is structured can be seen in Fig. 2.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A</td>
<td>actual situation</td>
</tr>
<tr>
<td>Case B</td>
<td>Inlet T reduced 20 °C</td>
</tr>
<tr>
<td>Case C</td>
<td>Inlet T reduced 40 °C (LTDHN*)</td>
</tr>
</tbody>
</table>
Most of the time the model was performed mainly for the actual situation, with no modifications and keeping the parameters always the same. But the simulation must be probed for different conditions as well, being the inlet temperature of the water flowing through the pipes one of the most important variables that could be changed. In Table 1 some scenarios are shown, with *LTDHN = Low Temperature District Heating Network, as a kind of network that requires buildings with high energy efficiency [2], combining heat pumps with renewable energies. It’s introduced now but will be considered again for further extensions of this work.

Mentioned network simulation is the .ssc file which sends and receives data from Matlab’s workspace to other possible formats. Tables 2 and 3 below show the main inputs and outputs managed by the program.

(i) Specified value calculated for each building

The simulation is composed by blocks linked together representing the constitutive elements that make up a real district heating network, such as heat exchangers, storage tanks, insulated pipes, hydraulic pumps and the substation.

Each block is programmed to receive inputs, perform all necessary calculations and generate outputs which in turn will be inputs for the next block. These calculations are conditioned by those specific parameters such as for example: length, nominal diameter of the pipe...etc

As already mentioned, heat demand profiles are the main data input from which the circulating mass flow of the grid is calculated. In Fig. 3 a basic diagram is shown to indicate how the connections are installed inside each building, differentiating both services.

**Table 2. Inputs of the simulation**

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Abbr.</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat demand for service hot water</td>
<td>HW</td>
<td>kW</td>
</tr>
<tr>
<td>Heat demand for heating</td>
<td>H</td>
<td>kW</td>
</tr>
<tr>
<td>Return pressure</td>
<td>Pr</td>
<td>Pa</td>
</tr>
<tr>
<td>Temperature of inlet service water</td>
<td>Tcr sw</td>
<td>K</td>
</tr>
<tr>
<td>External temperature</td>
<td>T ext</td>
<td>K</td>
</tr>
<tr>
<td>Reference temperature</td>
<td>T ref</td>
<td>K</td>
</tr>
</tbody>
</table>

**Table 3. Outputs of the simulation (network)**

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Abbr.</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressures of the network</td>
<td>P</td>
<td>Pa</td>
</tr>
<tr>
<td>Temperature of the network</td>
<td>T</td>
<td>K</td>
</tr>
<tr>
<td>Temperature of radiators water</td>
<td>T rad</td>
<td>K</td>
</tr>
<tr>
<td>Return temperature radiators water (i)</td>
<td>Tr rad</td>
<td>K</td>
</tr>
<tr>
<td>Temperature hot service water</td>
<td>Tcs sw</td>
<td>K</td>
</tr>
<tr>
<td>mass flow district heating water</td>
<td>m flow</td>
<td>kg/s</td>
</tr>
<tr>
<td>mass flow consumed service water (i)</td>
<td>m flow sw</td>
<td>kg/s</td>
</tr>
<tr>
<td>mass flow radiators water (i)</td>
<td>m flow rad</td>
<td>kg/s</td>
</tr>
</tbody>
</table>
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Figure 3. Basic schema about hot water and heating services inside the buildings

Figure 4. Service water temperatures for a random building.

Figure 5. Radiators circuit temperatures for a random building

The other key input fed to the model through the substation block is the external temperature, according to which the temperatures of both primary and secondary networks are regulated. This regulation comes from the calibration lines, commonly referred to "heat lines" or "heat curves".

The simulation has been programmed allowing the user to modify the temperature of the network, just indicating the desired supplied temperature recalibrates the parameters of the heat lines. In principle those parameters are tabulated depending on the temperatures generated by domestic radiators (between 75 and 85°C).

Both energy demand and external temperature profiles are based on 8 symbolic days (Extreme winter, midseason and summer), with the purpose of covering all possible weathers during the year. Time step considered \((\Delta t) = 0.25\ h\) (one value every 15 min.) Total profiles’ length is 192 h.

RESULTS

Outputs produced by the simulation were classified as well into substation, network and buildings, in order to see the behaviour of the network and check if the results are realistic.

In the first place, all information related with one random building will be shown, starting with Fig. 4, which shows a clear dependence of hot water stream against supply temperature of the district heating network.

This close dependence appears also in Fig. 5, in which inlet and return temperature profiles for radiators circuit are displayed.

Minimum service water supply temperature is 330 K = 57°C, which is enough for the prevention of Legionella.

Table 4. Outputs of the simulation (balances)

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Abbr.</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total heat flow exchanged in the substation</td>
<td>Qi</td>
<td>kW</td>
</tr>
<tr>
<td>Total heat flow supplied to the consumers</td>
<td>Qc</td>
<td>kW</td>
</tr>
<tr>
<td>Total flow of heat losses</td>
<td>Q losses</td>
<td>kW</td>
</tr>
<tr>
<td>Total mechanical work supplied to the network</td>
<td>Wp</td>
<td>kW</td>
</tr>
<tr>
<td>Energetic yield of the system</td>
<td>E yield</td>
<td>-</td>
</tr>
<tr>
<td>Total exergy flow associated to a hot water stream</td>
<td>Ex_i</td>
<td>kW</td>
</tr>
<tr>
<td>Total exergy flow supplied to the consumers</td>
<td>Ex_c</td>
<td>kW</td>
</tr>
<tr>
<td>Exergy losses flow related to heat losses</td>
<td>Ex loss A</td>
<td>kW</td>
</tr>
<tr>
<td>Exergy losses flow related to hot water transportation</td>
<td>Ex loss B</td>
<td>kW</td>
</tr>
<tr>
<td>Exergy losses flow related to the heat exchange</td>
<td>Ex loss C</td>
<td>kW</td>
</tr>
<tr>
<td>Total flow of exergy losses</td>
<td>Ex loss</td>
<td>kW</td>
</tr>
<tr>
<td>Total mechanical work supplied to the network</td>
<td>Wp</td>
<td>kW</td>
</tr>
<tr>
<td>Exergetic yield of the system</td>
<td>E yield</td>
<td>-</td>
</tr>
</tbody>
</table>
Heat demands for both profiles are quite similar. That was expected because the main heat losses of the buildings are supposed to be the storage tanks for hot service water.

Finally, Fig. 7 compares both mass flows consumed inside the building.

Next step is the analysis of the hydraulic and energetic performance of the network, without considering buildings and substation.

Pressure balances are also introduced inside all the pipe blocks included in the model, taking care of the elemental calculation of hydraulic grids which confirms that the farther building from the substation is defined as the last one, which defines the return pressure of the network. From here to the beginning of the structure all the other buildings and pipes will decrease progressively their pressures as obtained in Fig. 8 for the return branch and in Fig. 9 for the inlet branch.

The separation between lines in the left side of Figs. 8 and 9 corresponds to extreme winter period, in which the mass flow of district heating water is higher because demand is higher. This reasoning leads to higher volumetric flow and finally, greater fluid velocity, producing larger pressure losses.

To understand the hydraulics of the network it’s important to introduce here the concept of principal branch, which links the substation with the last building, defining the total pressure losses of the network, so that the other pressure drops from the rest of the branches are not considered.

As Figures. 8 and 9, graphs for figures 10 and 11 were obtained, showing supply and return temperature for three different distances in the network (substation, middle of the network and random building), which is one of the farthest consumption points of this area.
Here it is possible to comment a significant phenomenon that portrays the physical behaviour of the network and results something interesting to be kept in mind. Observing Fig. 10 it is possible to appreciate for both extreme and normal winter days that all the curves are extremely close together. It means that for some periods of the year, distance is not a relevant factor which influences over the heat losses.

It is from midseason and clearly in summer when heat losses start decreasing strongly depending on the distance, and, since the temperature of the surrounding air of the pipes is accepted as constant, means that is the mass flow of hot water the relevant factor, which is commonly considered as the thermal inertia of the network, and defined as mass flow * calorific capacity. The higher the mass flow of hot water is, the smaller the heat losses will be.

In the case of return temperature (Fig. 11) no pattern or relationship with distance is observed. This is because this branch only receives return water at different temperatures from the buildings, each of them with its own and different return temperature.

During the summer nobody turns on the heating, so radiator circuits are not involved in the calculation. Therefore return temperature is assumed as a fixed value, because only heat for domestic water is involved in the energy balance.

Finally Fig. 12 must be shown, because describes the performance of the hydraulic pump, detailing pressure drop and consumed power Wp.

Power consumption keeps constant for warm days because only hot water supply is considered, whose mass flow keeps more or less constant for all the year.

In third step, Fig. 13 owns illustrative values of the performance of the simulation.

The most remarkable issue here is analyzing the periods in which the external temperature reaches or exceeds a certain value, then both networks have constant temperatures, again calibration line is acting here.

Last group of results were calculated according to the considered scenarios in Table 1.

By comparison between the different results it can be deduced how the network behaves after changes, and where strengths and weaknesses are in order to understand how the system works and how can be improved.

Fig.14 gathers all total heat losses under different supply scenarios. Those results will be further used to calculate energetic yields, as shown in Fig. 15.

In the same way as Fig 14. is related with heat losses, Fig. 16 informs about the total destroyed exergy of the network under different supply temperatures.

Finally Fig. 17 was done summarizing the contribution of the different exergy losses in the system.
temperature is, the lower the generated heat and exergy losses, and therefore the higher the energetic yield will be. This is logical because gradient of temperature is the driving force which generates heat transmission.

Even though, this relationship is not entirely followed by the energetic yield (see Fig. 15). Proportionality it is only valid for cold or midseason periods of the year. This proportion between the different results is also observed for exergy losses results (Fig. 16).

CONCLUSION

A simulation of an urban district heating network with low heat demand for heating and hot water was developed and started. The simulation is able to calculate all energy, exergy and pressure balances according to the needs of consumption points. Other design and operation parameters like storage systems are also estimated. Two kinds of buildings were represented, differentiating between heating and hot water consumers and only hot water consumers. Obtained results can be used to predict the behavior of a thermal network at district level.

DISCUSSION

Both energy and exergy losses produced in the system are describing parallel profiles in their respective graphs (Figures 14 and 16), which means that those variables are strictly proportional to the supply temperature of the network. The lower the supply temperature is, the lower the generated heat and exergy losses, and therefore the higher the energetic yield will be. This is logical because gradient of temperature is the driving force which generates heat transmission.
For LTDHN scenario, vulnerability in the system was revealed, pointing out an increment of the energetic yield for winter season followed by a drastic decrease for the summer period.

Therefore, reducing network inlet temperature reduces heat and exergy losses, increasing energetic efficiency of the system since exergy losses decreased. But this kind of low temperature networks cannot ensure the required comfort temperature for actual radiator systems in Vienna, but is the basis for a future study including heat pumps which will increase the temperature of inlet water to comfort temperature using other energy sources.

More capacities like thermal storages connected with renewable energies can also be implemented, completing the actual work.

The hot water storage tanks were included in the network in order to take their heat losses into account.

The used methodology allows the extension of the simulated network adding more buildings, without increasing significantly computation time.
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ABSTRACT

The most economical and rational means of heat supply for city inhabitants are district heating systems. Heat generated in power plants and large heat sources is cheaper than heat from individual sources. The reason for that is the amount of heat generated and the fuel used in district heating, a very important energy sub-sector for the Polish economy. Poland is one of the biggest users of district heating systems in Europe, and those district heating systems are mainly coal-fired.

What next with district heating systems, will they still be developing? In the perspective of a few dozen years, existing district heating systems in cities will be developing. In case when the investment in development of a district heating system is deemed unprofitable, densely built-up areas will develop local district heating networks powered from trigeneration sources, which will contribute to better comfort of living, as well as lower costs of heat supply. In the long term (50-100 years) in low-energy or passive buildings, the only source of energy will be electricity and the energy demand will be at a very low level.

The article will present some problems connected with district heating systems. Energy efficiency of district heating systems depends on many things: smart grid and hydraulic analysis, heat losses from pipelines, water leakages in district heating networks. Another chance for energy efficiency is cogeneration. Thanks to its developed and centralised heat supply system, Poland is ideal for cogeneration. At present, Polish district heating systems have an extensive infrastructure of pipelines and fully automated district heating substations. The advanced technical level of control equipment offers the possibility of rational heat supply for heat recipients. Polish district heating systems have a good chance to improve energy efficiency and decrease air pollution from power and heat sources. This article shows only some problems that can give opportunities for further development of the Polish district heating systems.

1. INTRODUCTION

The first water-based heating systems were created in the 19th century. In Poland, first such systems were constructed on the verge of the 19th and 20th century. These were modern systems (at the time) and their foundations are still correct. They were located in the Main Campus of Warsaw University of Technology and served the buildings of Warsaw University of Technology laboratories. The system at Infant Jesus Christ Hospital in Warsaw and on the Main Campus of Warsaw University of Technology. The systems consisted of a boiler house with coal-fired steam boilers, steam engines (piston engines) powering electricity generators and a system of engine waste heat recovery. The heat was used to heat buildings and electrical energy was used to provide electricity for other purposes (such as Warsaw University of Technology laboratories). The system at Warsaw University of Technology was commissioned in 1901 and the heating channels built at that time are still used until today.

After the Second World War, newly erected buildings were powered by local boiler houses located in residential areas. In 1953 in Warsaw, an old power plant was transformed into a heat and power plant. In 1954, the oldest, still working electrical power plant Żerań was commissioned (it provides circa 38% of heat for Warsaw). The largest Polish heat and power plant Siekierki (the second largest plant in Europe) was constructed in 1958-1961. Since the 1960s, in Poland larger and smaller power plants have been built based on LaMont boilers (water boilers, mechanical-stoker flow-through boilers, coal-powered boilers) of the 1.5-29 MW power. (Channel) water-based heating systems were also built, with the parameters 150/80°C and nominal pressures 6 and 16 bar. Internal installations were directly connected to the network with jet pumps (also often without them).

District heating substations created in the 1950s and 1960s did not have a system of usable hot water production due to the lack of appropriate controllers on the Polish market. Moreover, hydraulic regulation of the systems was very poor. Directly connected internal installations caused great network water losses and significant pollution of the water with corrosion products. In consequence, the existing networks suffered from very strong corrosion. Bad planning of city development resulted in significant oversizing of diameters of district heating networks built at the beginning of the 1990s.

Companies supplying heat to city inhabitants should provide reliability of supply in any conditions, along with low heat costs and limitation of combustion pollution emissions. In the last 20 years, there has been large progress in modernisation of both heat...
generation systems and heat transmission and distribution systems. Efficiency of energy generation was improved, heat losses from transmission pipelines were limited. Modernisation of district heating substations and installation of weather control systems also contributed to better energy efficiency of the whole district heating system. Thermomodernisation processes of residential buildings conducted for circa 20 years significantly influenced the maintenance of district heating substations. The previously overloaded pipeline systems have turned out to be too large and oversized and so transmission efficiency has decreased. Further rationalisation of heat production and transmission is necessary and the benefits that can be achieved are significant.[1]

How can energy efficiency of district heating systems be improved? Actions should be versatile and aimed at:

- limiting heat losses from district heating pipelines,
- limiting heat losses connected with leakages from district heating system elements,
- conducting comprehensive hydraulic analyses for pipeline systems in various maintenance conditions,
- work of a few heat sources for a joint network in an open district heating system,
- introducing procedures of heat demand forecasting in the short and long term,
- building systems of heat and power cogeneration based on usable hot water demand,
- constructing heat reservoirs (especially in heat and power plants) to balance peak heat demand (they would also be reservoirs of additional water).

Introduction of such technical solutions will bring economic benefits and also contribute to limiting combustion pollution emissions.

Poland is the second (after Germany) biggest producer of district heat in the European Union. At present (2014), according to a report of the president of the Energy Regulatory Office, the installed power in Polish companies is 56.8 GW but the power ordered by recipients is only 33.6 GW, and the power used is 41.49 GW. Heat returned to the system was 250 PJ and heat supplied to recipients was 217 PJ [2]. More than 64% of heat from the sources was cogenerated but only 24% producers produce heat in cogeneration. Over 60% heat producers are small companies of the installed power less than 75 MW. They produce heat in (coal) boiler houses, without cogeneration. In future, this will give the possibility of heat cogeneration based on hot water demand. Poland depends on coal and has great coal deposits. The fuel mix for heat generation is 75% for coal, 8% for gas, only circa 4% for oil and almost 8% for renewable energy sources. The average generation efficiency was 86% in 2014, and the average transmission efficiency 86.3% [2] (due to warm winter).

2. INFLUENCE OF EU DIRECTIVES ON THE POSSIBILITY OF DEVELOPMENT OF DISTRICT HEATING SYSTEMS

The Directive 2012/27/EU on energy efficiency and the resulting requirements on the thermal insulation of buildings will cause another significant decrease in heat demand in district heating systems. The heat transfer coefficient $U$ [W/(m²*K)] for outer walls of buildings changed from 1.1 [W/(m²*K)] in buildings erected before 1975, through 0.25 [W/(m²*K)] present, to 0.2 [W/(m²*K)] from 2020 on. The Directive means a change in technical conditions for newly erected buildings in Poland. For example, for an apartment block, the index of annual primary energy demand for the purposes of heating, ventilation and usable hot water goes down from 105 [kWh/(m²*year)] in January 2014 to 65 [kWh/(m²*year)] in January 2021 (new buildings). A similar index for public buildings changes from 65 to 45 [kWh/(m²*year)].

CO₂ emissions are regulated in Directive 2009/29/EU on the emissions trading system in the EU. The European Union has obliged itself to limit emissions of greenhouse gases in the sectors covered with the system EU ETS in 2020 by 21% in relation to the emissions level in 2005.

Poland has to reduce total CO₂ emissions (from all emission sources) from 406 mln Mg/a in 2013 to 383 mln Mg CO₂ in 2020 [2]. The Polish economy, also district heating, relies on coal as its own national resource. Therefore, CO₂ emissions limitations have a great impact on district heating. Higher price for CO₂ emissions, combined with a decreasing number of free emissions rights, results in a higher price of heat. This is a dangerous phenomenon, since it may lead to the situation in which the smallest recipients (single-family houses) will replace network heat with individual boilers, unfortunately powered with solid fuels (such as rubbish and coal), which in the end results in an uncontrolled increase of emissions of CO, CO₂, SO₂, dioxins, furans and particulate matter.

Directive of the European Parliament and of the Council 2010/75/EU on industrial emissions pertains to objects of fuel power greater than 50 MW (the object’s total power). In Poland, this covers, for example, medium power plants, large heat and power plants and sources that work for the needs of the heat and power sector. Heating sources covered with the
directive are obliged to lower particulate matter emissions (installation of new dedusting systems), and then they will have to decrease emissions of SO\textsubscript{2} and NO\textsubscript{x} by constructing relevant installations. The costs of building and maintenance of these systems entail a relatively small increase of heat prices in district heating systems, acceptable for the end recipient.

Medium Combustion Plant Directive no. 2015/2193 of the European Parliament and of the Council of 25 November 2015 is connected with limitation of emissions from medium combustion plants (fuel power from 1 to 50 MW). In Poland, there are a lot of objects (circa 4500) that fall into this category and the majority of them have the power under 5 MW. In district heating systems, there are about 676 boilers covered by the directive, of the total power of 5530 MW [2]. Appropriate combustion control of emissions of nitrogen oxides from existing furnaces with is possible without special installations. Harnessing SO\textsubscript{2} emissions, however, requires at least a desulphurisation installation based on the dry method of circa 70% efficiency (typically introduction of ground dolomite or limestone). This is due to the fact that on the market, coal of sulphur content lower than 0.2% is virtually impossible to obtain and only combustion of such coal would not require a desulphurisation installation. The dry desulphurisation method is the cheapest and the easiest one but it needs a good dedusting installation. Additionally, plaster stone that occurs during the desulphurisation may create low-fusible eutectics, which pollute the surface of heat exchange. This leads to the need to shut down the boiler and clean it from the sediment. Wet desulphurisation methods are not considered due to high investment and maintenance costs and for a simple reason – there is no place to locate them in small installations. A shift to gas sources is not always possible since gas is not available everywhere in Poland. It needs to be remembered that heat sources of this size are located outside big cities, where the typical income is below the national average. An increase in heat price may result in recipients leaving the network, which will lead to worse air quality (locally) instead of better quality (e.g. by connecting recipients to the district heating network). Boilers should also be equipped with high-efficiency dedusting installations (bag dust collectors), which is also the case for biomass boilers (apart from desulphurisation installations). Requirements may be higher in areas with locally increased air pollution. In future, district heating systems are expected to incorporate sources that combust municipal waste (or actually what is left from recycling), as well. Also cogeneration and trigeneration systems and building heat accumulators will be developed to improve the efficiency of heat production systems. It will be also increased consumption of biomass as a fuel.

3. DISTRICT HEATING NETWORKS
The total length of Polish district heating systems (over 20,000 km), combined with their varied age and different manufacturing technologies, poses great challenges to district heating companies. Due to the Polish climate, heat supply must be constant. After 24-36 hours of a break in supply, the objects must be heated again, otherwise (at working parameters -20°C or -24°C) the buildings may freeze. On the other hand, network failure may lead to significant material losses (in case of a failure of a pipeline of a large diameter) and even severe burning (also lethal) when passers-by or employees are burnt. Therefore, the problem of network reliability and its failure rate are so important in the maintenance. An important role is played here by hydraulic calculations of the network. Hydraulic calculations for a district heating system should typically show the possibility of improving its work. Detailed studies are conducted for the existing condition in order to determine basic work parameters for pipeline sections and connections, such as:

- flow velocity,
- supply and return pressure,
- available pressure,
- temperature falls.

The obtained results allow to draw conclusions on improvements in the system, which cover:

- sections of pipelines where there are too high pressure losses that influence the operation of the whole network,
- sections of pipelines where pressure falls and flow velocity are too low, which means they are oversized. This influences the work of the whole network and also increases heat losses.

Other types of analyses are connected with simulation of the work of the district heating system in future. Various options of operation of the system are considered:

- the system works with lower power and flow due to thermomodernisation work done by heat recipients,
- cooperation of the district heating system with a new or modernised heat source of other working parameters than the previous source,
- with supply temperatures other than the previous ones,
- development of the district heating system and connection of new recipients.
The results of hydraulic analysis for a district heating system where one of the heat sources is planned to be shut down shown on fig.1. An optimum solution of powering the whole system from one heat source is sought, because flow of network water in the power plant increased by 15%, which led to a shortage of available pressure at the end of the network, close to the shut down boiler house. Such great pressure losses make it impossible to supply the city with heat directly from the power plant. There is thus the need for significant modernisation of the network in that area, which has also been confirmed by field tests.

It is necessary to introduce technical changes in the existing system:

- make cuts of some rings in the system,
- change control graphs of the heat source,
- construct a network water pumping station,
- replace parts of district heating pipelines.

From the economic point of view, the recommended option would be the network water pumping station.

Virtually all large district heating systems (in big Polish cities) are powered from a few heat sources. An open district heating system means the work of the sources with optimum efficiency, which allows to obtain significant profits. Cogeneration systems have an advantage over separated systems due to better economic efficiency and the resulting less pollution of the natural environment. However, cogeneration systems do not always work according to optimum schemes. Sometimes, the share of water boiler power in the total power of the source is too big (or too small). Each source supplies heat only for a part of the district heating system and very often these sources work with powers significantly different from nominal powers (work for separate zones in the network). The work of an open district heating network will allow optimum efficiency of the sources, which will bring significant profits and increase heat supply reliability for recipients.

Modernisation of district heat supply systems entails solving a number of problems connected with heat and electricity cogeneration in power plants and transmission of heat through district heating networks to recipients. Installed power reserves in heat sources (in relation to ordered power) allow to consider the possibility of a dynamic change of the location of the borders of supply zones depending on the current load of the system, independent of outdoor temperature. The freedom in determination of the borders of the zones is limited, for technical reasons:

- available powers of sources,
- transmission capacity of pipelines, and for economic reasons:
- higher costs of heat generation in sources if there is a significant shift from their optimum working condition,
- higher costs of heat transmission due to irrational changes in the structure of flow of the working fluid due to the changes of supply zones.

Work of a few sources for one network means completion of a number of technical conditions, which may require investment but may bring significant profits in the end. Costs of modernisation of the system will be borne in three groups:

- modernisation of district heating substations,
- modernisation and possible development of district heating networks,
- modernisation of pumping systems in heat sources.

Change of the supply area of each source may be done by changing the characteristics of the pumping systems (water flow and available pressure) with simultaneous change of the hydraulic resistance of the substations. Limiting heat losses in district heating systems may bring important profits for the distributor. Increasing the supply zone of one power plant will allow to decrease losses on the main pipelines powered from this source. Maintenance costs of the operator will be limited thanks to work of the network that allows to change the supply zones without the need for technical work by cutting off various parts of the network installations.

The total length of district heating networks in Poland is almost 20,255 km. This includes both networks of small heat losses and networks with virtually no
thermal insulation of very big losses. The average level of heat losses from district heating networks is systematically going down and at present stands at circa 11.8%. This is due to both the technology of construction of Polish district heating networks, and their age. According to 2014 data, circa 54% are networks in district heating channels and only 40% are preinsulated. There are also 6% of ground-based networks (on the ground and above the ground). The oldest Polish networks are over 40 years old (4%), there are circa 16% of networks that are 31–40 and 24% of networks of the age of 21–30. New networks (up to 10 years old) constitute circa 27% and at the age of 11–20 years – 29% [2].

Real annual heat losses in Polish district heating systems (both losses through heat transfer and losses connected with network water losses depending on production technology, technical condition and network size) may vary in the range of 10%-20% of the heat produced. In the summer season, when the district heating system works only for hot water purposes, relative heat losses sometimes exceed 50%. Comparing these with heat losses in foreign district heating systems, it can be assumed that there are real possibilities to significantly limit heat losses.

The simplest method of calculation of average heat losses from district heating pipelines is the balance method, which relies on comparing the amount of heat supplied from the district heating system with the amount of heat sold. A condition necessary to apply the method is the use of measuring devices of relevant class both by the recipients and the producer. The measurement must be conducted in longer balance periods, such as one month, or even a year. A disadvantage of the method is the need to make readings at the same time.

During modernisation of district heating systems and exchanging the pipelines to preinsulated ones, the possibility of decreasing the diameters of existing pipelines should always be analysed. Hydraulic calculations of pressure losses in district heating systems show that the majority of district heating systems are underburdened. The velocity of water flow in pipes in most parts of district heating networks does not exceed 0.8 m/s. Decreasing the diameters by one or even two orders of magnitude will bring a certain decrease of investment outlay and increase the profitability of the investment. Then, the possibility of connecting new recipients must always be taken into consideration.

<table>
<thead>
<tr>
<th>Lp.</th>
<th>Country</th>
<th>Total district heating sales</th>
<th>Trench length of DH pipeline system</th>
<th>Load of DH network</th>
<th>Heat losses app./* TJ/a km TJ/km %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Czech Republic</td>
<td>89417</td>
<td>7738</td>
<td>11,56</td>
<td>13,8</td>
</tr>
<tr>
<td>3</td>
<td>Denmark</td>
<td>105563</td>
<td>29000</td>
<td>3,64</td>
<td>18,6</td>
</tr>
<tr>
<td>4</td>
<td>Finland</td>
<td>114160</td>
<td>13850</td>
<td>8,24</td>
<td>8,6</td>
</tr>
<tr>
<td>5</td>
<td>Germany</td>
<td>254839</td>
<td>20219</td>
<td>12,60</td>
<td>n.d.</td>
</tr>
<tr>
<td>6</td>
<td>Korea</td>
<td>172160</td>
<td>2037</td>
<td>84,52</td>
<td>n.d.</td>
</tr>
<tr>
<td>7</td>
<td>Poland</td>
<td>248693</td>
<td>20139</td>
<td>12,35</td>
<td>11,8</td>
</tr>
<tr>
<td>8</td>
<td>Slovakia</td>
<td>82726</td>
<td>4984</td>
<td>16,60</td>
<td>8,7</td>
</tr>
<tr>
<td>9</td>
<td>Sweden</td>
<td>175972</td>
<td>23667</td>
<td>7,44</td>
<td>8,9</td>
</tr>
</tbody>
</table>

/ Heat losses- uncertain.
The conducted economic analyses for an average Polish district heating system show that the most profitable is the replacement of pipelines of DN50-DN150 diameters. For these diameters, heat losses are relatively higher than for main pipelines, as well.

Leak tightness of the system is one of the main factors determining the quality of a district heating network and it is necessary for high quality of the work of all system components, such as heat sources, district heating networks and substations, and in particular heat exchangers, automatic control elements, circulating pumps etc. Moreover, system tightness, on the one hand, influences the quality of network water (with all the consequences of its lower quality) and on the other, it directly influences maintenance costs (and indirectly investment and repair costs). A decrease of district heating network tightness is the reason for a greater number of pipeline failures, greater costs of their repairs, and also more resulting damage.

A quality factor of a district heating network is the volume of network water losses, and this is measured with the number of network water replacements in the year. This is the ratio of the amount of water added and the total volume of the network. Good district heating systems in EU countries have the index in the range from 0.1 to 1.0.

In some Polish district heating networks at the beginning of the 1980s, the number of water replacements reached 25 to 60 over one year, which posed a threat to their reliable operation. The tightness of Polish district heating systems has improved a lot in recent years. The number of network water replacements decreased over four times. At present, the approximate average number of replacements, depending on the technical condition of the system, is estimated to be in the range of 3.0 to 12. Heat power losses due to losses of network water are between 1.5% in the heating season and 3.3% in the summer, for a district heating system of average technical condition.

Tightness tests conducted by a team from Warsaw University of Technology the authors participated in (unpublished results) in a district heating system of a large Polish city showed that losses due to leakages in heat sources, district heating substations and main pipelines and losses of working fluid during repairs (after failures and during planned renovations) do not exceed 6-7% of all losses. The conducted analyses showed that losses in these parts of district heating systems are respectively:

- heat sources - 1.5% on average
- district heating substations – 0.7% on average
- failures and renovations – 1.5% on average
- main pipelines - 4.5% on average

The results of the studies and conducted analyses clearly show that the main source of network water losses is micro-damage of district heating pipelines.

A perfectly tight installation simply does not exist. Whether it is considered tight or not depends on arbitrarily accepted requirements. Since greater tightness requirements are connected with higher costs of installation construction, its commissioning and operational control, designers and users try to balance a strive towards a perfectly tight installation and the cost of obtaining this tightness. In addition, there are the costs of the risk of leakages in the installation. In case of a cold water pipeline in agricultural areas or forests, possible losses connected with leakages will be low. There is small probability that even in the case of the pipeline bursting (maximum possible failure), an animal or person will die or be harmed. If a failure occurs in a district heating pipeline or network in a city, however, there is higher probability of significant losses due to bursting of the pipeline; even lethal burning of people is possible.

In order to minimise the risk of large failures (bursting) of pipelines, one should detect locations of potential failures as early as possible. There will be leaks which, due to corrosion and erosion, may lead to significant damage, including bursting of the pipeline if they are not detected and repaired. Even small leaks in the network, however, cause significant financial losses for district heating companies.

This is due to the fact that:
a/ network water is treated water and its proper treatment is costly;
b/ the cost of introducing it to the network has been borne;
c/ water is heated (its temperature is higher than the surrounding temperature);
d/ leakages generate water losses 24 hours a day.

In order to avoid losses due to leakages, they must be detected and repaired as soon as they occur. Analysis of failures in Polish district heating systems shows that the greatest number of failures occur in pipelines of the diameters DN40, DN50, DN65 and DN80. The percentage of failures in pipelines of these diameters clearly exceeds their percentage in the total length of these pipelines in the district heating system. At the same time, the majority of failures occur in pipelines of DN40 to DN200. There is also a dependence between the number of failures and the volume of network water losses.

According to the authors’ studies, the most often used method is control of the volume of added water (almost all companies), along with visual inspection of the network [6].

The next most popular methods are: tests with a geophone and section tests of the network. Geophone tests are usually conducted by a company employee. Much more rarely are external specialist companies employed.

Colouring network water is used in few companies, usually those companies that have extensive networks since it helps to locate places where there are big leakages in the network.

Thermal imaging tests (usually with planes or rotorcraft) are used by very few companies that have extensive district heating networks.

According to information obtained from companies that do tests and district heating companies, tests with an acoustic correlator have too large errors and are therefore not used.

It is also possible to use robots with a camera for inspection of channels but according to information of the authors, other methods are not used in district heating companies active in Poland.

When improving tightness of district heating networks, it is important to introduce control water reservoirs which may also serve as heat reservoirs. This is due to the fact that when the temperature of network water rises with falling outdoor temperature, there is a greater volume of water in the network, which leads to a pressure rise. In a leaking district heating system, the increase is levelled out by greater losses of network water. At the number of replacements under circa 5 per year, however, keeping the network tight means discharging the water (and then adding it) in order to prevent excessive pressure peaks or drops in the system. In case of a lack of control water reservoirs, the process is connected with a greater volume of treated network water lost and consequently, a greater cost of adding water to the network.

An important new issue connected with improving tightness of district heating systems (with fewer than 7-5 replacements per year) is the need to introduce water reservoirs which may also play the role of heat accumulators. Tightness of the system at this level leads to processes of letting out and adding water in sources (as a result of natural control changes of network water temperature, which is connected with changes in the volume of the liquid) in order to prevent excessive increases or decreases of static pressures in networks. Without control reservoirs, the process causes that more treated network water is lost and thus the costs of adding water to the system are higher.

There is no definition of a smart district heating system, but the following definition may be suggested:

A smart district heating grid is a system which can efficiently integrate the behaviour and actions of all users connected to it (generators, consumers and those that do both). It is equipped with measuring and control systems and integrated with tele-information systems which allow optimisation of its work in real time, minimise losses and ensure high quality of heat supply and security (certainty) of supply. Apart from its basic function (heat supply), the grid should also perform additional functions, such as:

![Graph of the change in the volume of network water during natural changes of water temperature in a district heating system](image-url)
The aim of carbon dioxide emissions limitation makes like fortune-telling than forecasting of future needs and forecasting changes in heat demand and adapting to this the work of sources and pumping stations, smart supervision and control systems. At present, many Polish district heating systems have more or less developed smart grid elements. Work on “smart grid” has also been initiated by Veolia Warsaw. In Warsaw, there is a central system of network operation management and of ordering of water parameters in heat sources (in the CHP plants Siekierki and Żerań). It is planned to include in the system circa 2500 district heating substations, 3 pumping stations and 79 district heating chambers. Out of these, modernisation is needed in 2 pumping stations, 10 chambers (for remote control of their work), 26 chambers for telemetrics, and 1750 substations. The work is planned to be completed by mid-2017. It is planned to limit the emissions of like fortune-telling than forecasting of future needs and technology development.

The aim of carbon dioxide emissions limitation makes coal, gas and oil sources unwanted in the eyes of the law (emissions, CO2 trade). The promoted sources are those fuelled with biomass. In many places, however, there is no biomass and its transport over long distances is pointless. The recommended biomass is from agriculture but its shortage on the market (already visible in Poland) and the resulting higher price may lead to the situation in which agricultural lands are taken over by energy crops, which leads to higher food prices, especially for poorer citizens. At the same time, biomass combustion is connected with a number of technical problems, such as increased chloride corrosion or sedimentation with biomass-related mineral compounds of low melting temperature (from 850°C) on inner surfaces of boilers. Combustion of municipal waste (after their segregation and recycling) will be a certain solution, since what is left from recycling is 40% biomass. This will, however, not solve the problem of heat supply for large agglomerations. One should remember about higher heat costs from these installations and technological problems connected with combustion plants, including emissions of dioxins, furans, particulate matter, heavy metals and the problem of solid waste (and its land filling). It seems that a certain solution is development of cogeneration. Nevertheless, in small and medium district heating systems, there are many problems to solve, an example being the engine of the electricity generator. The simplest solution is here a gas-powered engine. But in many towns there is still no gas and the profitability of their gasification by building traditional networks is questionable. Construction of “island” gas systems is possible but this technology is only being developed by Polish gas companies. Powering the generator with a small steam turbine is expensive, though this technology is well known and developed. Another solution may be a traditional steam engine. However, the existing solutions still cause maintenance problems and need to be developed. It is possible to use ORC systems (Organic Rankine Cycle) with biomass-fuelled boilers but they are very expensive in terms of investment costs. A disadvantage of cogeneration-based solutions is the price of heat and electricity, which is higher than market prices of heat and electricity. Therefore, realisation of EU policy of promotion of biomass as a fuel for professional power engineering and district heating without a relevant support system is not possible. Of course, even people with the lowest income will buy electricity (low-power household boilers, fireplaces) by burning worst quality fuel. As a result, we will see greater local air pollution due to so-called low emissions. However, regardless of the type of fuel in the source, a cogeneration system should work along with a heat accumulator since it significantly increases system efficiency.
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ABSTRACT
District heating has been available in Sweden since the 1950s and used more than half of the total energy use in dwelling and no-residential premises in 2013. Energy and exergy efficient conversion and energy resources are key factors to reduce the environmental impact. It is important to understand energy and exergy flows from both the supply and demand sides. The exergy method is also a useful tool for exploring the goal of more efficient energy-resource use. Sankey diagrams together with energy and exergy analyses are presented to help policy/decision makers and others to better understand energy and exergy flows from primary energy resource to end use. The results show the most efficient heating method in current district heating systems, and the use of renewable energy resources in Sweden. It is exergy inefficient to use fossil fuels to generate low quality heat. However, renewable energies, such as geothermal and solar heating with relative low quality, make it more exergy efficient. Currently, about 90% of the energy sources in the Swedish district heating sector have an origin from non-fossil fuels. Combined heat and power is an efficient simultaneous generator of electricity and heat as well as heat pump with considering electricity production. Higher temperature distribution networks give more distribution losses, especially in exergy content. An outlook for future efficient district heating systems is also presented.

INTRODUCTION
District heating was introduced in 1948 and has been successfully expanded in Sweden since then. The district heating deliveries are mainly used to cover space heating and hot water demands in buildings, but have a low usage in the industrial processes. Currently, about 58% of total building heat demands for residential and service sector premises are covered by district heating [1].

Both the exergy concept and Sankey diagrams are used as tools for visualizing energy quality processes in this study. The exergy concept gains insights into its efficiency as well as the quantitative measure of quality, and the diagrams were used for mapping energy and exergy supplies, transformations and uses during 2014. Sankey diagrams together with energy and exergy analyses are presented to help policy/decision makers and others to better understand energy and exergy flows from primary energy resource to end use. The combined methods have been applied for national levels in a country [2-5] and industrial heating processes [6], as well as in company levels in industry [7]. To our knowledge, there is currently no exergy flow analysis available for a national district heating sector. The purposes of this paper are to:

- map energy and exergy flows from primary energy sources to customer usages in the Swedish district heating systems
- show the most efficient heat supply methods in current Swedish district heating systems
- visualize the utilization of renewable energy resources in Sweden.
- give an outlook for more efficient district heating systems in Sweden

METHOD
Exergy analysis
Exergy is a measure of how far a certain system deviates from equilibrium with its environment, a given state of reference or equilibrium. In this analysis, the average outdoor temperature is used as reference temperature \( T_0 \), and 100 kPa as reference pressure.

The exergy of material substances can be calculated as [8]:

\[
E = \sum n_i (\mu_i^0 - \mu_i^0) + R T_0 \sum n_i \ln \frac{c_i}{c_i^0},
\]

where \( n_i \) is the number of moles of different chemical materials \( i \), \( \mu_i^0 \) and \( c_i \) are the chemical potential and concentration of substance \( i \) in relation to its standard state. \( \mu_i^0 \) and \( c_i^0 \) are the chemical potential and concentration for the substance in the environment in relation to its standard state. \( R \) is the gas constant, 8.314 J mol\(^{-1}\)K\(^{-1}\).

The exergy factor is defined as the ratio of exergy to energy. The exergy factor of energy transferred as heat at a constant temperature \( T \), i.e., a heat reservoir becomes [8]:

\[
\frac{E}{Q} = \frac{T_0 - T}{T}
\]

Heat used for space heating and domestic hot water was calculated by Equation 2. The exergy factor of district heat was calculated as [8]:

96
\[ \frac{E}{Q} = 1 - \frac{T_o}{T_s - T_r} \ln \frac{T_o}{T_r} \]  

where \( T_s \) is the temperature of the supplied heat, i.e., the temperature of the hot water used by the consumer for space heating, \( T_r \) is the temperature of the return water.

Table lists some energy forms used in this study. The exergy factors for fuel are based on lower heating values (LHV), which are the data available in Swedish energy statistics. It must be noted that some factors are only approximate due to unknown moisture and exact content. The exergy factor for current district heating grid is the average value for Swedish district heating system [9], and the outdoor temperature has a strong effect on the heat at room temperature, since the annual average temperature varies from -1°C in the north to 10°C in the south of Sweden.

Table 1 The exergy factor of some energy forms.

<table>
<thead>
<tr>
<th>Energy form</th>
<th>Exergy factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oil, petroleum products [10]</td>
<td>1.06</td>
</tr>
<tr>
<td>Natural gas [10]</td>
<td>1.04</td>
</tr>
<tr>
<td>Electrical energy</td>
<td>1.0</td>
</tr>
<tr>
<td>Sunlight [8]</td>
<td>0.93</td>
</tr>
<tr>
<td>District heat (current generation) [9]</td>
<td>0.17</td>
</tr>
<tr>
<td>Heat at room temperature (20°C)</td>
<td>0.04-0.07</td>
</tr>
</tbody>
</table>

Both energy and exergy efficiencies are defined as the ratio between useful generation and used energy and exergy. The Coefficient of Performance (COP) of heat pump is the ratio of heat production to used electricity.

Sankey diagram

Schmidt [11] reviewed the importance in decision making and public policy. Sankey diagrams are the tools for indicating the flows in both energy and exergy from primary energy source to the end use. Left side of diagram shows incoming flows of primary energy, the middle part contains the conversion and transmission processes, the right side presents the end users, the energy losses go from up to down, while the exergy destructions disappear. The nodes indicated processes or distribution grids. The width of flow represented the amount of energy/exergy. Different color represented different type of incoming and outgoing flows.

Data and assumptions

In this analysis the data are mainly from Statistics Sweden and the Swedish Energy Agency. In the Swedish statistics, the biomass energy flows are based on LHV, the value for exergy is not accurate since the precise moisture contents are hardly to determine for biomass and municipal waste. In this study the exergy factor of biomass was assumed about 1.

When calculating exergy factors of space heating and domestic hot water usage, the temperatures of indoor and hot water are set as 20°C and 50°C, respectively. Two thirds for space heating and one third for hot water usage was assumed for heat usage for the household, but a higher share of space heating for service sector [12]. The characteristics of district heating for industry are uncertain, in this analysis the temperature used by industry was assumed to be 50 °C. The temperature of incoming flue gases to flue gas condensation was assumed to be 150 °C.

MAPPING FLOWS OF DISTRICT HEATING SYSTEM

Mapping district heating system in 2014

The energy and exergy flow diagrams for district heating in Sweden during 2014 are shown in Figure and Figure 2, respectively. The latter exergy diagram shows also the exergy usage for space heating and domestic hot water, while the rest was destroyed during heating process.

In the left side fossil fuels, peat, recovered gases, biomass and municipal waste produced 83% of total heat production though fuel boilers and combined heat and power (CHP) with flue gas condensation (FGC). The excess heat from industries and the large heat pumps contributed 8% and 9% of total heat production, respectively, and the electric boilers accounted for 0.5%. The supply sources besides industrial excess heat are high quality energy, there are not much difference in energy and exergy content. About 90% of primary energy or exergy supply came from renewable energy, excess heat, and waste.

The production of heat has large difference between energy and exergy since delivered heat have low temperature which means low energy quality. The average energy and exergy efficiency for CHP including FGC were 94% and 50%, respectively. The average conversion efficiency of fuel boilers were 91% in energy and 16% in exergy. Most of exergy content in fuel boilers and CHPs are mostly destroyed in the conversion processes. The average COP of heat pump was 3 and the average exergy efficiency was 50%.

Heat was delivered to the end users through the district heating grid. The distribution heat losses were 12% of heat production. The percentages of total heat demands were 89% in space heating and domestic hot water usage in the household and service sector, 10% in industrial sector, and less than 1% for ground heating.
Figure 1 Sankey diagram of district heating, including corresponding part of electricity grid, in Sweden during 2014. Data source: [13].

Figure 2 Sankey diagram of district heating, including corresponding part of electricity grid, based on exergy in Sweden during 2014. Data source: [13].
The right side of Sankey diagram based on exergy also showed exergy utilized in the end use. The left side of grey box was exergy from district heat grid to the end user, the right side of grey box was exergy finally used for space heating and hot water usage. Two thirds of incoming heat is destroyed by mixing hot water and cold water, and heat exchanger through substation and radiator.

The main differences between diagrams based on energy and exergy are the heat production and utilization, since the heat with lower temperature is low quality energy, this makes great exergy destruction in the district heating system.

![Figure 3 Heat produced per year by heat supply method during 1970-2014. Data source: Statistics Sweden and the Swedish Energy Agency.](image)

**Heat supplies**

Figure 3 shows heat production from 1970 to 2014. The heat production was increased steadily with the average rate of 11% from 1970 to 1980 and 2% from 1980 to 2014. The peak of heat supplies appeared in 2010 due to a very cold winter.

CHP and fuel boilers dominate in heat supply. Almost all heat productions were from CHPs and fuel boilers during 1970s and early 1980s, and now one forth came from large heat pump, electric boiler and industrial excess heat. The heat supply became more diversified.

In 1981, more than half of heat production from oil fuel CHP plant was reduced due to the second oil crisis and commissioning of new nuclear power stations. In the early 1990s, the biofuels started to play an important role in district heating. The primary energy input started to transfer from fossil fuels to biomass including waste. Investments of biofuel based CHP have good economic benefit since the green certificates for renewable electricity were introduced in 2003, the production from CHP increased steadily until 2011, then the development is stagnating. Several cities produced heat from waste incineration plants as base loads, since the landfilling of combustible waste and organic waste were prohibited from 2002 and 2005, respectively.

Flue gas condensation is a method for increasing the efficiency of heat utilisation of a CHP or boiler plant by partially condensing flue gas vapour at low temperature to recover latent heat. In Sweden, Fagersta became the first to install FGC in 1980 to save energy and reduce emission. However, the national district heating statistics included FGC firstly from 1997. Today this technology is widely used in the Swedish biomass boilers and CHPs.

Several large-scale electric boilers and heat pumps were installed for district heating during the 1980s, since a national electricity surplus from new nuclear power stations became higher than the electricity...
demand increase and need to be absorbed within the country [14].

Industrial excess heat is mainly available from energy intensive industries, such as pulp and paper industry, steel industry, and chemical industry. In this study, the temperature of industrial excess heat is assumed to be 100 °C for the exergy analysis.

Table 2 shows the average energy and exergy efficiencies since 1997 in Sweden. The efficiency of CHP includes electricity production and heat from FGC. The efficiency of boilers also included heat from FGC. The energy efficiencies are much higher than exergy efficiencies. Among them, the average energy efficiency is between 90% and 98%. The heat pumps have highest exergy efficiency, then CHPs. Both types of boilers have lowest exergy efficiency. However, the electricity used in heat pump is secondary energy resource, the amount of the primary energy source will be degraded in order to produce electricity.

<table>
<thead>
<tr>
<th>Supplier</th>
<th>Energy efficiency</th>
<th>Exergy efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHP</td>
<td>92%</td>
<td>34%</td>
</tr>
<tr>
<td>Fuel boiler</td>
<td>90%</td>
<td>15%</td>
</tr>
<tr>
<td>Electric boiler</td>
<td>98%</td>
<td>17%</td>
</tr>
<tr>
<td>Heat pump</td>
<td>3.3 (COP)</td>
<td>56%</td>
</tr>
</tbody>
</table>

In 2014, the exergy lost and destroyed in the district heating grid was 12% of total heat based on exergy supplied, the usage of space heating and hot water was about 30% of exergy of total heat delivered to building, the remaining exergy was destroyed.

About 10% of total heat usage was delivered to the industrial sector for space heating, hot water and low temperature processes with temperatures less than 100 °C. At present the district heating are more or less used for space heating and domestic hot water in Sweden.
DISCUSSION

Sweden aims to phase out fossil fuels in heating by 2020 and to have a sustainable and resource-efficient energy supply with zero net emissions of greenhouse gases by 2050. In order to achieve these goals, it should be to:

- use renewable energy and industrial excess heat with low quality energy source
- use biofuels including municipal waste
- improve technologies with more energy and exergy efficiency
- distribute heat with low temperature levels
- avoid mixing heat with high and lower temperature and use heat exchangers with long thermal lengths with less exergy destruction
- make policy in order to support these goals

Heat sources

At present the solar heating plants mainly contribute heat during summer. Large amounts of heat from industrial waste heat and waste incineration is enough to cover heat demand in many cities in Sweden, therefore, it is less attracted. However, several large-scale solar district heating systems with heat storage have been successful operated in Denmark [15]. In southern part of Sweden, the annual solar radiator and condition is similar to Denmark, it would be possible to install such systems when the economic is feasible in the future.

Most part of Sweden lacks geological suitable conditions for deep geothermal exploitation. Only one deep geothermal plant in Sweden has existed since 1984 and is still in operation to support about 20% of the heat demand to district heating system in Lund [16]. The usage of geothermal energy in Sweden is currently dominated by ground source heat pumps for space heating and domestic hot water for single family buildings.

In 2014, the excess heat for district heating was 15 PJ. In Sweden the theoretical volume of excess heat from all today’s industries have been estimated to between 22.3 PJ and 28.4 PJ, 70% of which come from energy-intensive industries, and low temperature excess heat from the premises are between 10.8 PJ and 18 PJ [17].

It is uncertain for supply and return temperatures in district heating, the estimated potential will be decreasing when the improvement of industrial process and increasing when transferring heat to the low temperature district heating systems. The estimated potential from excess heat can be covered about one fifth of today’s total district heat production.

Technology

- Heat supply

  The average energy efficiency for CHPs and boilers are more than 90%, but heat pumps and CHPs have higher average exergy efficiency than boilers. Heat only plants should be transferred to bio-fuel based CHP plants. The share of CHPs in district heating production should be raised from current 41% to at least 80% up to 2030 [18], new CHPs will be invested and old CHPs will be modernised or replaced. At same time, the efficiency of bio-fuel CHP should be increased by the introduction of new technology with economic benefit.

  The hybrid technology of CHP and absorption heat pump, first initiated in China, will be possible applied in Swedish biofuel CHP plants in order to improve heat capacity and efficiency [19, 20].

- Low temperature grid

  The authors [9] concluded that the two thirds of the current exergy content is lost in the heat distribution chain from heat supplied into networks to heat demands in building, in the future with low temperature grid it is possible to reduce to one third. The aim maybe achieved by lowing distribution temperatures, avoiding mixing heat with high and lower temperature, and using heat exchanger with long thermal lengths with less exergy destruction.

  In the future, current buildings will be refurbished with lower heat demand. However, the temperature difference between supply and return will be reduced with future low exergy district heating system, and thus the radiator in the house would be kept same size.

Energy Policy

With the support of energy and climate policy, the Swedish district heating systems have been transformed towards more sustainability, from fossil dependent system into biomass dominant system. The use of biomass in heat production was inspired the investment subsides for construction of demonstration plants burning solid fuels from 1975 and 1980s, and further inspired through Solid Fuel Act with new boilers.

The carbon tax was introduced in 1991. The local investment programme was funded during 1998 to 2002. A scheme for Tradable Renewable Electricity Certificate was introduced in 2003 in order to support electricity from renewable energy sources and peat, this lead fuel shifting in CHP plants from fossil fuels to biomass fuel.
Exergy is regarded as an essential tool in energy and environment policy making activates [21], and an exergy tax was introduced by Wall [22] in order to encourage the use of renewable resources and to improve the resource use. The differences between energy and exergy prices are small for almost all the energy sources except district heating. A good energy policy could speed up development towards efficient resource-saving and environmental friendly technology by ensuring exergy, rather than energy use.

CONCLUSION

In this paper, the flows based on both energy and exergy was mapped from primary energy source to customer usage with the aid of Sankey diagrams.

The diagrams viewed that more than half of exergy source was destroyed in CHP, even worse in boiler. In the current Swedish district heating system the most exergy efficiency methods is heat pump.

The utilization of renewable energy resource is high since biomass plays an important role in Sweden.

Future district heating systems with low distribution temperatures should use more low quality renewable energy and excess heat. It will be fossil fuel independent district heating system. CHPs and heat pumps in the aid of renewable energy will be possible dominant in future heat market.
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ABSTRACT

Even if Sweden is a northern country with fairly low outdoor temperatures most time of the year, the district cooling system in Sweden is expected to expand. The potential is at least the double according to some actors. The reason for this is that a demand for cooling increases with increased use of electronics such as computers, which results in higher indoor temperatures because of free heat. Although district cooling (DC) should have the potential to sell both on its convenience and its climate benefits, the trend is however surprisingly slow moving.

The aim with this paper is to discuss barriers and enablers for expansion of DC. We will present how energy companies, property owners and tenants of premises perceive barriers and enablers to install and use DC. How are these actors looking upon the need for cooling today and in the future? What would make DC more attractive according to these actors? These questions have been studied through surveys and in-depth interviews.

The results show that lack of information is the most important barrier today, a barrier that however has the potential to be turned to an enabler for DC. Earlier grid-based systems in Sweden have been established through public-private collaboration. When for example district heating was built, the municipalities played an important role, but that has not been the case for DC. Such a collaboration could benefit a continued expansion of DC. Another possible future enabler is eco-labelling of DC, that today plays a minor role in the Swedish system.

INTRODUCTION

Along with climate change and increasing temperatures, as well as intensification in the use of electrical equipment that causes excess heat, the need to cool indoor environments such as shops, offices, industries, hospitals will multiply in order to maintain comfortable indoor temperatures [1, 2]. This goes not only for the countries in warmer areas, but also for those in the northern hemisphere. Even though Sweden is a country that is situated in a geographic zone where, most of the year, the outdoor temperature is fairly low compared to many other countries, cooling has become an issue [1]. There are different technologies for cooling premises, among which district cooling (DC) has been pointed out as effective for reaching the overall strategic energy goals [3]. This paper reflects on enablers and barriers for expansion for district cooling (DC), based on Swedish experiences.

The first known district cooling system was established in Rockefeller Centre in New York and U.S capital buildings in Washington in the 1930’s. The expansion of DC in Sweden took off in the beginning of the 1990’s [4] and today there are about 30 DC producing energy companies in the country. The delivery of DC in Sweden has increased with 63% between 2004 and 2015 and around 1 TWh was delivered in 2015 (which can be compared with that around 55 TWh district heating is delivered per year in Sweden) [5, 6]. According to the Swedish District Heating Association, Stockholm has the largest amount of customers and the most extensive DC grid world-wide [5]. DC can be produced in several different ways, e.g. through compression chillers, absorption chillers or through deep lake water cooling. In this paper, however, we do not analyse different technologies for DC, we rather look on the different aspects and preconditions for expansion of the use of DC as such. Few residential buildings have this type of cooling system in Sweden and cooling of premises seems to be the main market for DC in Sweden [4]. Therefore, this study will focus on premises.

The DC system in Sweden has potential to expand and a double of its capacity is often mentioned as realistic in a near future [5]. Different development paths are supporting an increase in demand for cooling. DC is mostly regarded as a sustainable system, especially when the system replaces electricity based cooling. Although DC should have the potential to sell both on its convenience and its climate benefits, the trend is surprisingly slow moving.

The overall aim with this paper is to discuss barriers and enablers for expansion of DC. The results are based on Swedish experiences, however, in the discussions we will put forward these issues in a wider context. In this paper, we will present how energy companies, property owners and tenants of premises
perceive barriers and enablers to install and use DC. How are these actors looking upon the need for cooling today and in the future? What would make DC more attractive according to these actors?

**THEORY – LARGE TECHNICAL SYSTEM AND BARRIERS**

In Sweden, state and municipal governments have traditionally been key actors in the building and operation of major public works systems such as water and sewage systems, electrical systems, and district heating (DH). One frequent argument for this has been the idea that the profits from such enterprises should not accrue to private interests, but rather benefit the Swedish citizenry, for example in the form of low tariffs. This is also one reason to why the majority of DH companies were run as municipal services up until the 1980s. Over the last 25 years, most of these services have been converted into municipal corporations. The majority of Swedish DH corporations are still under municipal ownership, even if there has been a trend toward increased privatization in the district heating industry.

DC has many similar characterizations with DH. DC is also centralized production and distribution of cooling energy. Chilled water is delivered in undergrounds pipelines to cool the indoor air in buildings within a district. Each building then have designed units that use the water to lower the temperature of air passing through the air conditioning system. In Sweden a big difference between the systems is that DH is an established and diffused system regulated by law, while DC is recently introduced and in an expansion phase. Furthermore, over the years there have been several governmental investment programs which, among other things, have had significant contribution to the pace and extent of the DH expansion in Sweden [7]. The municipalities in collaboration with the local energy companies played a key role in this. So far, there has been no similar initiatives to enhance for DC expansion. This makes DC interesting to study in the perspective of enablers and barriers for introducing new large technical systems in a country.

The development of infrastructural systems such as DC has often been analysed through the lens of the large technical system (LTS) framework. This framework, developed by Thomas B Hughes [8] has mainly been used to analyse establishment of systems in phases: the invention phase, the expansion phase, technological transfer phase, and finally the last phase momentum, when a system acquire autonomy from its environment and difficult to change. In this study the expansion phase is in focus.

Large technical systems can be viewed a natural monopoly. What characterize a natural monopoly is that an increase in terms of labour and capital does not generate more than a proportional increase in produced volume. What this means in practice is that it is more cost-effective for e.g. an existing DC company to expand its operations than it is for a new company to establish itself in the same area. The entrance of yet another company into the local market does not have the healthy regulatory effect associated with an optimal competitive situation [9]. The DC industry’s character as a natural monopoly implies that there is room for only one company within a geographically delimited area. It is the distribution of water per se that is considered to constitute a natural monopoly. The production of chilled water could, in theory, be open to competition. Customers who choose DC are referred contractually, technically, and financially to a single seller, so that DC also exerts a certain “lock-in” effect. Changing cooling sources is an option, but the costs associated with such a switch makes it financially infeasible or, in any event, difficult to accomplish, which is why there is a lock-in effect.

DC can at the same time be viewed as a monopsony that is characterized by the fact that the market comprises only one customer, for whose business the sellers must compete [10]. One example in relation to DC is that e.g. a hospital can have such a dominant role that the seller’s financial situation is dependent upon retaining the hospital as a purchaser of DC. The DC company’s bargaining chip in this context is of course their power to shut off the supply of DC. [9]

From earlier research on grid based system (gas, DH, electricity, railway, broadband) we know that there are 5 key issues that need to be solved for establishing a new system:

- The technical uncertainties about e.g. risks with the technology and interference in environment, reliability and plant life.
- Inertia in the system, meaning that it takes time from the initiation to the system can be used. The pipes / distribution grid have a lifespan of up to 100 years. If there is doubt that the system can expand, that will be one of the major threats to the system.
- The economic conditions characterized by large initial investments in production and distribution facilities and the significant uncertainty of future profitability
- The organisational form of the business and primarily the question of the city itself should be
Barriers and enablers relevant for DC

Barriers are usually discussed in relation to energy efficiency and in this context a barrier is defined as a postulated mechanism that inhibits investments in technologies that are both energy-efficient and economically efficient [12-14]. Here we will look into some of the barriers that can be relevant also in relation to expansion of DC. Barriers that also be seen as potential enablers.

**Imperfect information:** A large body of research states that consumers are often poorly informed about market conditions, technology characteristics and their own energy use. The lack of adequate information about DC can lead to that DC is not even on the decision agenda. Information does not always receive as much attention as anticipated, since people are (often) not active information-seekers but rather selective about attending to and assimilating information. Research points out some characteristics in the way information is assimilated; some people, for example, are more likely to remember information if it is specific and presented in a vivid and personalized manner, and comes from a person who is similar to the receiver [15-17].

Insufficient information is one form of imperfect information. Another form of imperfect information is the cost of information, meaning that there are costs associated with searching and acquiring information about DC. Yet another form is the accuracy of information, meaning that the information provider may not always be transparent about the product being offered. Imperfect information is likely to be most serious when the product is purchased infrequently, performance characteristics are difficult to evaluate either before or soon after purchase, and the rate of technology change is rapid relative to the purchase intervals [12]. Issues related to imperfect information may be countered with e.g. different forms of information campaigns and can if done right turn out to be an enabler for DC.

Another factor that may inhibit adoption is the receiver’s perceived credibility of and trust in the information provider. Energy users cannot always easily gain accurate information about the ultimate comparative cost of different investment options; they will rely on the most credible available information [18].

**Split incentives:** A split incentive may occur when the potential adopter of an investment is not the party that pays the energy bill. If so, information about available cost-effective DC in the hands of the potential adopter may not be sufficient; adoption will only occur if e.g. a tenant can recover the investment from the real estate owner [19]. This is often referred to as the landlord-tenant relationship. This is a restriction to adopting energy-efficient technologies, in particular those with higher initial costs but lower life cycle costs than conventional technologies [20].

**Hidden costs:** Hidden costs is the high costs associated with information-seeking, meeting with sellers, writing contracts and other such activities [13].

**Limited access to capital:** Investing in DC can be more expensive than alternative technologies. Moreover low liquidity and limited access to capital may also be a problem. Sometimes such restrictions may be self-imposed [21].

**Risk:** Even though, for example, managers know what the capital cost is for an investment, there can be uncertainty about the long-term operating costs; this means the investment poses a risk. Such concerns have been found to be very important to decision-makers [20]. It can be hard to accurate estimates of the net costs of an investment which depend on future economic conditions in general, and on future energy prices. Energy prices have fluctuated as long as there has been a market for energy, leading to perceptions of uncertainty about future prices. Studies among small and medium-sized enterprises have found that some may not even be able to reduce uncertainty to a calculated risk due to a lack of time and money to calculate the required estimates [15].

**Bounded rationality:** Another explanation for why cost-effective energy efficiency measures are not undertaken is bounded rationality [22]. Organisations (just like individuals) to some extent do not act on the basis of complete information but rather make decisions by rule of thumb [23].
METHOD
This paper is based on an explorative study, and takes its point of departure in experiences from DC in Sweden. The study was carried out in 2015/2016 and it was performed in two steps. The purpose with the first step was to get insight into different actors’ attitudes or approaches to DC. In order to get this insight, interviews were performed with representatives from energy companies, municipalities and with national real estate owner organisations. The main themes for these initial interviews were related to the (potential) market for DC the customer demands for DC and which technology they use.

The reflections from the first step fed into the second step, in which we developed and sent out an online based survey to around 900 members of a national real estate owner organisation. 176 responses were received, meaning a fairly low response (20%). One reason to the low response rate could be that many simply do not know enough about DC, which we also could see in our interviews (and we come back to that below). Lack of knowledge may have made them put the survey aside. We think however that the survey indicate some tendencies about perceived barriers and enablers for DC in Sweden. We have also triangulated the results with the interviews that we have conducted both before and after the survey, which increases the reliability of the results [24]. The topics covered in the survey include; what type of premises they have, assessment of their indoor comfort, their need for cooling, what type of cooling that they use, what they think of DC and why they use/do not use this type of cooling. The online survey was followed up by deep interviews with some of the online survey respondents. The same themes were addressed, however in the interviews, it was possible to get more in depth responses to the themes. In total we have conducted 33 interviews. We have interviewed representatives for 4 energy companies delivering DC, 5 umbrella organisations for real estate owners, 1 umbrella organisation for energy companies and 1 for business, 14 real estate owners and 6 companies that are tenants. We have anonymised the respondents and when quoting an interview we refer to them as:

- energy company: EC (1, 2 etc)
- umbrella organisations for real estate owners: UREO,
- umbrella organisation for energy companies: UEO,
- the umbrella organisation for business: UB,
- the real estate owners: REO, and
- the tenants: T.

The results from the interviews and the survey were compiled and categorized prior to analysis. The results were validated in workshops with practitioners (one with energy companies that produce DC and one with real estate owners).

RESULTS AND DISCUSSION
In earlier research, 5 key issues were identified as important to deal with for a successful establishment of a grid-based system. The key issues concern everything from technical uncertainties, economic conditions and the legal relationship between suppliers and customers. Historically in Sweden, these key issues have been dealt with through collaboration between the government/the municipalities and public or private companies. This has however not been the case for the introduction of DC in Sweden. DC has mainly been an issue for the energy companies. When asking the representatives of the municipalities about their lack of engagement in DC their answers indicate that there is a lack of knowledge of DC in the municipal administration and that DC simply is not an issue on the local authorities’ agenda (Interviews M1 and M2). One of the representatives did say however that DC might become of increased interest for the municipality in the near future. Many local responsibilities like elderly care already today need cooling systems and DC could play a much more important role in these buildings that it does today (Interview M1). When interviewing one of the real estate owners she meant that the expansion and development of DC grids should be the responsibility or interest of the municipality (REO6). The energy companies also pointed at the importance of expanding the grids so that they can connect larger amounts of buildings meaning that it would be easier to negotiate the costs etc (EC1, EC4). At present, one of the energy companies did not actively promote DC to new customers, but only negotiate with customers that make contact with them. In this case it would need an active involvement from e.g. the local authorities to expand the system further.

The four energy companies in our studied municipalities motivated their investment in DC in several ways. The energy companies have DH production which results in a heat excess summer time and then it is profitable to use the heat to produce cooling. In Sweden the DH market is under stagnation and the energy companies see the opportunity to offer their customers also DC as a way to also keep their DH customers. The energy companies did however experience that it was hard to find profitable solutions. The initial investment costs are large and DC is also more expensive to produce than DH, because of the resource costs that arises. One representative of an energy company mean that it takes at least 15 years before it is possible to reach some kind of profit (Interview EC1). It seems that all companies have used
the same strategy though, to start in a small-scale and let the expansion take time.

As discussed above, large technical systems are often natural monopolies and we discussed this with the interviewees in relation to DC. The energy companies did not perceive DC as a monopoly market in the same way as the DH market, because they needed to compete with existing individual cooling systems every time a new deal was discussed. DC is an immature market in Sweden and a consequence of that is that there are no fixed prices, but the price model is negotiated individually with the customer. The price is negotiated out from

"how much cooling the customer wants, what they need, what the alternative price is and what we can offer" (Interview EC1).

The lack of price lists also results in that a contract could take years to negotiate (Interview EC3). The customers had more easy to relate to DC as a monopoly and several mentioned lock-in effects as a reason to why they did not want to connect to the DC system.

As mentioned above it is possible that large technical systems develops to a monopsony, if there is one dominant customer that buy a large share of the supply. From our material it is clear that large customers that buy a lot of cooling are more satisfied than small customers. The large customers also feels that they have been able to influence the contract, something that the small customers did not have the possibilities to do. One major estate owner also stated that they have the ability to negotiate the contract with the local energy company, meaning that the price setting could be adjusted in favour for the real estate owner:

"I know that we pay much less than other customers, because we put an ultimatum to the provider" (REO2)

Still, in none of our studied cases, was there one single customer that was totally dominant in the market, but rather several larger customers that all could influence factors as price and service level.

**Barriers to DC**

The survey among real estate owners shows a widely spread result when it comes to the importance of cooling of their premises, about half of them thought cooling was important, while the other half considered cooling less important or unimportant. However, most of them (82%) cooled, at least some, of their premises. Compression chillers was the most common way of cooling, followed by free cooling. A little more than one third of the respondents believed that the demand for cooling will increase in the future, while 20% of the respondents thought that the demand will remain at the same level as today. Only 2% believed in a decrease in the cooling demand.

Out of the 176 respondents in the survey, only 15 have installed DC. The main reasons for choosing DC were a need of cooling, along with an, as they experienced it, reasonable investment costs (see Table 1). Other reasons for using DC was that it was experienced as a maintenance free system (since other actors take care of the service etc.), and it provides a good indoor environment (silent system and good indoor climate).

<table>
<thead>
<tr>
<th>Table 1. Survey responses on reasons for installation of district cooling (note that it was possible to give more than one answer to this question).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reasons for installing district cooling</td>
</tr>
<tr>
<td>Need for cooling</td>
</tr>
<tr>
<td>Easy maintenance</td>
</tr>
<tr>
<td>Reasonable investment costs</td>
</tr>
<tr>
<td>Gives good indoor climate</td>
</tr>
<tr>
<td>Silent system</td>
</tr>
<tr>
<td>Value for money</td>
</tr>
<tr>
<td>Easy to install</td>
</tr>
<tr>
<td>Low operation costs</td>
</tr>
<tr>
<td>TOTAL NO OF ANSWERS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Survey responses on why district cooling is not installed (note that it was possible to give more than one answer to this question).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reasons for not installing district cooling</td>
</tr>
<tr>
<td>There is no district cooling grid</td>
</tr>
<tr>
<td>Requires significant adjustments to the buildings</td>
</tr>
<tr>
<td>High investment costs</td>
</tr>
<tr>
<td>Lock-in effect</td>
</tr>
<tr>
<td>The flexible operation cost</td>
</tr>
<tr>
<td>Pricing is not competitive</td>
</tr>
<tr>
<td>The fixed operation costs</td>
</tr>
<tr>
<td>Maintenance is demanding</td>
</tr>
<tr>
<td>TOTAL NO OF ANSWERS</td>
</tr>
</tbody>
</table>
In the follow-up interviews to the survey, most of the respondents confirmed that their offering of DC is a consequence of tenants demand and most of them saw an increase in demand for cooling in general - especially in shops where the lighting causes excess heat and warmer indoor climate that needs to be cooled down to be comfortable. The interviewees all highlighted the environmental aspect of DC and its user-friendliness (no needs for system maintenance) as main arguments to DC.

Most of the respondents in the real estate owner survey said that they did not use DC in their premises. The reasons vary greatly, however the most common reason for not using/choosing DC is the lack of a grid (see Table 2).

The high costs for adjustments in existing buildings in order to install DC is the second most common reason for not choosing DC. Some of the respondents mention the lock-in effect as a reason for not installing DC since they do not want to be dependent on only one supplier. This was also discussed in the interview by a customer who needed a lot of cooling and was highly dependent on cooling for their business. Their local energy company could not guarantee to live up to the cooling demands of the company (with regards to amount and timeliness), which led to that one part of the company was cooled with DC while the other part (the most sensitive one) was cooled by a local cooling system. Hence, this company used both DC and a local system (Interview REO14).

Lack of knowledge was also mentioned as a reason not to invest in DC (Table 2). When it comes to information about DC in Sweden the information is technically oriented. Customers that have an energy managers or someone dedicated to work with DC could relate to the information and understand how it should be interpreted. Small customers without this special competence struggled to find information that make sense to them. These customers have a hard time to understand the technology, assess the environmental impact the system has and must therefore trust that the supplier gives them the right information. In Sweden it is difficult to find objective information, i.e. information diffused by someone not producing or distributing DC. We quite quickly noticed that it was difficult to even find informants for our study that were able to answer to our questions. Many simply answer that they did not know anything about DC or only had a vague idea of what it is. Even the question if they had access to DC was difficult:

"I don't know exactly but I think there is good availability of DC". (REO9)

Compared to DH, the knowledge of DC is much lower and less widely spread. Big umbrella organisations such as the Swedish Trade Federation had no one working with cooling (or energy), the Swedish Association of Public Housing Companies said that this was not an issue on their agenda and the Property Owner Association thought it was an interesting issue for the future, but that DC was not a current issue for them. During the interviews the real estate owners also said that they think that the energy companies could be better in informing and marketing the DC. One real estate owner pointed out that in order to attract more users of DC the energy companies needed:

"... take contact themselves to promote DC towards different actors and thus contribute to an increased demand for DC." (Interview REO11)

One of the representatives from the energy companies was also self-critical and said that DC was not marketed good enough so the customers simply did not know that DC existed (Interview EC4).

Split incentives as a barrier occur when an adopter of an investment is not the party that pays the bill. In our material this barrier becomes related to information. The real estate owners said that their tenants do not demand DC, but on the other hand no one inform the tenants that DC is an option. The tenants on the other hand were not always aware of whether they had DC or not in the premises:

"Is it district heating in [to the building] then it is district heating. Is it district cooling in, then it is district cooling we use /../ we must use what is installed" (T1)

Those who have invested in DC motivated that with that the investment cost for DC is reasonable. In contradiction to that, several of the respondents that do not have DC argue that the investment cost is a barrier and that the operation of DC is expensive, see table 2.

Both the factors Split Incentives and Hidden costs could be turned into enablers if business models were taken into account. Previous research on expansion of DH techniques shows that organisational aspects such as business models are an important issue for enabling expansion [25]. The knowledge of the importance of business models for developing the market of DC is so far limited, however it is reasonable to believe that similar aspects are important also for DC. This could also be indicated from the online survey and the interviews in this study. Therefore, to expand the use of DC it could be important to understand the underlying
economic mechanisms in order to be able to develop an attractive offer to potential customers. In this paper, we look upon business models as organisational and strategy-oriented tools (as discussed by [26]), where the business model could be seen as a strategic management tool and where the market competition is a driver to further the organisational performance.

The energy companies meant that low electricity prices are regarded as a barrier and in relation to that bounded rationality was mentioned as a problem. Furthermore, they thought that the customers did not really compare the different alternatives that exist on the market. The energy companies experienced that the customer has no knowledge about e.g. how much electricity their existing cooling equipment use, which makes it difficult for the suppliers to convince the customers that DC was a good deal. The customer only see how expensive the DC is, but have nothing to compare that with. (Interview EO1; E1). The customers that in the end chose DC are the ones that are capable of comparing the running cost, because they often experience that DC will be cheaper in the long run (Interview E3).

Hidden costs are not mentioned by the customers, but the energy companies told us that these costs are high. It takes time to come to a closure with a customer and as mentioned above it can take years to negotiate a contract.

### Table 3. Survey responses on what would make district cooling more attractive (note that it was possible to give more than one answer to this question).

<table>
<thead>
<tr>
<th>What would make district cooling more attractive</th>
<th>No of answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower price</td>
<td>16</td>
</tr>
<tr>
<td>Access to grid</td>
<td>13</td>
</tr>
<tr>
<td>Develop working business model</td>
<td>5</td>
</tr>
<tr>
<td>Tenants’ demand</td>
<td>7</td>
</tr>
<tr>
<td>More environmentally friendly</td>
<td>3</td>
</tr>
<tr>
<td>More competitive compared to its alternatives</td>
<td>2</td>
</tr>
<tr>
<td>Lower installation costs</td>
<td>2</td>
</tr>
<tr>
<td>If there was more information/knowledge of district cooling</td>
<td>2</td>
</tr>
<tr>
<td>Warmer summers</td>
<td>1</td>
</tr>
<tr>
<td>If it was easier to install</td>
<td>1</td>
</tr>
</tbody>
</table>

| TOTAL NUMBER OF ANSWERS | 52 |

Limited access to capital is also a barrier mentioned rather by the energy companies than the customers. In Sweden DC is such a small part of an energy company’s total business, so it is difficult to have DC prioritized by the company management.

When reflecting on what would make district cooling more attractive, the main reason given by the online survey respondents was related to economy and to increased access to DC grids (see Table 3). This, followed by tenants’ demand and more knowledge of the environmental performance of DC and district cooling as such, seems to be enablers for real estate owners to install this technology in their premises.

Several interviewees mentioned the price issue and that DC would be more attractive if it was cheaper, both regarding installation costs and operation. Furthermore, several stressed the challenge in developing a reasonable pricing model and business model in which the costs are paid by those that use the DC. The pricing of DC is often individually set by the energy companies (different prices for different customers), which causes some doubts among customers. And also that they simply could not assess the value of DC:

“I have no idea about the economy, because I don’t know the price on DC” (REO8)

Three of our studied energy companies were municipally owned energy companies and they emphasised that their local anchorage and the fact that they are locally known and trusted are important reasons when the customers choose DC. All companies otherwise highlighted values such as good comfort, reliability, simplicity and that the equipment doesn’t need any space as important factors contributing to the choice of DC.

**CONCLUSIONS**

DC in Sweden is an emergent but still quite immature market. It is a market that has been developed solely by market actors, which stands in sharp contrast to how earlier grid based large technical systems have been developed in Sweden. Earlier systems have been developed in collaboration with public and private actors. The municipalities that we have talked to have no aversion to DC, but it is simply not an issue on their agenda. But when discussing it they meant that DC might have an important role to play in the future, not least to reach ambitious climate targets decided on in many of the Swedish municipalities. An increased collaboration between energy companies, real estate
owners and municipalities could be a future enabler for an expansion of the system. Furthermore, a more co-ordinated approach, as was seen in the Swedish DH expansion, where the national government issued grants and where municipalities and energy companies collaborated in a co-ordinated manner, would probably enhance the expansion of DC grids in Swedish municipalities.

The Swedish District Heating Association means that DC systems have potential to increase, at least to the double in a few years. There are however barriers that need to be overcome. Information is an obvious and perhaps the most important barrier for expansion of DC, but that also can be turned to an important enabler for expansion. If an expansion of DC is desirable it would most likely need to be preceded by a big promoting campaign, where general values with DC is highlighted, such as comfort and convenience. That is probably hard to manage by a single company but their umbrella organisation, the Swedish District Heating Association, or a campaign in collaboration with a number of energy companies and municipalities could be options.

The present DC market seems to be a market for large real estate owners who have many similarities with early adopters, i.e. they are rather interested in the technology as such and do not hesitate when discussing how the system is operated. The energy companies on their hand seem quite satisfied with targeting customers with deep knowledge about the technology and has not really adapted their information to a broader audience.

In our interviews we have also experienced that it is difficult to talk about DC because this is a technology that is unknown for many real estate owners and their tenants.

Noticeable is also that the arguments for and against DC are the same. The price is used to motivate both the investment in DC and the rejection of DC. But as mentioned above, it is not that easy to compare the prices, because many companies do not have fixed price lists but negotiate price with each customer.

Related to the pricing issue, there is a need to develop functional business models that could work as “market devices” (as defined by [27]) in order to make the DC attractive to real estate owners and tenants, as well as energy companies. This would enhance the innovation process through brokerage between different actors. From a sustainability perspective, this is important since new ways of competition and collaboration might be needed in order to market sustainability solutions. This would be an interesting field for future research. Furthermore, it would also be interesting to dig deeper into the role for eco-labeling of DC and if this could be a way forward for DC in Sweden.

ACKNOWLEDGEMENT
This project is funded by the Swedish District Association and the Swedish Energy Agency.

REFERENCES


THE DEMAND FUNCTION FOR RESIDENTIAL HEAT THROUGH A DISTRICT HEATING SYSTEM AND ITS CONSUMPTION BENEFITS IN KOREA

S.-Y. Lim¹, S.-H. Yoo¹

¹ Department of Energy Policy, Graduate School of Energy & Environment, Seoul National University of Science & Technology, 232 Gongreung-Ro, Nowon-Gu, Seoul, 01811, Republic of Korea

Keywords: Residential heat, District heating, Consumption benefit

ABSTRACT

The demand for residential heat (RH) through a district heating system (DHS) has been and will be expanded in Korea due to its better performance in energy efficiency and the abatement of greenhouse gas emissions than decentralized boilers. The purposes of this paper are two-fold. The first is to obtain the demand function for DHS-based RH in Korea and investigate the price and income elasticities of the demand employing the quarterly data covering the period 1988–2013. The short-run price and income elasticities are estimated as -0.700 and 0.918, respectively. Moreover, the long-run elasticities are -1.253 and 1.642, respectively. The second purpose is to measure the consumption benefits of DHS-based RH employing the economic theory that they are the sum of the actual payment and consumer surplus for the consumption. Considering that the average price and estimated consumer surplus of the DHS-based RH use in 2013 are computed to be KRW 87,870 (USD 84.1) and KRW 62,764 (USD 60.1) per Gcal, the consumption benefits of the DHS-based RH are calculated to be KRW 150,634 (USD 144.2) per Gcal. This information can be beneficially utilized to conduct an economic feasibility study for a new DHS project related to RH supply.

INTRODUCTION

The district heating system (DHS) is considered to be best for the supply of residential heat (RH), a vital part of a human being’s life, in urban areas with high population density [1]. Plants for the DHS can give us better performance in energy efficiency than decentralized boilers and an abatement of air pollutant emissions [2]. Moreover, the DHS is a more effective measure for mitigating greenhouse gas emissions than the individual heating system, contributing greatly to the enhancement of public convenience and energy saving (e.g., [3-5]).

The Korean government established a public utility, the Korea District Heating Corporation (KDHC), in 1985 in order to expand the DHS nationwide, focusing on new satellite cities in the Metropolitan areas. Recently, private DHS suppliers have emerged in the market. In 2013, 10,895,352 giga calorie (Gcal) was supplied to 1,248,846 households by the KDHC whose share in the DHS market was about 59%. The DHS has been provided for existing apartments, replacing individual heating systems, and newly planned cities are constructing new plants.

Korean residents prefer the DHS to individual heating systems according to three aspects. First, the rate of the former is lower than that of the latter. Second, the former does not demand an individual boiler. Finally, the overall price of houses in DHS areas is higher than that in individual heating system areas with other things being equal. Thus, the supply of RH through DHS will be expanded in Korea to meet residents’ increasing demand for RH. For example, according to the mid- and long-term financial plan of the KDHC, the amount of RH supplied by the KDHC will be doubled in 2024 compared with that in 2010.

In order to complete the tasks, the KDHC is constructing and planning to construct several DHS facilities. Because the KDHC is a public utility, whether to build a new DHS facility should be decided in the context of an economic feasibility analysis, namely a cost-benefit analysis. To this end, uncovering the costs and benefits ensuing from the DHS construction is required. Information on the costs can be more easily obtained than that on the benefits. However, so far as the authors know, the consumption benefits of the RH have rarely been estimated in the literature, leading researchers to be asked to supply usable and quantitative information on them for policymakers. Therefore, our study attempts to value the consumption benefits of the RH in Korea. The economic theory implies that the economic benefit of the RH consumed is the sum of consumer surplus (CS) and actual payment and for the consumption [6]. The computation of CS for RH consumption is quite a complicated work. This study will use an estimate of CS proposed by Alexander et al. (2000), which will be explained in detail in the next section [7]. In calculating the estimate, we need information on the price elasticity of RH demand that can be derived from the demand function for RH.

Thus, the purposes of the paper are two-fold. The first is to obtain the demand function for DHS-based RH in
Korea and find the price and income elasticities of the demand. The second purpose is to measure the consumption benefits of DHS-based-RH using the estimated price elasticity of the RH demand. The remainder of the paper is structured as follows. The methodology adopted here and the data used are explained in Section 2. The results and discussion are reported in Section 3. The paper is concluded in the final section.

METHODOLOGY AND DATA

Consumption Benefits of RH

A rational consumer maximizes his/her utility under income or budget constraints. The demand for a good or service is derived as a solution to the utility maximization problem when the market exists and the price is exogenously given. It is natural that if the price changes the demand should also change. Thus, we can define the demand function where the price is an independent variable and the demand is a dependent variable. The demand function is assumed to be smooth and continuous. Given that there exists the demand function and we can obtain it, microeconomic theory shows that we can utilize the demand function to assess the economic benefits of the RH consumption (e.g., [8-9]).

The inverse demand function or demand curve means the marginal benefit function or marginal willingness to pay (WTP) function [10]. The height of the demand curve indicates a consumer's benefit or WTP to get one unit of the goods in question. Thus, the area below the demand curve implies a consumer's total benefit from or WTP for the consumption of a specified quantity of goods. The CS is defined as the gap between a consumer's maximum WTP and the actual price, as shown in Figure 1. In other words, the economic benefits of the RH consumed are the sum of the CS and actual consumer expenditure.

When one unit of RH is consumed at a price, the economic benefit of RH use can be computed by dividing the sum of the CS and actual consumer expenditure by the amount of RH consumed. It is quite difficult to measure the CS for RH use, while the consumer expenditure is easily obtainable information. This is because the consumer’s choke price, defined as the price at which demand is zero, should be computed to estimate the CS. However, this computation is almost impossible to implement in the real world because of the insufficiency of available data. Thus, usually, the choke price has been assumed using a proxy, which may significantly reduce the reliability of measured CS. Accordingly, an alternative to estimating the CS is needed.

Figure 1. Demand curve and consumer surplus

Estimation of CS

Interestingly, Alexander et al. (2000) suggested a simple formula for CS that is based on only two values: the revenue from a commodity sale and the price elasticity of demand for the commodity [7]. Let $P$, $X$, and $T$ be the price for RH, the demand for RH, and a vector of other variables that may affect the demand, respectively. A continuous and differentiable inverse demand function can be formulated as $P = P(X, T)$. If we assume that the levels of price and demand for RH are $P_0$ and $X_0$, respectively, and omit $T$ for brevity, then the first-order Taylor’s expansion produces:

$$P(X) = P(X_0) + P'(X - X_0) + O(X) \quad (1)$$

Integration of this function from 0 to $X_0$ and subtraction of the consumer's actual payment, $P_0X_0$, yields the CS (CS) as:

$$CS = \int_0^{X_0} P(X)dX - P_0X_0$$

$$= -\frac{P_0X_0}{2\lambda} + \int_0^{X_0} O(X)dX \quad (2)$$

where $\lambda$ is the price elasticity of demand when the price is $P_0$. When the second term in the last equality of (2) is sufficiently small, the first term in that is an approximation of the CS. For example, if the demand function has a linear form, the CS is exactly $-\frac{P_0X_0}{2\lambda}$. Thus, the approximation of consumption benefits can be derived as:

$$P_0X_0 + CS \approx P_0X_0 - \frac{P_0X_0}{2\lambda} = P_0X_0 \left[ 1 - \frac{1}{2\lambda} \right] \quad (3)$$

In applying Eq. (3) and assessing the consumption benefit, we require the information on $\lambda$, which can be obtainable from the demand function for RH. Thus, we need to estimate the demand function for RH.
Estimation of the Demand Function for RH

There are only a few studies that deal with the heat demand function. For example, Chrámčov and Balát (2008) applied the Box-Jenkins model to analyzing the heat demand function [11]. Wojdyga (2008) investigated how weather conditions make an effect on the demand for heat from DHS [12]. To the best of our knowledge, there is no work examining the demand function for RH and price and income elasticities of the demand. Thus, the message of our study is useful.

The Cobb-Douglas or double-logarithmic form is the most widely used in the literature to estimate the demand function [13-14]. The functional form is as follows:

$$\ln X_t = \beta_0 + \beta_1 \ln P_t + \beta_2 \ln Y_t + \beta_3 \ln N_t$$  \hspace{1cm} (4)

where the subscript $t$ indicates time; $X_t$ is the demand for RH; $P_t$ is the real price of RH; $Y_t$ is the real income; $N_t$ is the number of consumers; and $\beta$'s are the parameters to be estimated.

It is well-known that the demand for RH has a property of seasonality. In other words, the demand is high during winter and low during summer. Thus, the property should be reflected in formulating the form of the demand function. Let $S_{1t}$, $S_{2t}$, and $S_{3t}$ be dummy variables for the first, second, and third quarters, respectively. Adding the quarterly dummy variables and a stochastic error term $u_t$ to Eq. (4) produces the econometric specification:

$$\ln X_t = \beta_0 + \beta_1 \ln P_t + \beta_2 \ln Y_t + \beta_3 \ln N_t + \beta_4 \ln S_{1t} + \beta_5 \ln S_{2t} + \beta_6 \ln S_{3t} + u_t$$  \hspace{1cm} (5)

The estimation results of Eq. (5) may suffer from the existence of a serial correlation. Our data is such a case, as will be explained below. In this case, we can apply a lagged dependent variable (LDV) model that contains LDV as an explanatory variable. The LDV model has an advantage of being able to investigate price and income elasticities in the long-run as well as in the short-run. Our LDV model is:

$$\ln X_t = \beta_0 + \beta_1 \ln P_t + \beta_2 \ln Y_t + \beta_3 \ln N_t + \beta_4 \ln S_{1t} + \beta_5 \ln S_{2t} + \beta_6 \ln S_{3t} + \beta_7 \ln X_{t-1} + u_t$$  \hspace{1cm} (6)

where $X_{t-1}$ is a lagged variable of $X_t$. In Eq. (6), the short-run price and income elasticities of the demand are $\beta_1$ and $\beta_2$, respectively. Furthermore, the long-run price and income elasticities can be derived as $\beta_1/(1-\beta_7)$ and $\beta_2/(1-\beta_7)$, respectively.

Data

The quarterly data employed in this study covers the period 1988–2013. The supply of DHS-based RH in Korea was initiated in November 1987 by the KDHC. This made us choose the starting period for our analysis as the 1st quarter of 1988. In Korea, the Bank of Korea (BOK) officially announces the estimated gross domestic product (GDP) [15]. Recently, the BOK changed the method of computing GDP. At the time of our analysis, the old series of GDP are available for the period 1970–2013, while the new series of GDP are available just for 2010–2015. That is, the GDP series over 1970–2013 are not comparable with those over 2014–2015. Thus, we use only the data during the period 1970–2013, excluding those of 2014–2015.

The RH demand is expressed in terms of Gcal and comes from the KDHC. The prices of RH are obtained by dividing the RH sales by the RH demand and then converting nominal prices into real prices using the consumer price index published by Statistics Korea (2015) [16]. Thus, the prices of RH are interpreted as real average price measured in Korean won per Gcal. The nominal GDP series is converted to the real GDP series, which is assessed in billions of constant 2010 Korean won. The real income variables are calculated by dividing the real GDP by the number of households, which is obtained from Statistic Korea.

RESULTS AND DISCUSSION

Estimation Results of The RH Demand Function

As mentioned earlier, Eq. (5) does include seasonal quarterly dummy variables, but Eq. (4) does not. Table 1 contains the estimation results for Eqs. (4) and (5). The signs for all the coefficient estimates coincide with our prior expectations. For instance, the signs for the coefficient of price variable should be negative, while those of the income variable should be positive. We can perform a specification test of Eq. (4) versus Eq. (5). For this purpose, we apply the $F$-test for the null hypothesis of $\beta_1 = \beta_2 = \beta_3 = 0$; in other words, Eq. (4) is not mis-specified. The $F$-statistic follows the $F$-distribution with degrees of freedom 3 and 97 under the null hypothesis. The statistic is computed to be 325.35. Given that $F_{0.01}(3,97) = 2.70$, the null hypothesis can be rejected at the 1% level. Thus, our strategy of using quarterly dummy variables is appropriate for the analysis of the data.

However, considering that the Durbin-Watson statistic implies that there exists a first-order serial correlation in the model and Eq. (5) may be inappropriate for our data. Therefore, we try to apply a LDV model to overcoming the problem of the existence of the first-order serial correlation. It happens that when using the LDV model we can identify not only short-run elasticities but also long-run ones. Table 2 shows the estimation results of the LDV model for the RH demand function. All the coefficient estimates except for the constant term are statistically meaningful at the 1% level, while the coefficient estimate for the constant term are statistically meaningful at the 1% level.
term is so at the 5% level. Moreover, judging from the $F$-statistic, the null hypothesis that all the parameters are zero can be rejected at the 1% level. This means that the estimated RH demand function is statistically meaningful.

Once again, the existence of the first-order serial correlation in the model should be examined. The Durbin-Watson statistic is no longer valid for the LDV model, and Durbin’s $h$ statistic can be employed in such a case [17]. The $p$-value for the Durbin’s $h$ statistic is calculated to be 0.722 under the null hypothesis that there is no first-order serial correlation. Thus, the null hypothesis cannot be rejected, and the LDV model does not suffer from the existence of the first-order serial correlation. We can proceed to the computation of the elasticities using the estimation results of the LDV model.

Table 1. Estimation results of residential heat demand functions

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient estimates for Eq. (4)*</th>
<th>Coefficient estimates for Eq. (5)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>2.822 (0.59)</td>
<td>1.524 (1.02)</td>
</tr>
<tr>
<td>Log of price</td>
<td>-3.412 (-10.95)*</td>
<td>-0.827 (-6.17)*</td>
</tr>
<tr>
<td>Log of income</td>
<td>4.548 (5.53)*</td>
<td>1.263 (4.46)*</td>
</tr>
<tr>
<td>Log of number of consumers</td>
<td>0.451 (3.03)*</td>
<td>0.774 (16.22)*</td>
</tr>
<tr>
<td>Dummy for 1st quarter</td>
<td>0.311 (5.93)*</td>
<td></td>
</tr>
<tr>
<td>Dummy for 2nd quarter</td>
<td>-0.806 (-15.10)*</td>
<td></td>
</tr>
<tr>
<td>Dummy for 3rd quarter</td>
<td>-1.640 (-23.76)*</td>
<td></td>
</tr>
<tr>
<td>Durbin-Watson statistic b</td>
<td>1.364*</td>
<td>0.971*</td>
</tr>
<tr>
<td>$F$-statistic c</td>
<td>135.39*</td>
<td>889.07*</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.797</td>
<td>0.981</td>
</tr>
<tr>
<td>Number of observations</td>
<td>104</td>
<td>104</td>
</tr>
</tbody>
</table>

Notes: * For the meaning of Eqs. (4) and (5), see the text. b The null hypothesis is that there is no first-order serial correlation. c The null hypothesis is that all the parameters are jointly zero. The dependent variable is the log of demand. The numbers in parentheses beside the coefficient estimates are $t$-values, computed from the analytic second derivatives of the log-likelihood. * indicates statistical significance at the 1% level.

Table 2. Estimation results of lagged dependent variable model for residential heat demand function

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>2.524 (2.04)</td>
</tr>
<tr>
<td>Log of price</td>
<td>-0.700 (-5.91)*</td>
</tr>
<tr>
<td>Log of income</td>
<td>0.918 (3.74)*</td>
</tr>
<tr>
<td>Log of number of consumers</td>
<td>0.416 (6.41)*</td>
</tr>
<tr>
<td>Dummy for 1st quarter</td>
<td>-0.498 (-4.00)*</td>
</tr>
<tr>
<td>Dummy for 2nd quarter</td>
<td>-1.798 (-11.88)*</td>
</tr>
<tr>
<td>Dummy for 3rd quarter</td>
<td>-2.144 (-22.53)*</td>
</tr>
<tr>
<td>Log of lagged demand</td>
<td>0.441 (6.87)*</td>
</tr>
<tr>
<td>Durbin’s $h$ statistic</td>
<td>-0.356</td>
</tr>
<tr>
<td>$F$-statistic</td>
<td>1,121.54*</td>
</tr>
<tr>
<td>$R$-squared</td>
<td>0.988</td>
</tr>
<tr>
<td>Number of observations</td>
<td>103</td>
</tr>
</tbody>
</table>

Notes: * The null hypothesis is that there is no first-order serial correlation. b The null hypothesis is that all the parameters are jointly zero. The dependent variable is the log of demand. The numbers in parentheses beside the coefficient estimates are $t$-values, computed from the analytic second derivatives of the log-likelihood. * indicates statistical significance at the 1% level.

Table 3. Estimation Results of Price and Income Elasticities

<table>
<thead>
<tr>
<th>Classification</th>
<th>Short-run</th>
<th>Long-run</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price elasticities</td>
<td>-0.700 (-5.91)*</td>
<td>-1.253 (-5.44)*</td>
</tr>
<tr>
<td>Income elasticities</td>
<td>0.918 (3.74)*</td>
<td>1.642 (3.78)*</td>
</tr>
</tbody>
</table>

Notes: The numbers in parentheses beside the elasticity estimates are $t$-values. * indicates statistical significance at the 1% level.

Estimation Results of Price and Income Elasticities

Table 3 contains the results from estimating the elasticities of the RH demand. The $t$-values as well as the point estimates of short- and long-run elasticities are reported in the table. The $t$-values for short-run elasticities are calculated by the use of the analytic second derivatives of the log-likelihood, while those for long-run elasticities by the use of delta method. The estimates for four elasticities are all statistically significant at the 1% level.

The signs for price elasticities are negative, which implies that the law of demand applies for RH in Korea. The demand for RH is inelastic with respect to price change in the short-run. However, it is elastic with regard to price change in the long-run. This indicates...
that a pricing policy for demand-side management may not be effective in the short-run. That is, RH has a property of being a necessity for humans’ well-being. However, the pricing policy of raising the price to reduce the demand or lowering the price to expand the demand will be effective in the long-run.

The finding of income elasticity having a plus sign implies that the RH is normal goods. In other words, RH demand increases as income grows. Similar to price change, demand for RH is inelastic with respect to income change in the short-run and elastic with regard to income change in the long-run. The fuel used for production of RH, the supply of which is made in large cities with a high population density, is regulated to liquefied natural gas (LNG), a cleaner energy source. Most of the LNG consumed in Korea is imported from abroad, which makes a negative effect on the trade balance and imposes an economic burden on the national economy. Thus, it is necessary to encourage a more efficient use of RH to cope with the increasing demand for RH following economic growth.

Estimation Results of Consumption Benefits

Using Eq. (3) and a point estimate of short-run price elasticity presented in Table 3, we estimate the consumption benefits of RH in Korea for the period 2013. The results are shown in Table 4.

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales of RH (Million KRW)</td>
<td>1,071,555 (USD 1,025 million)</td>
</tr>
<tr>
<td>Amount of RH sold (Gcal)</td>
<td>12,194,782</td>
</tr>
<tr>
<td>Average price of RH (KRW per Gcal)</td>
<td>87,870 (USD 84)</td>
</tr>
<tr>
<td>Price elasticity of RH</td>
<td>-0.700</td>
</tr>
<tr>
<td>Economic benefit of RH (Million KRW)</td>
<td>1,836,951 (USD 1758 million)</td>
</tr>
<tr>
<td>Unit economic benefit of RH (KRW per Gcal)</td>
<td>150,634 (USD 144)</td>
</tr>
<tr>
<td>Ratio of economic benefit to price</td>
<td>1.71</td>
</tr>
</tbody>
</table>

Note: At the time of late 2013, USD 1.0 was approximately equal to 1,045 Korean won.

As explained above, the CS corresponds to the actual payment subtracted from the value of the area below the demand curve. To compute the consumption benefits of RH, we need to add the estimated CS to the total expenditure for RH consumption. The CS for RH consumption in 2013 is computed to be KRW 765.4 billion (USD 732.4 million). This value corresponds to KRW 62,764 (USD 60.1) per Gcal. The total expenditure for RH consumption in 2013 was KRW 1,071.6 billion (USD 1,025.4 million). Thus, the consumption benefit for RH in 2013 is calculated to be KRW 1,837.0 billion (USD 1,757.8 million). This value amounts to KRW 150,634 (USD 144.1) per Gcal in 2013. This indicates that the consumption benefits of RH significantly outweigh the RH price.

Discussion

It appears that the measurement of RH consumption benefits has not been an important research topic in most countries because the price of RH fully reflects the cost involved in the production of RH as determined by the market. However, in Korea, the price of RH supplied by the KDHC is not led by market forces but rather is strongly regulated by the government to minimize the impact of change in it on the general price level of the national economy. The government can maintain low RH rates because the KDHC is a government-owned public utility. Consequently, uncovering the economic benefit of RH use is meaningful work in Korea.

The results show that the CS for RH consumption in 2013 is calculated to be KRW 62,764 (USD 60.1) per Gcal. Given that the average price of RH was KRW 87,870 (USD 84.1) per Gcal in 2013, the economic benefits that ensue from RH consumption are computed to be KRW 150,634 (USD 144.1) per Gcal. We can incorporate the value into the economic benefits of a DHS facility construction project and compare it with the economic costs of the project to decide whether the project is economically desirable. If we build a new DHS that can supply 1,000 Gcal of RH per day, we can easily compute the economic benefits as about KRW 150.6 million per day using the results. Thus, information on the consumption benefits of RH is essential for making investment decisions about whether to implement the project [18].

The information is also useful for non-structural policy options concerning RH management. If we have the information for each consumer sector, we can apply it to determine which sector should be preferentially supplied with RH during shortages. We can also consider the policy that limited RH is provided for sectors whose consumption benefits are relatively large.
CONCLUSION

The DHS is widely accepted as an excellent alternative for the supply of RH in urban areas with high population density, enhancing public convenience and energy saving. Moreover, the DHS is a more effective measure to mitigate greenhouse gases and air pollutant emissions than an individual heating system. The distribution of the DHS has been and will be rapidly expanded owing to the governmental policy to increase it, residents’ preferences for it over individual heating systems, and active investments of the KDHC, a public enterprise in Korea. For example, the Korean government and the KDHC are planning to develop a new DHS project for gathering unused and/or discarded heat from thermal power plants and steel-making companies and distributing it to residents in the metropolitan areas that need RH. Therefore, policymakers demand information on the economic benefits of the DHS for decision-making about whether to implement the DHS project.

However, the consumption benefits of the RH have rarely been estimated in the literature, which asks researchers to supply usable and quantitative information on these benefits for policymakers to decide whether to build a new DHS for providing RH. Following the tenets of microeconomic theory, the economic benefit of RH use from the DHS is the sum of the actual expenditure for RH consumption and the CS for the use. In particular, as the Korean government has regulated the unit price of current RH from the DHS under the cost of production, the price does not reflect the resource cost involved in the supply of RH from the DHS. The benefit can be underestimated if the price is used to assess it. Therefore, in order to obtain information on the consumption benefits of RH from the DHS, one would need to measure the CS for RH use since its price is well-known information.

Our study estimated the demand function for RH using the LDV model and the quarterly data covering 1988–2013 to obtain information on the price and income elasticities of the RH demand. Furthermore, we assessed the consumption benefits of RH employing an estimate of CS computed from the estimated price elasticity. All the parameter estimates in the demand function secured statistical significance at the 5% level. The CS arising from DHS-based RH consumption in 2013 was calculated to be KRW 62,764 (USD 60.1) per Gcal. The price for RH from DHS per Gcal that can be interpreted as consumer expenditure is KRW 87,870 (USD 84.1) per Gcal in 2013. Therefore, the consumption benefits of RH from the DHS were calculated to be KRW 150.6 million (= KRW 150,634 per Gcal × 1,000 Gcal). The present value of the consumption benefits is KRW 1.97 billion. The benefit and cost ratio is computed to be 1.97, which is greater than 1.0. Thus, we can conclude that the new DHS project is socially profitable and should be immediately implemented. If the ratio is smaller than 1.0, the project should not be conducted.
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ABSTRACT

This study attempts to analyze the public preference for natural gas (NG)-based combined heat and power (CHP) plants, which can be installed near electricity-consuming areas and do not require large-scale and long-distance power transmission facilities (PTFs), in the perspective of decentralized generation. More specifically, this paper assesses the public's additional willingness to pay (WTP) for substituting consumption of a unit of electricity generated from nuclear power plant, currently a dominant power generation source in Korea, with that produced from NG-based CHP plant in terms of decentralized generation using the contingent valuation (CV) method. To this end, a CV survey of 1,000 households was implemented. The results show that the mean additional WTP for substituting nuclear power plant by NG-based CHP plant is estimated to be KRW 55.3 (USD 0.047) per kWh of electricity, which is statistically significant at the 1% level. This value amounts to 44.2% of the average price for electricity, KRW 125.14 (USD 0.107) in 2014, which implies that the public are ready to shoulder a significant financial burden to avoid the social conflicts caused by PTFs construction. Moreover, the value can be interpreted as an external cost of nuclear power generation relative to NG-based CHP generation, or as an external benefit of NG-based CHP generation relative to nuclear power generation with a view to decentralized generation.

INTRODUCTION

Nuclear power has been widely accepted to have lower costs than other generation sources such as coal and natural gas (NG) in Korea and thus the government has expanded and will expand the construction of nuclear power plant. According to 'The 7th Basic Plan for Long-term Electricity Supply and Demand (2015-2029)' published by the Korean government in 2015 [1], an additional thirteen nuclear power plants are planned to be constructed. Nuclear power is presently a base-loaded and dominant power generation source in Korea. All the nuclear power plants in Korea are located around coastal areas in order to acquire sea water for cooling and are quite remote from the Metropolitan area for safety. Consequently, the nuclear power plants inevitably require large-scale and long-distance power transmission facilities (PTFs) since they are located far from the consumers.

Some believe that there may be health hazards emitted from these facilities for those living close to them. Moreover, PTFs are a blot on the landscape. The rights-of-way for high voltage lines often run through high-value land and reduce the property values there [2]. In summary, the significant externalities of PTFs include electric and magnetic fields (EMFs), visual disamenity, and land use [3]. Whether or not the possible damage from PTFs is backed by scientific evidence, the construction of new high-voltage transmission lines is occasionally confronted by public opposition or political resistance. This usually causes a substantial amount of social costs.

The social costs caused by large-scale and long-distance PTFs are as follows. First, there is the construction cost; second, there are transmission losses due to the long-distance power transmission [4]; third, a transmission congestion cost from the transmission bottleneck effect is incurred as a result of the largest amount of electricity being consumed in the Metropolitan area [5]. Lastly, there is damage in the form of visual disamenity, depreciation of land prices and prohibition on land usage, and damage to the health of local citizens caused by large-scale and long-distance PTFs [3]. For example, Ju et al. [3] derived quantitative information on the cost of damage caused by overhead power transmission lines in Korea by applying a choice experiment technique that investigated public preferences for the above-mentioned damage. In addition, Navrud et al. [6], Giaccaria et al. [7], and McNair et al. [8] examined the external costs of PTFs by implementing various non-market valuation methods. Some related studies are also found in the literature [e.g., see 2, 9–13].

Recently, a number of social conflicts related to PTFs construction, which rarely arose in the past, have taken place in Korea. A representative conflict arose in Milyang, which is located between the Metropolitan area and Singori nuclear power plants. 765 kV power transmission lines and 69 transmission towers are scheduled to be constructed in Milyang to transmit
electricity generated at the Singori nuclear power plants to the Metropolitan area. The opposition has continued since the government first officially announced and approved the construction in 2008. One resident burned himself to death and another resident poisoned herself to death with the intention of objecting to the construction. Some Milyang residents took over the construction sites in protest. Unfortunately, these conflicts were not peacefully resolved. The government exercised its power to stop the opposition in 2014 through police action. Thus, externally, at least, the conflict seems to be resolved.

However, the anxiety of the Milyang residents is not yet healed and similar opposition is likely to arise in other areas. In the past, we suffered from an insufficient supply of power, as a result of insufficient power plants. The ceaseless public and private investment in power plant construction has successfully removed the problem of insufficient power supply. We are now confronted instead with the new and serious problem of social conflict related to the construction of large-scale and long-distance PTFs. As the social cost regarding PTFs has become a more significant issue, there has recently been more interest than previously in expanding decentralized generation which does not incur any social cost.

In order to deal with the problem, the Korean government planned to increase the proportion of decentralized generation from 9.6% in 2013 to 13.9% in 2029. In particular, decentralized generation sources such as NG-based combined heat and power (CHP) plant can be installed near to electricity-consuming areas and do not require large-scale and long-distance PTFs. Thus, the opposition can be eliminated by operating decentralized generation such as NG-based CHP generation. The government will increase the ratio of CHP generation from 3.1% in 2013 to 4.6% in 2029. This means augmenting the amount of electricity produced by CHP from 16,751 GWh in 2013 to 34,175 GWh in 2029 [1].

Obviously, the public preference for decentralized generation to avoid the damage caused by PTFs can be utilized as a proper and important reference for further discussion of the expansion of decentralized generation and decisions on the establishment of PTFs and power generation. The public preference can be investigated through their additional willingness to pay (WTP) for NG-based CHP over nuclear power. Moreover, the WTP can be taken as indicative of an external cost of nuclear power generation relative to NG-based CHP generation or an external benefit of NG-based CHP generation relative to nuclear power generation with a view to decentralized generation.
The goods to be valued

The Korean government has a very clear long-term plan for decentralized generation. At present, there are national energy master plans for the expansion of NG-based CHP. The government declared its plans to expand the NG-based CHP plants as a representative decentralized generation source from 2013 to 2035. Accordingly, “The 8th Basic Plan for Long-term Electricity Supply and Demand”, an official national plan expected to be published in 2017, seems to include the construction of additional NG-based CHPs.

The goods to be valued in this study is the power generation source switch from nuclear power to NG-based CHP in the perspective of decentralized generation in order to avoid damage caused by PTFs. NG-based CHP plant does not require PTFs, which are inevitably required in consuming the electricity generated from nuclear power. Therefore, any damage arising from PTFs can be eliminated by NG-based CHP plants since they are constructed near to electricity-consuming areas on a small scale. These points have been explicitly conveyed to the respondents in the CV survey.

In designing a CV survey, the current state \( Q_0 \) and target state \( Q_1 \) should be clearly defined. In our study, \( Q_0 \) and \( Q_1 \) mean the consumption of electricity generated from nuclear power and that from NG-based CHP, respectively. The CV survey elicits a response of WTP to achieve the change from \( Q_0 \) to \( Q_1 \), the power generation source switch, from a respondent. In this regard, the WTP can be interpreted as a premium of NG-based CHP over nuclear power with a view to decentralized generation.

Survey design issues

We commissioned a professional survey firm to arrange the CV field survey. The firm drew a stratified random sample of 1,000 households from the national population to obtain information on the households’ WTP and their socio-economic characteristics. A CV survey can be conducted using face-to-face in-person, telephone, or mail interviews. The response rate to a mail survey is usually quite low, and a telephone survey can present only a limited volume of information to respondents. We wished to convey a large amount of explanatory information on the power generation source switch from nuclear power to NG-based CHP in the perspective of decentralized generation, and to provide visual cards describing the situations with and without the switch, and the expected effects of the switch in the CV survey to the respondents [18–19]. This is why we used face-to-face interviews.

We gave the interviewers sufficient information about the purposes and background of the CV survey, and instructed them how to answer the questions that might be raised by the interviewees in the CV survey. Moreover, the supervisors affiliated with the survey company trained the interviewers to implement the CV survey as persuasively and effectively as possible. In order to derive the respondents’ reliable and responsible decision-making, 20- to 65-year-old heads of households or homemakers were selected and interviewed in the CV survey. Judging from the interviewers’ comments, the respondents gave their WTP responses without great difficulty. The final number of observations to be analyzed in our study is 1,000.

The survey instrument consists of three parts. The first is an introductory section, explaining general background information on NG-based CHP and nuclear power and then asking the respondents about their perceptions of it. The scenario in which the power generation source switch to be valued would be provided to the public should be clearly explained. The second part includes questions about WTP for the switch. These questions should be presented in a context that ensures that the WTP questions are plausible, understandable, and meaningful. The final part contains questions relating to the households’ socio-economic variables.

Method of WTP elicitation

To elicit WTP responses, we employed a dichotomous choice (DC) question format reflecting the suggestion by Arrow et al. [17]. In a DC format, a respondent is asked to state whether he/she would pay a given bid to obtain a specified improvement in the quantity or quality of the goods to be valued. This DC format is usually called a single-bounded (SB) DC question format since it asks just one question. The double-bounded (DB) DC question format asks one more follow-up question to identify the WTP a higher amount when the first response is “yes” and a lower amount when “no”.

While the DB question format results in higher efficiency, we do not use this format here because it increases the bias involved in WTP responses and thus Bateman et al. [20] and Carson and Groves [21] do not favor it. The findings from the focus group’s interviews allowed us to derive a list of seven bids to be presented to respondents. The lists are KRW 10, 20, 30, 50, 70, 100 and 150 per kWh of electricity use through NG-based CHP rather than nuclear power in the context of decentralized generation. At the time of the survey, USD 1.0 was approximately equal to KRW 1170.40.
### Payment vehicle

A respondent may be embarrassed when asked directly for his/her WTP. Introducing into the survey questionnaire a medium through which the amount would be paid helps the respondent to reveal his/her true WTP. We usually call the medium the payment vehicle. Payment vehicles found in the literature include taxes, funds, donations, and expenditure. The respondents should feel at home with the payment vehicle, and the goods to be valued should have a clear connection with it. For this reason, the electricity bill, which is familiar to most respondents and definitely related to actual expenditure, is appropriate for the payment vehicle [14, 22]. Thus, we employ electricity bills as the payment vehicle in this study.

The WTP question is “Is your household willing to pay a given amount for the power generation source switch from nuclear power to NG-based CHP in the perspective of decentralized generation through an increase in electricity bills for the next ten years, supposing that the switch will certainly be guaranteed?”

Moreover, some additional statements concerning payment are provided in the survey questionnaire. For example, the respondents are told: “If a majority of respondents refuse to pay the cost involved in the power generation switch, the switch cannot be implemented. However, if a majority of respondents accept the payment, the switch can be implemented. Please bear in mind that your household’s income is constrained and that there are various expenditures in your household”.

### Modeling of WTP Responses

#### Model for dealing with zero WTP responses: spike model

Some people can have an interest in the goods to be valued, but others may be totally indifferent to or place no value on the goods. In this case, the proportion of zero WTP responses in the CV survey may be high. Researchers should pay close attention to how they deal with observations of WTP responses of zero. For this purpose, we apply a spike model suggested by Kriström [23] and Yoo and Kwak [24]. The following model is therefore theoretically based on Kriström’s [23] and Yoo and Kwak’s [24] spike model where the probability of zero WTP responses is modeled as a common method for doing this makes the covariates penetrate into α in Eq. (1). That is, α is simply changed into $\alpha + z'\delta$ where $z$ is a vector of covariates and $\delta$ is a vector of the corresponding parameters to be estimated.

#### SB DC spike model

As explained above, an SB DC model yields greater consistency than a DB DC model. This is why we use an SB DC model in this study instead of a DB DC model. We have $J$ observations to be analyzed. A bid, $B_j$, is given to the respondent $j$ for $j = 1, ..., J$. During the CV survey, bid $B_j$ is presented to respondent $j$.

The respondents are provided with $B_j$ as the bid. In this case, there are two outcomes, “yes” ($X > B_j$) and “no” ($X < B_j$), and no further bid is required. Therefore, for the two results we can introduce two binary variables, $I^Y_j$ and $I^N_j$. That is, the value of each binary variable is one if the respondent’s response corresponds with its superscript and zero otherwise. For example, $I^Y_j$ is one if the respondent $j$ reports “yes” and zero otherwise.

One can combine the SB DC model and the spike model. In order to identify zero WTP observations, we asked the respondents who gave a “no” response when the presented bid was $B_j$ an additional follow-up question that can distinguish true zero WTP from positive WTP. Thus, we can formulate one more binary variable, $I^P_j$ whose value is one if the respondent $j$’s WTP is positive and zero otherwise. The log-likelihood function of the SB DC spike model is:

$$L = \sum_{j=1}^{J} \left[ d_j^Y \ln \left[ 1 - F_X(B_j; \lambda) \right] + d_j^P \cdot I^P_j \cdot I^N_j \ln F_X(B_j; \lambda) \right] + \left( 1 - d_j^Y \right) \cdot I^N_j \ln F_X(0; \lambda).$$

Using Eq. (2), the mean of WTP can be computed as:
RESULTS AND DISCUSSION

Data

The CV survey was administered to about 1,400 randomly chosen households from the whole population of Korea during June 2015. Some observations that did not contain important information or were judged by the interviewers to be of poor quality were deleted from the final dataset to be investigated. In this way, we obtained 1,000 useable observations.

Table 1 describes the distribution of responses by bid amount. Each set of bids was allocated to a similar number of respondents, as is shown in the last column of Table 1.

A “no-no” response indicates the zero WTP response. A total of 414 households (41.4%) revealed zero WTP for the power generation source switch. This implies that the use of a spike model to deal with zero WTP responses is a suitable approach in our study. Moreover, the zero WTP response is consistent with the microeconomic theory that non-consumption can be obtained as a corner solution to a utility maximization problem under income constraint. Overall, the proportion of “yes” responses to a given bid declines as the magnitude of the bid increases. For instance, when a bid of KRW 10 per kWh was presented, 95 respondents (66.4%) accepted the additional payment, while just 36 respondents (35.3%) agreed to the additional payment of KRW 150 per kWh.

### Table 1 Distribution of responses by bid amount

<table>
<thead>
<tr>
<th>Bid amount</th>
<th>Number of responses (%)</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>yes</td>
<td>no-yes</td>
</tr>
<tr>
<td>10</td>
<td>95</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>67</td>
<td>29</td>
</tr>
<tr>
<td>30</td>
<td>50</td>
<td>24</td>
</tr>
<tr>
<td>50</td>
<td>40</td>
<td>22</td>
</tr>
<tr>
<td>70</td>
<td>33</td>
<td>41</td>
</tr>
<tr>
<td>100</td>
<td>34</td>
<td>51</td>
</tr>
<tr>
<td>150</td>
<td>36</td>
<td>54</td>
</tr>
<tr>
<td>Totals</td>
<td>355</td>
<td>231</td>
</tr>
</tbody>
</table>

Notes: a The unit is Korean won. b The numbers in parentheses indicate the percentage of the sample size.

### Table 2 Estimation results of the spike model

<table>
<thead>
<tr>
<th>Variables</th>
<th>Estimates</th>
<th>t-value</th>
<th>95% confidence interval</th>
<th>99% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.3040 (4.68)*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bid</td>
<td>-0.0155 (-18.43)*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spike</td>
<td>0.4246 (26.78)*</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Mean WTP per household per year

KRW 55.27 (USD 0.047)

95% confidence interval: KRW 49.62 to 61.85 (USD 0.042 to 0.053)

99% confidence interval: KRW 47.96 to 64.16 (USD 0.041 to 0.055)

Number of observations: 1,000

Log-likelihood: -1049.45

Wald statistic (p-value): 325.22 (0.000)

Notes: a The unit is 1,000 Korean won and USD 1.0 was approximately equal to KRW 1170.40 at the time of the survey. b The confidence intervals are calculated using the Monte Carlo simulation technique of Krinsky and Robb (1986) with 5,000 replications. c The null hypothesis is that all the parameters are jointly zero and the corresponding p-value is reported in parentheses beside the statistic. d The numbers in parentheses beside the coefficient estimates are t-values, computed from the analytic second derivatives of the log-likelihood. *# indicates statistical significance at the 1% level.
Using Eq. (3) and the values presented in the upper panel of Table 2, we can obtain an estimate of the mean additional WTP, KRW 55.3 (USD 0.047) per kWh. Its \( t \)-value is 18.03 and thus the estimate is statistically meaningful at the 1% level. In order to handle the uncertainty related to the computation of the estimate, we try to report the confidence intervals for the point estimate. For this purpose, the parametric bootstrapping method proposed by Krinsky and Robb [25] is most widely employed in the literature. We use the method with 5,000 replications to get the 95% and 99% confidence intervals, which are contained in Table 2. The 95% confidence interval is tighter than the 99% confidence interval.

The mean additional WTP for the electricity generated from NG-based CHP over nuclear power in the perspective of decentralized generation, KRW 55.3 (USD 0.047) per kWh, amounts to 44.2% of the average cost of electricity, KRW 125.14 (USD 0.107) per kWh in 2014 in Korea. It is clear from the results that the public is willing to pay a significant additional amount to achieve the power generation switch to avoid the damage from large-scale and long-distance PTFs. In other words, an external cost of nuclear power generation relative to NG-based CHP generation or an external benefit of NG-based CHP generation relative to nuclear power generation with a view to decentralized generation is meaningful.

**Estimation results of the SB DC spike model with covariates**

We seek to estimate the spike model with covariates. Some variables used for the covariates are defined in Table 3. They are related to the characteristics of the respondent or the respondent’s household.

Furthermore, the sample statistics of the covariates are also reported in Table 3. A total of six variables are contained in the model. The characteristics of the sample appear to reflect those of the population well, since we drew a random sample of Korean households with the help of the professional polling firm. The results of estimating the spike model, including the variables shown in Table 3, are described in Table 4.

In particular, the coefficient estimates for Gender, Age, Education, Income and Householder except for Family in the model are statistically significant at the 5% level. This implies that male respondents are less likely to report “yes” to a given bid than female respondents. The respondent’s age has a positive relation to the likelihood of saying “yes” to a presented bid. More educated respondents are more likely to state “yes” to a specified bid than others. The respondents with a higher income have a tendency to report “yes” to a given bid. A respondent who is a householder has higher probability of replying “yes” to a bid than others.

### Table 3 Definitions and sample statistics of the variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definitions</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>The respondent’s gender (0=female; 1=male)</td>
<td>0.49</td>
<td>0.5</td>
</tr>
<tr>
<td>Age</td>
<td>The respondent’s age in years</td>
<td>46.48</td>
<td>10.36</td>
</tr>
<tr>
<td>Family</td>
<td>The size of the respondent’s household (unit: persons)</td>
<td>3.34</td>
<td>1.02</td>
</tr>
<tr>
<td>Income</td>
<td>The household’s monthly income before tax deduction (unit: million Korean won)</td>
<td>4.84</td>
<td>3.07</td>
</tr>
<tr>
<td>Education</td>
<td>The respondent’s education level in years</td>
<td>13.79</td>
<td>2.34</td>
</tr>
<tr>
<td>Householder</td>
<td>Dummy for the respondent being a householder (0 = no; 1 = yes)</td>
<td>0.55</td>
<td>0.5</td>
</tr>
</tbody>
</table>

### Table 4 Estimation results of the spike model with covariates

<table>
<thead>
<tr>
<th>Variables</th>
<th>Estimates</th>
<th>( t )-values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-2.4165</td>
<td>-2.12*</td>
</tr>
<tr>
<td>Bid ( a )</td>
<td>-0.0160</td>
<td>-16.96**</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.4521</td>
<td>-2.17*</td>
</tr>
<tr>
<td>Age</td>
<td>0.1217</td>
<td>2.30*</td>
</tr>
<tr>
<td>Family</td>
<td>-0.0289</td>
<td>-0.43</td>
</tr>
<tr>
<td>Income</td>
<td>0.0601</td>
<td>2.39*</td>
</tr>
<tr>
<td>Education</td>
<td>0.9031</td>
<td>2.50*</td>
</tr>
<tr>
<td>Householder</td>
<td>0.4424</td>
<td>2.10*</td>
</tr>
<tr>
<td>Spike</td>
<td>0.4217</td>
<td>27.14**</td>
</tr>
<tr>
<td>Wald statistic (( p )-value) ( b )</td>
<td>273.39 (0.000)</td>
<td></td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>-1033.19</td>
<td></td>
</tr>
<tr>
<td>Number of observations</td>
<td>1,000</td>
<td></td>
</tr>
</tbody>
</table>

Notes: The variables are defined in Table 3. \( a \) The unit is 1,000 Korean won and USD 1.0 was approximately equal to KRW 1170.40 at the time of the survey. \( b \) The null hypothesis is that all the parameters are jointly zero and the corresponding \( p \)-value is reported in parentheses beside the statistic. * and ** indicate statistical significance at the 5% and 1% levels, respectively.
Discussion of the results

It appears that the measurement of an external benefit of a power generation source switch from nuclear power to NG-based CHP in the perspective of decentralized generation has not been an important research topic in most countries. However, as explained above, the expansion of decentralized generation is widely and urgently required in Korea since large-scale and long-distance PTFs of nuclear power plants cause serious social conflict and regional economic damage. Therefore, valuing the external benefit of a power generation source switch from nuclear power to NG-based CHP in the perspective of decentralized generation is significant work in Korea.

For various reasons, a large expansion of other decentralized generation sources such as new and renewable sources is difficult to implement in Korea. For example, wind and photovoltaic power produce other environmental and disamenity problems [e.g., see 26–27]. Moreover, they are intermittent generation sources and thus demand sufficient capacity from back-up power plants to secure a stable supply of electricity. Currently, in Korea, fuel cell generation contributes more greenhouse gas emissions and costs than NG-based CHP generation since NG is required for making the hydrogen that is necessary for fuel cell generation.

Therefore, a realistic and effective method of electricity generation as a decentralized generation source is obviously NG-based CHP in the Metropolitan area of Korea. In this regard, our finding that the mean additional WTP for the electricity generated from NG-based CHP over nuclear power in the perspective of decentralized generation amounts to 44.2% of the average cost of electricity, supports the governmental plan to increase the amount of NG-based CHP generation from 16,751 GWh in 2013 to 34,175 GWh in 2029. Consequently, if the additional generation, 17,424 GWh, can be provided through NG-based CHP rather than nuclear power, its external benefit from the viewpoint of decentralized generation amounts to KRW 963.5 billion in 2029. This indicates that Korean households have a significant preference for NG-based CHP over nuclear power in terms of decentralized generation.

CONCLUSIONS

As base-loaded power generation, nuclear power plants, sited far from consumers, require large-scale and long-distance PTFs to transmit large amounts of electricity to where the demand is located. However, NG-based CHP, the most representative decentralized generation source in Korea, can be located close to electricity-consuming areas. Expansion of NG-based CHP can be a fundamental solution to avoid the social conflict and regional damage arising from nuclear power plants. This damage includes EMFs, visual disamenity, depreciation of land prices, and prohibitions on land usage.

This study attempted to analyze the public preference for NG-based CHP plants, which can be installed near to electricity-consuming areas and do not require large-scale and long-distance power transmission facilities, in the perspective of decentralized generation. For this purpose, this study reported the results of a CV survey of 1000 randomly selected households. Based on the interviewers’ comments, the value judgments the respondents were required to make were within their abilities. Moreover, all the parameter estimates from the model have high statistical significance. Thus, our estimated model possesses statistical meaning.

The mean additional WTP for substituting the nuclear power plant by NG-based CHP plant was estimated to be KRW 55.3 (USD 0.047) per kWh of electricity, which was statistically significant at the 1% level. This value amounts to 44.2% of the average price for electricity, KRW 125.14 (USD 0.107) in 2014, which implies that the public are ready to shoulder a significant financial burden to avoid the social conflict caused by PTF construction. Moreover, the value can be interpreted as an external cost of nuclear power generation relative to NG-based CHP generation or an external benefit of NG-based CHP generation relative to nuclear power generation from the perspective of decentralized generation.

The public preference for decentralized generation to avoid the conflict and damage caused by PTFs can be utilized as a proper and important reference for the further discussion of expansion of decentralized generation and decisions on the establishment of PTFs and power generation. Therefore, we can conclude that the Korean public supports the governmental plan to increase NG-based CHP generation from 16,751 GWh in 2013 to 34,175 GWh in 2029. If the plan is successfully implemented, the ensuing external benefits amount to KRW 963.5 billion as of 2029.
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ABSTRACT

Urban waste heat released by industries, public transportation systems, data centers, sewage, etc. are available as distributed heat sources, but rarely used. These sources, as well as renewable heat sources could be exploited at less operating costs, into District Heating networks (DHN), while increasing the networks energetic and environmental performances. However, considering the difficulties implied by their varying local availability, low temperature level and production profile (not necessarily matching the demand), it may be more profitable to develop micro-DH networks combined with heat-pumps and heat storages. Considering these conditions, various designs and control strategies are possible for such micro-networks and the best energy-efficient or economical solution is not straightforward. This paper presents the results of a multi-criteria evaluation, considering environmental, energetic and economic indicators, of different design scenarios for the case of a micro-DH network in Vienna, Austria, which involves energy efficient buildings supplied by their own supply technologies (heat-pumps, solar thermal panels) and a standard building equipped with gas boilers. Four scenarios are simulated using APROS, a multifunctional dynamic simulation software and the results are evaluated based on energy, environmental and economic criteria. The aim is to assess the integration of industrial waste heat available on-site together with high and low-temperature storages, to balance the heat production and demand and a heat-pump booster, to supply the network with the required temperature level. Heat-pumps are operated at a minimum energy cost strategy. In two scenarios, an extension to the main DH of Vienna is investigated, to weigh back-up possibilities. The integration of different temperature levels and different profiles from both the production side and consumption side constitute the main challenges. Results show that the network design with only the high temperature storage instead of the combination of both storages is less polluting but more expensive. However the scenarios considering the DH-Vienna present the best performance indicators.

INTRODUCTION

The efficient waste heat recovery (excess heat from industrial processes, waste incineration and power stations) and use in district heating networks, together with other renewable energy (geothermal energy, large-scale solar thermal energy or large-scale heat pumps), is currently one of the main issues studied in order to make District Heating networks (DHN) more sustainable and to reduce their CO2 emissions [1]-[3]. For instance the studies [4] and [5] show the potential of waste heat use in DHN, from a country perspective and from a system perspective. The conclusion is that industrial excess heat in district heating is beneficial in most cases and the incentives proposed by the European Commission to improve the efficiency of resource use should be taken to increase excess heat recovery, also reflected in national roadmaps, e.g. [6]. Concrete cases of waste heat utilization in DH networks are also being studied. For example in [7] a scheme is proposed to integrate the surplus heat of two steel plants into a large-scale district heating network. [8] presents a new system which recovers waste heat of exhausted steam from a steam turbine to power a CHP based DHN. In [9], a comparison between systems integrating both industrial waste heat and fossil-fuel heat shows that the heat sources are complementary. The base load of the DH system is provided by the industrial waste heat, while the fossil-fuel heat acts as the peak back-up solution.

Despite of its high potential, in our industrialized societies, waste heat is rarely used, because it presents several challenging characteristics [10]. Indeed, the availability profile as well as the temperature levels of the waste heat, can be predictable or completely random depending on the type of waste heat producer and doesn’t always meet the heat demand requirements. These issues make it necessary to integrate other components together with the waste heat source into the DH system, such as heat storages, heat pump boosters, back-up solutions, in order to always satisfy the heat demand.

There are as many different ways to integrate components into a sustainable DH system as various corresponding control strategies and business models. Therefore the best solution is not always
straightforward, leading to the need of simulation tools to select the optimal design according to specific criteria. Indeed the integration of various sources is difficult to handle, since standard tools and operation strategies don’t consider low-temperature and fluctuating sources with a significant share. These issues are tackled in the CITYOPT project [11] and illustrated in particular with the Vienna demonstration case, which consists of an industrial fed micro-DH network including existing and new buildings together with a high-temperature and low-temperature storages and renewable energy supply.

This paper is structured as follows. First, the CITYOPT project is briefly presented and the Vienna case study, one of the case studies addressed within that project, is described. The methodology used for the modelling of this case together with the scenarios simulated is described afterwards. Eventually, the results of the different simulated scenarios are presented and discussed.

BACKGROUND

Within the FP7 framework, the project CITYOPT, a collaborative European project, aims at developing a set of applications and guidelines to support the planning, the design (CITYOPT Planning tool) and the operation (CITYOPT Operational tool) of sustainable energy solutions in cities, based on social, energy, environmental and economic criteria. In particular, the CITYOPT Planning tool proposes a web-platform for simulation, optimization and analysis of urban energy systems. The simulations are performed by an external software coupled to the CITYOPT Planning tool, which is designed to be able to interact with any energy simulation engine and handle the simulation of a huge amount of scenarios. The simulation results are used further on within the tool in an optimization algorithm, in order to determine the best design configuration that optimizes the specific decision criteria. The structure of the CITYOPT tool is illustrated in the Figure 1.

Within the project timeframe, CITYOPT Planning tool was coupled with the APROS simulation software (a simulation energy software allows to model complex urban energy system in a flexible way [12]) and tested on two study cases in Helsinki (Finland) and in Vienna (Austria) using a holistic approach to integrate energy dynamics of local grids, buildings and consumption behavior and patterns, energy storages, and local energy production using renewables.

Figure 1. Structure of the CITYOPT tool.

The Vienna study case, also studied in [13], [14] is based on three office buildings, in the 21st district of Vienna: a standard building, TECHbase (Tb) and two energy efficient buildings, ENERGYbase (Eb) and FUTUREbase (Fb). Fb is under planning but not built yet, it will be similar to Eb. They are located very close to Rail Tec Arsenal GmbH (RTA), a facility using one of European largest climatic wind tunnels for testing various kinds of transportation systems and equipment. During these tests large amounts of heat are rejected from the chillers to the air via cooling towers, (3394MWh were rejected in 2014).

The current situation of the different buildings is summed up in Table 1. A gas boiler provides heat to Tb. Two ground source heat pumps and solar thermal panels provide heat to Eb. Fb, still in the planning phase, will be designed, as Eb for a maximal use of the internal gains from occupants and equipment in order to almost eliminate heating demand. In this study, Fb is considered to have the same heat demand as Eb.

Table 1. Characteristics of the main buildings of the Vienna study case.

<table>
<thead>
<tr>
<th></th>
<th>Fb</th>
<th>Eb</th>
<th>Tb</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Own energy systems</strong></td>
<td>-</td>
<td>Heat pumps</td>
<td>gas boilers</td>
</tr>
<tr>
<td>Solar panels</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Characteristics</strong></td>
<td>10.83 kWh/m²/a</td>
<td>10.83 kWh/m²/a</td>
<td>71.93 kWh/m²/a</td>
</tr>
<tr>
<td><strong>Temperature levels</strong></td>
<td>45-35°C</td>
<td>45-35°C</td>
<td>80-60°C</td>
</tr>
<tr>
<td><strong>Yearly energy use</strong></td>
<td>233 MWh</td>
<td>233 MWh</td>
<td>597 MWh</td>
</tr>
</tbody>
</table>
The objective of the test case is to take advantage of the waste heat available to provide heat to the three buildings considered in order to reduce their fossil fuels consumption as well as the CO2 emissions associated. The idea is to connect all the components into a micro-DHN. As the heat rejected by RTA is only dependent on the experiments taking place in the facility, it is not really possible to forecast neither the amount of waste heat available nor its profile nor its temperature level. To deal with that characteristic of the waste heat source, two storages are included in the micro-DH. A water tank storage of 100m$^3$ is used as a high-temperatures storage (HTS), for temperatures from 35°C to 100°C and another storage, made of 9 borehole heat exchangers, is used as a low-temperature storage (LTS) for temperatures from 20°C to 35°C, for a water equivalent capacity of 2000m$^3$. A booster heat pump is coupled to the LTS to heat-up the outlet temperatures, to the required temperature level of the buildings. In addition to the waste heat source, the Eb and Tb buildings are prosumers, which means that they can take the heat from the grid, but they can also feed the grid with the heat they produce by their own energy systems.

**OBJECTIVE**

This case study of Vienna is particularly interesting, since it can bring a lot of knowledge and concepts for future developments of smart and micro district heating networks. Indeed, it addresses current and future challenges regarding DHN, such as how to integrate in a hydraulically connected system: renewable sources (heat pumps, solar collectors), industrial waste heat (fluctuating heat source, with different temperature levels), thermal storages (high and low-temperatures) in order to satisfy the heat demand of low energy buildings and standard prosumer buildings, with respect to environmental, energetic and economic objectives, such as reducing CO2 emissions, primary energy use and costs of the heat supply. The optimum dimensioning and design of the system components (topology of the distribution network according to multi-temperature levels and pressure levels, hydraulics of the network and control strategy) require particular attention and the use specific tools.

Beside the network design, the control strategy is also of high importance in order to allow an optimum operation of the network, addressing at each time step issues such as, is it more profitable to store heat or to use the heat from the storages or to allow the prosumers to feed the network? How much heat and at which temperature level should be used? The energy supplied must of course consider the renewable and waste heat availability and temperatures profiles and the energy (electricity and gas) prices.

Additionally, the complexity of this system brings the need for the development of new business models which take into account local price regulations, customers’ needs, the prosumers integration, network operators and industrial profitability [15].

Moreover, this micro-DH can be used as an example that could be scaled up or adjusted to many cases of networks that have to be refurbished or extended. These are some questions that arise with this specific study case that can help for similar case studies.

**METHODOLOGY**

Four scenarios (1A, 1B, 2A, 2B) and two status quo scenarios (1, 2) are selected for the Vienna study case. They are modelled and their operation is simulated through APROS, in order to determine the best scenario based on three evaluation criteria: the primary energy consumption, the CO2 emissions and the operating costs.

The different scenarios are described in Table 2 and illustrated in Figure 2. All the scenarios are operated with a minimum cost-based strategy. The scenario 1 corresponds to the status quo of the scenarios 1A and 1B and the scenario 2 corresponds to the status quo of the scenarios 2A and 2B. For the status quo scenarios, the each building has its own heat source and Fb and Ab have a heat pump (in the other scenarios they do not have any heating system). As the Vienna study case is quite specific, the two last scenarios (2A and 2B) make it more general by adding a connection to the existing city-wide Vienna DH network and by adding another building (Ab), similar to the low-energy buildings Eb and Fb, to assess the performances of the network through a realistic scenario and evaluate the case of an extension of the main DH grid.

### Table 2. Description of the scenarios assessed for the Vienna study case

<table>
<thead>
<tr>
<th></th>
<th>Tb</th>
<th>Eb</th>
<th>Ab</th>
<th>RTA</th>
<th>HTS</th>
<th>LTS</th>
<th>DH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1A</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1B</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>2A</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2B</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>
APROS is a multifunctional software for modelling and dynamic simulation of processes and different power plants. It is used to model the different components considered in the Vienna case study and to run the scenarios.

For the Vienna study case, the buildings and the RTA waste heat sources are modelled as time series. The buildings consumption profiles are simulation results from TRNSYS [15], another energy tool, where monitoring data of the energy consumption are used to calibrate the simulation. The waste heat profile of RTA is based on monitored data of 2014.

The other components such as solar panels, heat pumps, gas boilers, low-temperatures heat storage are modelled and calibrated in APROS. To calibrate those models, either manufacturer information (solar panels, heat pumps, gas boilers) together with literature or monitoring data from 2014 (temperatures and fluctuations of the industrial waste heat source) are used. The LTS is validated and calibrated based on the results of energy software FEFLOW [16].

At each time step, the APROS model tries to satisfy the buildings heating needs using the cheapest heat supply option available. It is important to note that the waste heat goes to either the HTS or to the LTS according to the temperatures rejected. However if the HTS is fully loaded, the heat rejected from RTA at high temperatures, if any, goes also to the LTS. When both storages are full, the heat rejected from RTA cannot be recovered anymore and is released in the atmosphere.

**RESULTS**

The simulation results are analyzed via yearly energy balances, which represent the share of each heat source among the total heat production of the all system, presented in Figure 3. Some specific indicators were calculated and shown in Figure 4. The indicators were calculated for each scenario simulated, with the input parameters of Table 3. For these calculations, the MWh of demand do not include the heat losses.

Due to the particularity of the chosen scenarios (scenarios 2A and 2B involve an additional building and a connection to the main DH of Vienna), it is more relevant to compare the scenarios two by two: scenarios 1 to 1A at 1B at first, to evaluate the impact on the network performances of the LTS and then scenarios 2 to 2A and 2B to assess the influence of the connection to the DH of Vienna as well as the interest of the LTS in case of an increase of the heat demand.
Figure 3. Diagram Energy balances corresponding to the scenarios simulated.

Figure 4. Indicators calculated for the scenarios and the corresponding status quo simulated: Primary Energy consumed, average CO2 emissions and average operating costs.


An important thing to notice is that in all the scenarios simulated, the solar collectors and the heat pumps of Eb are responsible for almost the same amount of heat in the total production (5% to 7% for the solar and 11% to 13% for the heat pumps).

In the scenario 1A, the gas boilers of Tb contribute for more than half of the heat production (69%), while the solar panels produced 7% of the heat. The heat pumps together with the waste heat share equally the rest of the heat production (12%). In this scenario 1A, the waste heat is does not contribute to a major part because the heat with sufficient temperatures is not necessarily available when the buildings need it. In the scenario 1B, where only the LTS is added compared to the scenario 1A, the share of the heat production is rather different. The gas boilers of Tb produce less than 25% of the total heat produced, while the waste heat contributes for 58% of the production. The importance of the waste heat in this scenario can be explained by the availability profile of the different temperature levels of the heat rejected and the control strategy.

In the scenario 2A, where a connection to the main DH of Vienna is involved, both the gas boilers of Tb and the Vienna network contribute up to approximately 70% of the total heat produced. Moreover, as there is no LTS, the waste heat is used in the same way as in the scenario 1A. In the scenario 2B, where the LTS is considered, it is used like in the scenario 1B and produces also 58% of the total heat. However, due to the minimum cost-based strategy, (it is less expensive to use the LTS or the heat from the Vienna network than to run the gas boilers), the production of the gas boilers of Tb is reduced to 16% of the total heat production.

In the energy balances, three kinds of losses are accounted for: the losses of the HTS, the losses of the LTS and the other losses (distribution losses, losses happening at the heat exchanger and the valves for example). The lowest losses concern the HTS (around 1% of the total heat production) for all the scenarios simulated. The other losses represent between 2% (scenario 2A) and 7% (scenario 1A) of the total heat production, which is a common losses rate in DH networks. The highest losses come obviously from the LTS, with 20% to 22% in the scenario 2B and scenario 1B, because of the storage intrinsic design (large exchange area of the borehole heat exchangers).

DISCUSSION
On the one hand, when the DH of Vienna is involved, the scenario 2A has the best indicator values concerning the primary energy consumption and CO2 emissions (indicators which are indirectly linked). This is due to the high share of heat fed into the network by the DH of Vienna, which is considered to be of rather good quality considering the high share of gas CHP and waste incineration. The scenario 2B presents the lowest price per MWh of demand. On the other hand, when the connection to the main DH of Vienna is not considered (scenario 1A and scenario 1B), the scenario 1A emits less CO2 and needs less primary energy than the scenario 1B because of the very high contribution of the LTS, which uses electricity to run a heat pump to heat up the low temperatures to the required supply level for the buildings. The scenario 1B has a better economic indicator than the scenario 1A, because the gas boilers of Tb are used 45% less. The scenario 1 (status quo scenario for scenarios 1A and 1B) has better indicators than the scenario 1A and less PE use and CO2 emissions than scenario 1B, due to a fewer share of the gas boilers in the heat production. In the same way, the scenario 2 (status quo scenario for scenarios 2A and 2B), needs less PE and emits less CO2 than the scenario 2B, again due to the gas boilers heat production, and is less expensive than scenario 1A, because of the contribution of the DH of Vienna which is in a yearly average cheaper than gas and electricity.

A simple economic analysis is carried out to roughly estimate the possible payback time of each scenario. Interest rates for the investment, subsidies, energy prices scenarios and cost benefits due to synergies for the construction of the LTS and the groundwork of Fb have not been considered, since this would require a detailed design of the system and as a consequence would go beyond the scope of work. A sensitivity analysis has been performed only for the most unsecure parameter: the investment cost of the LTS.

The payback time $T$ of the investment for the additional equipment in scenarios 1A, 1B, 2A and 2B is calculated with Equation (1), where $INV_X$ is the investment costs for the scenario $X$, $C_{status quo1,2}$ and $C_X$ are the operating costs for the status quo 1, 2 and the scenario $X$ ($X$ stands for 1A, 1B, 2A or 2B). $C_{status quo1}$ and $C_{status quo2}$ have respectively the values of 78k€ and 79k€.

$$T = \frac{INV_X}{C_{status quo1} - C_X}$$

(1)
Since in the scenarios 1A, 1B, 2A and 2B, Fb and Ab are connected to the micro grid and don’t have their own heating system (as it would be required in the scenarios 1 and 2), the investment costs for scenarios 1A, 1B, 2A and 2B are reduced by the investment costs for the individual heating system in order to have a fair comparison to the scenarios 1 and 2 respectively (it is assumed, that Fb and Ab would have 2 x 160 kW heat pump each if supplied individually). The distance between the current DH network of Vienna and the case study is estimated to 300 m. Further input parameters used for the calculations and the results are presented in Table 4 and Table 5

Table 5: Payback time for each scenario

<table>
<thead>
<tr>
<th></th>
<th>1A</th>
<th>1B</th>
<th>2A</th>
<th>2B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational costs (k€)</td>
<td>92.8</td>
<td>64.7</td>
<td>95.3</td>
<td>69.8</td>
</tr>
<tr>
<td>Low investment costs for LTS (k€)</td>
<td>65.0</td>
<td>295.5</td>
<td>246.6</td>
<td>477.0</td>
</tr>
<tr>
<td>Payback time (years)</td>
<td>x</td>
<td>20.9</td>
<td>x</td>
<td>46.8</td>
</tr>
<tr>
<td>High investment costs for LTS (k€)</td>
<td>685</td>
<td></td>
<td>867</td>
<td></td>
</tr>
<tr>
<td>Payback time T (years)</td>
<td>48.6</td>
<td></td>
<td>85.0</td>
<td></td>
</tr>
</tbody>
</table>

An important point to note from this economic analysis is that the scenarios 1A and 2A are never beneficiary compared to their status quo scenarios, these two scenarios will not pay off the investment costs. Indeed the operating costs of the status quo scenario 1 are lower than the operating costs of the scenarios 1A and 1B, due to the high share of the gas boiler in the heat production of these last ones. The scenarios 1B and 2B, which have wide range of possible investment costs (from 295k€ to 685k€ and from 477k€ to 867k€) have a long payback time. Scenario 1B, which includes three buildings and the two storages, will pay off after 21 to 49 years, whereas the scenario 2B, which includes the connection to the DH of Vienna (additionally to the scenario 1B), has a payback time period included between 47 and 85 years.

**CONCLUSION AND FUTURE WORK**

In this paper, a simulation based analyses of a building cluster including a possible micro district heating network integrating heat pumps, solar energy and waste heat from a nearby industrial facility has been described. Following conclusion can be drawn:

1. Applying a (low cost) heat storage only for utilizing available waste heat instead of installing individual heating systems is not economically feasible if its capacity is limited. Existing gas boilers in the micro network will be used for heating the buildings when the storage is empty, resulting in very high operation costs.

2. Adding a long term storage enables to use a high share of waste heat, although generating high heat losses. Since energy prices for the waste heat are assumed to be zero, the operational costs are lower than in the reference scenario.

3. One main difficulty for assessing the economic feasibility is the lack of reliable investment costs, especially for the ground storage. This uncertainty results in anticipated payback times between 21 to 49 years and 47 and 85 years respectively, where the lowest value is somewhat realistic for DH network operators.

4. In general, such micro networks are more likely to be economically feasible for new build areas or major retrofitting projects, where the heating and storage systems can be better adjusted, e.g. the higher investment costs for the storages can be (partly) balanced by reducing the need for individual heating systems. However, existing heating systems can be used as back-up and to boost temperature level.

Although the replicability of the case study in Vienna is limited due to its very individual characteristics, the above lessons learned are meaningful, since they embodies the main challenges of future DH systems, such as an energy supply with fluctuating characteristics, and/or low temperature levels and/or decentralised location as well as the integration of old and new buildings.

Future work will include the variation of the design of the ground storage and the application of the CITYOPT tool for overall optimizations.
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ABSTRACT
This contribution presents the economical optimization of the parallel repartition between electric and heat production for geothermal application. The 350 m3/h flow of geothermal fluid, assimilated to liquid water at 185 °C, is then separated in two streams. Its reinjection temperature is fixed at 70 °C. An Organic Rankine Cycle (ORC) system is used to convert a part of geothermal energy into electricity. The refrigerant chosen is the R245fa. The different components of the ORC are sized in order to calculate the installation cost that depends on one characteristic dimension of each item (exchange surface for heat exchangers and power for the turbine and pumps). The operating cost is proportional to the installation cost. In this contribution, since we do not consider the detailed structural optimization of the District Heating Network (DHN), its investment cost is proportional to the supplied heat. The selling price of the electrical net power is a function of the recovered heat by the network. A Mixed Integer Non-Linear Programming (MINLP) optimization is performed using the GAMS® software. The problem is solved in order to determine the maximal profit of the global system. In this problem, the main optimization variables are the flow, temperature and pressure of refrigerant in ORC, the size and cost of equipment, the repartition between heat and electricity, and the structure of the DHN. Results show that it is preferable to produce electricity alone but this is dependent on the choice of the price of sale of heat by the owner. The sell price from which it is more profitable to produce and to sell the heat is determined for each case. The optimization for each case shows that it is not easy to predict the final results and it justifies the use of optimization.

1. INTRODUCTION
A consortium of ten partners, led by “FONROCHE Géothermie”, works on the FONGEOSEC project, an “Investissement d’Avenir” organized by the French Agency for Environment and Energy (ADEME). The aim of this project is to design and create an innovative demonstrator of a high-energy geothermal power plant. The geothermal energy will be used to produce electricity and heat. Among other tasks, this project aims to develop a support tool for the optimal design of a District Heating Network (DHN) and an Organic Rankine Cycle (ORC) system, both supplied by the geothermal well.

Within the last ten years, many studies [1]–[3] have been dedicated to the choice of the organic fluid in the ORC. In the aim to protect the turbine, it is recommended to use a dry fluid (fluid with positive slope for the vapour saturation curve in T-s diagram). To help the research of the working fluid, S. Quoilin [4] proposes some options:
- Evaluate the cycle performance (efficiency, electrical production or economic analysis) for selected fluids in working conditions.
- Look the dangerousness of the fluid and its environmental impact.
- Verify that the fluid is easily available for purchase and inexpensive.

Z. Shengjun [2] observes that the best fluid is not necessarily the same according to the criterion chosen for the cycle performance. D. Wang [5] proposes some fluids usable per temperature range. The fluid chosen in this contribution is the R-245fa refrigerant.

For the optimization of the cycle, two approaches are confronted in literature: energetic [6], [7] or economic optimization. In case of comparison of the two approaches [8]–[11], the optimums obtained are different.

Studies for Combined Heat and Power (CHP) systems have been recently carried out for economic optimization and it permits to compare different algorithms [12]–[14]. H.R. Sadeghian [15] has also studied the environmental emissions and K. Sartor [16] has developed, in addition, the heat losses for the DHN.

In this contribution, only economic optimization is carried out. Heat for the DHN is recovered in parallel to the ORC system. The optimization of the MINLP (Mixed Integer NonLinear Programming) problem, described in the following section, is performed using GAMS® tool.

2. OPTIMIZATION MODEL
2.1. Description of the ORC system
In the ORC system, the fluid flow is split up in four steps. At outlet of the evaporator (high pressure),
The required heat for this evaporation is recovered from the geothermal source. Next, the turbine enables electricity production by lowering fluid pressure to its low level. The fluid is then condensed and passes through the pump that permits to transmit the fluid from low pressure zone to high pressure zone. At last, the fluid returns into the evaporator.

A sub-cooled fluid (respectively super-heated) enters the pump (respectively the turbine) to avoid the presence of vapour phase (respectively liquid phase) and preserve this component.

An ORC system is represented in Figure 1.

2.2. Parameters
Parameters values are represented in Table 1.

2.3. Variables
In this contribution, the main optimization variables are the flow, temperature and pressure of refrigerant in ORC, the size and cost of equipment and the repartition between heat and electricity. These variables are represented in Figure 1.

In addition, two binary variables are used. $E_x$ stands for the connection to the network of the $x$th customer. If $E_x$ is equal to 1, the customer is connected, and not if it is equal to 0.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geothermal source flow</td>
<td>350 m$^3$/h</td>
</tr>
<tr>
<td>Geothermal source temperature</td>
<td>185 °C</td>
</tr>
<tr>
<td>Reinjection temperature</td>
<td>70 °C</td>
</tr>
<tr>
<td>Minimal pinch temperature in evaporator</td>
<td>10 °C</td>
</tr>
<tr>
<td>Minimal pinch temperature in condenser</td>
<td>5 °C</td>
</tr>
<tr>
<td>Inlet cooling water temperature</td>
<td>20 °C</td>
</tr>
<tr>
<td>Outlet cooling water temperature</td>
<td>30 °C</td>
</tr>
<tr>
<td>Isentropic efficiency in turbine</td>
<td>83 %</td>
</tr>
<tr>
<td>Isentropic efficiency in pump</td>
<td>75 %</td>
</tr>
<tr>
<td>Electric generator efficiency</td>
<td>95.5 %</td>
</tr>
<tr>
<td>Super-heating of vapour</td>
<td>5 °C</td>
</tr>
<tr>
<td>Sub-cooling of liquid</td>
<td>2 °C</td>
</tr>
<tr>
<td>DHN temperature</td>
<td>65 - 95 °C</td>
</tr>
</tbody>
</table>

$E_{\text{path}}$ stands for the existence or not of the path between $i$ and $j$. These two variables are used in Figure 2 for an example with one producer and three customers.

These variables are involved in the different equations described below.

2.4. Equations and constraints

2.4.1. Model for the ORC system

The model for the ORC system described in section 2.1. is stated as follows in equations (1) to (11).

Figure 2. Schematic representation for the existence...
of the path.

\[ P_{\text{out}} = P_{\text{in}} - \Delta P \]  
\[ \Delta P \] is the pressure drop of the working fluid.

For each component of the ORC system,

\[ h_{\text{in}} = h(T_{\text{in}}; P_{\text{in}}) \]
\[ h_{\text{out}} = h(T_{\text{out}}; P_{\text{out}}) \]

The change of state in the evaporator and the condenser are described by (4)-(6).

\[ T_{\text{out}} = T_{\text{in}} - T \]
\[ P_{\text{out}} = P_{\text{in}} = P \]
\[ f^i(T, P) = f^v(T, P) \]

\( f^i \) and \( f^v \) are respectively the fugacity of the fluid in liquid phase and vapour phase.

The equation (5) leads to that pressure losses appearing in (1) are neglected in exchangers with change of state. An isentropic evolution is used for the turbine and pump modelling.

\[ h_{\text{out}}^{\text{ex}} = h(T_{\text{out}}^{\text{ex}}; P_{\text{out}}) \]
\[ s(T_{\text{in}}; P_{\text{in}}) = s(T_{\text{out}}^{\text{ex}}; P_{\text{out}}) \]

The power lost by the fluid at the turbine and gained at the pump is calculated as follows.

\[ W_t = n_f \cdot \{ h^{\text{in}}_{\text{out}} - h^{\text{in}}_{\text{in}} \} \cdot \eta_t \]
\[ W_p = n_f \cdot \{ h^{\text{in}}_{\text{in}} - h^{\text{in}}_{\text{out}} \} / \eta_p \]

For exchangers, the exchanged heat is calculated by (11).

\[ Q = n_f \cdot (h_{\text{out}} - h_{\text{in}}) \]

In these equations, \( h, n \) and \( f \) are calculated using Peng-Robinson EOS (equation of state) [17]. Details of calculation are not represented here.

2.4.2. Exchanger calculation

In this study, Shell-and-tube design is chosen for the heat exchangers. The organic fluid circulates in shell side and water in tubes side.

Equations for heat transfer area calculation of exchangers are described as follows.

Heat transfer rate is calculated by (12).

\[ Q = F \cdot U \cdot A \cdot \Delta T_{\text{in}} \]  
\[ \Delta T_{\text{in}} \] is the heat transfer area. \( \Delta T_{\text{in}} \) is the logarithmic mean temperature difference and \( F \) the correction factor.

Eq. (13)-(15) describe the usual calculation for \( \Delta T_{\text{in}} \). In order to avoid numerical problem, the Chen approximation [18] is used (15).

\[ \Delta T_1 = T_{\text{in}} - T_{\text{out}} \]
\[ \Delta T_2 - T_{\text{out}} - T_{\text{in}} \]
\[ \Delta T_{\text{in}} = \left[ \frac{\Delta T_1 \cdot \Delta T_2 \cdot \Delta T_3}{2} \right]^{1/2} \]

\( \Delta T_1 \) and \( \Delta T_2 \) are the temperature difference on both sides of the counter-flow exchanger.

The heat transfer area is described by (16).

\[ A = \pi \cdot d_s \cdot L \cdot N_t \cdot N_p \]

Where \( d_s \) is the outer diameter of tube. In this study, \( d_s \) could be a value between 6.35e-3 and 6.35e-2 m. \( L \) is the tube length. \( N_t \) and \( N_p \) are respectively the number of tubes and the number of passes in tube side. The number of tubes is computed by (17).

\[ N_t = \frac{4 \cdot m_w}{\pi \cdot d_s^2 \cdot \rho_w \cdot v} \]  
\[ \rho_w \] is the water density and \( v \) the velocity inside tube.

The \( F \) factor is calculated by (18) to (22) described by Bowman et al. [19].

\[ R = \frac{T_{\text{in}} - T_{\text{out}}}{T_{\text{in}} - T_{\text{out}}} \]
\[ P = \frac{T_{\text{in}} - T_{\text{out}}}{T_{\text{in}} - T_{\text{out}}} \]
\[ \alpha = \left[ \frac{1 - R \cdot P}{1 - P} \right]^{1/2} \]
\[ S = \frac{\alpha - 1}{\alpha - R} \]
\[
F = \frac{\sqrt{F^2 + 1}}{F - 1}, \quad \text{or} \quad F = \frac{1 - S}{1 - \frac{S}{\sqrt{F^2 + 1} - 1}}
\]

(22)

Where \(N_l\) is the number of passes in shell side. The overall heat transfer coefficient, relative to the outer surface, is defined by (23).

\[
\frac{1}{U} = \frac{d_a}{h_1} + \frac{d_a}{h_2} + \frac{\ln(d_o/d_i)}{2} + \frac{1}{h_\text{f}} \cdot \frac{d_a}{\delta_a} + R_s
\]

(23)

Where \(h_1\) is the thermal conductivity of stainless steel. \(R_s\) and \(R_a\) are fouling resistances inside and outside tubes. The values of these data are specified in Table 2. \(d_i\) is a function of \(d_o\) and it is calculated by (24).

\[
d_i = d_o - 1.0 \cdot e
\]

(24)

\[
e = 0.047 \cdot d_o + 0.0007
\]

(25)

\(e\) is the thickness estimated by data presented in TEMA standards [20].

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity</td>
<td>16.3 W/mK</td>
</tr>
<tr>
<td>Fouling resistance [20]</td>
<td>1.76e⁻⁴ m²K/W</td>
</tr>
</tbody>
</table>

Table 2: data for exchangers

\(h_1\) and \(h_2\) stand for heat transfer coefficient inside and outside tubes. The Gnielinski correlation [21] is used to determine the heat transfer coefficient inside tubes.

\[
h_i = \frac{N_f \cdot k_i}{d_i}
\]

(26)

\[
N_f = \left(\frac{f_i}{6} \cdot (R_e - 1000) \cdot P_r\right)^{0.127} \cdot \left[\frac{f_i}{6} \right]^{1.5/3 - 1}
\]

(27)

Where \(N_f\), \(R_e\) and \(P_r\) are respectively the Nusselt, Reynolds and Prandtl numbers. The friction factor \(f_i\) is predicted by the Petukhov correlation [21].

\[
f_i = \left[0.79 \cdot \ln(R_e) - 1.54\right]^{-1}
\]

(28)

This method to predict the heat transfer coefficient is valid for \(0.5 \leq P_r \leq 2000\) and \(2300 \leq R_e \leq 5 \times 10^5\).

The total pressure drop inside tubes \(\Delta P_i\) is calculated by (29) and should be inferior to 0.5 bar.

\[
\Delta P_i = \left(f_i \cdot \frac{L}{d_i} + 1\right) \cdot \frac{P_r \cdot \sqrt{\rho_i}}{2} \cdot N_{\text{DAM}}
\]

(29)

For the outside tubes (shell side) coefficient, the McAdams correlation is used.

\[
N_{\text{DAM}} = 0.36 \cdot R_e^{0.86} \cdot P_r^{0.2} \cdot \left(\frac{P_{\text{Ri}}}{P_{\text{Rt}}}\right)^{0.14}
\]

(30)

Where \(P_{\text{Ri}}\) and \(P_{\text{Rt}}\) stand for the refrigerant mean viscosity in the fluid and respectively at the wall. This is valid for no phase change.

The total pressure drop outside tubes \(\Delta P_s\) is calculated by (31) and should be inferior to 0.5 bar.

\[
\Delta P_s = \frac{f_s \cdot C_s \cdot (R_e + 1)}{2 \cdot \rho_i \cdot D_s \cdot \left(\frac{h_{\text{f}}}{d_s}\right)^{5/4}}
\]

(31)

Where \(C_s\) is the mass velocity in the shell. \(N_l\) is the number of baffles, \(D_s\) and \(D_e\) are respectively the shell diameter and the equivalent diameter in shell-side. \(f_s\) is the friction factor for the shell estimated by (32).

\[
f_s = e^{-0.87 \cdot \frac{1}{D_s}}
\]

(32)

For condensation in shell side, the Nusselt model [22] is used and the condensation is considered to be a film condensation.

\[
h_\text{f} = 0.72 \cdot \left(\frac{k_i \cdot \rho_i \cdot C_{P_i} \cdot \left(\frac{T_{\text{sat}} - T_p}{T_{\text{sat}} - T_F}\right)^{0.4}}{}ight)
\]

(33)

\[
L_v = L_s + 0.5 \cdot C_{P_i} \cdot \left(T_{\text{sat}} - T_p\right)
\]

(34)

Where \(g\) is the gravitational acceleration. \(k_i\), \(\rho_i\), \(C_{P_i}\) and \(\mu_i\) are thermal conductivity, density, heat capacity and viscosity of refrigerant in liquid phase at the saturation temperature \(T_{\text{sat}}\). \(T_F\) is the wall temperature. \(L_c\) is the heat of vaporization. \(N_{\text{DAM}}\) is the number of layers of tubes and it is approximated by (35).

\[
N_{\text{DAM}} = \sqrt{\frac{N_s \cdot N_{\text{DAM}}}{N_s}}
\]

(35)

For evaporation in shell side, the superposition method is used and is described by Lallemand [23]. This method consists in taking into account the heat transfer coefficient for the liquid phase \(k_L\) and for the nucleate ebullition \(k_E\).

\[
h_L = \frac{k_L}{S} \cdot h_s + \frac{S}{h_E}
\]

(36)

Where \(S\) and \(S\) are coefficients determined as follows.

\[
S = \left(\frac{C_{P_i}}{T_{\text{sat}}}\right)^{0.15}
\]

(37)

\[
\phi = 1 + \frac{20}{T} - \frac{1}{T^2}
\]

(38)
Where $\chi$ is the vaporization rate. $\rho_l$ and $\rho_v$ are density and viscosity of refrigerant in vapour phase at the saturation temperature. $\eta$ is the Blasius coefficient and is equal to 0.25.

The coefficient $S$ is calculated by (40).

$$S = \frac{k_l}{0.041 \cdot \alpha \cdot E \cdot H_l \cdot \left[\left(1 - \frac{\rho_v}{\rho_l}\right)^{0.08} \right]}$$

(40)

$$\Delta \rho_{sat} = \frac{L_{ref} \cdot (T_p - T_{sat})}{T_{sat} \cdot \left(\frac{1}{\rho_l} - \frac{1}{\rho_v}\right)}$$

After the exchangers, the next step is to determine the dimension of the DHN.

2.4.3. District heating representation

In this study, the district heating is represented by one producer, one definite customer and three potential customers.

The producer is located near the geothermal well and represents the heat recuperation used to the DHN. Customers are represented by their demanded heat and their location.

In these conditions, the global balance for this system can be written as (45).

$$\sum_{i=1}^{n} E_{x_i} \cdot Q_{customer_i} = 0.9 \cdot Q_{producer} = Q_{DHN}$$

Where the 0.9 coefficient permits to take into account heat losses. $Q_{producer}$ and $Q_{customer}$ are respectively the heat supplied by the producer and the heat demanded by the $i$th customer. $E_{x_i}$ is a binary variable presented in section 2.3. The connection to the network of the producer ($i = 1$) and the definite customer ($i = 2$) leads to the following constraints.

$$E_{x_1} = 1$$

To represent the path for the network (which customers are connected and in which order), the following equations are implemented.

Since, in this contribution, the return follows the same way than the outward path, this path is taken into account only once (48).

$$\forall y \in \text{Expath}_{y} \leq 1$$

$\text{Expath}_{y}$ stands for the existence or not of the path between $i$ and $j$.

Eq. (49) means that a customer has only one input if it exists. There are no entry for the producer (50).

$$\forall i \neq 1; \sum_{j} \text{Expath}_{ij} = E_{x_{i}}$$

$$\forall i \neq 1; \text{Expath}_{ij} = 0$$

Each customers has only one output if it exists, except the last one that does not have output (51). The producer has necessarily a unique output (52).

$$\forall i \neq 1; \sum_{j} \text{Expath}_{ij} = E_{x_{i}}$$

$$i = 1; \sum_{j} \text{Expath}_{ij} = 1$$

The global length for the DHN can be calculated by (53).

$$\text{dist}_{DHN} = \sum_{i} \sum_{j} \left(\text{dist}_{ij} \cdot \text{Expath}_{ij}\right)$$

Where $\text{dist}_{ij}$ is the distance between $i$ and $j$.

Using the dimension of the exchangers and DHN, it is then possible to describe the cost model and to define an objective function for the optimization problem.

2.5. Objective Function

Turton et al. [24] propose to calculate the total capital investment as a function of equipment cost. This takes into account other costs like the land cost, its preparation fees, unpredictable fees and the start-up cost.

In this contribution, these other costs are assumed to be equal to 60% of the sum of equipment costs. The total capital investment also includes the total cost for the start of geothermal well $C_{well}$ (equal to 10 M€) and the DHN cost $C_{DHN}$ (54).

$$C_{TD} = 1.6 \cdot \sum_{i} (C_{Ex})^{1.2} + C_{well} + C_{DHN}$$
Where $C_{2M}$ is the bare module cost expressed by (55).

$$C_{2M} = C_F^b \cdot F_{2M}$$

$F_{2M}$ is bare module factor, $C_F^b$ is the purchased equipment cost in base conditions: equipment made of the most common material and operating at ambient pressure. $C_F^b$ is calculated by (56).

$$\log_{10} C_F^b = K_1 + K_2 \cdot \log_{10} A + K_3 \cdot (\log_{10} P)^2$$

Where $A$ is the size parameter for the equipment, $K_1$, $K_2$, and $K_3$ are constants given in Table 3.

For heat exchangers and pump, the $F_{2M}$ factor is calculated by (57) and (58).

The values of constants $F_{1M}$, $B_1$, $B_2$, $C_1$, $C_2$, and $C_3$ are given in Table 3. $P$ is the relative pressure (unit: barg).

For electric generator, the purchase cost is calculated by (59) as proposed by Le et al. [11].

$$C_F^g = 60 \cdot [N_{set}]^{0.82}$$

Where $W_{set}$ is the electric power in $kW$ delivered by the generator.

### Table 3: Constants for calculation of bare module cost of equipment

<table>
<thead>
<tr>
<th>Equipment</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$K_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
<th>$C_6$</th>
<th>$B_1$</th>
<th>$B_2$</th>
<th>$F_{1M}$</th>
<th>$F_{2M}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchangers</td>
<td>4.3247</td>
<td>-0.303</td>
<td>0.1634</td>
<td>0.03881</td>
<td>-0.11272</td>
<td>0.08183</td>
<td>1.63</td>
<td>1.66</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Pump</td>
<td>3.3892</td>
<td>0.0536</td>
<td>0.1538</td>
<td>-0.3935</td>
<td>0.3957</td>
<td>-0.00226</td>
<td>1.89</td>
<td>1.35</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>Turbine</td>
<td>2.2476</td>
<td>1.4965</td>
<td>-0.1618</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.1</td>
</tr>
<tr>
<td>Motor*</td>
<td>1.956</td>
<td>1.7142</td>
<td>-0.2282</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.5</td>
</tr>
<tr>
<td>Generator*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.5</td>
</tr>
</tbody>
</table>

*Motor design the motor of the pump and Generator is the electric generator at the turbine and there are not directly included in the cost of pump or turbine.

The data presented in Turton’s book [24] are expressed for a CEPCI (Chemical Engineering Plant Cost Index) of 397 and the unit of cost is the USD. In this contribution, the cost values are returned to 570 of CEPCI for the year 2015 and cost is given in € according to the change rate of 8 January 2016 (1 USD = 0.919 €).

The DHN cost is the sum of the costs of the substations and the installation of the canalisations (60).

$$C_{DHN} = C_{pipe} \cdot d_{CA} + \sum_{i} C_{rub} \cdot E_{i} \cdot Q_{customers}$$

Where $C_{rub}$ is the cost in €/kW and depends on the size of the considered substation. This cost can be estimated by (61) according to data available in the report of the “Conseil général des Mines” [25].

$$C_{rub} = 1108.2 \cdot [Q_{customer}]^{-0.435}$$

$Q_{customer}$ is expressed in kW.

In this same report, the cost per linear meters of canalisations $C_{pipe}$ for a city with a medium urban density is considered to be equal to 500 €/ml. This cost includes the cost of pipes, the cost of trenches and the cost of installation.

Similarly to the total capital investment, the annual working cost for the installation $C_{T}^{AC}$ is a function of costs previously described (62).

$$C_{T}^{AC} = 0.15 \cdot \left[ C_{rub} \cdot \left( C_{1clm} + C_{1set} + C_{DHN} \right) \right]$$

The sources of income for the CHP plant are the sale of electric power and heat produced during a year. These sales are represented by (63) and (64).

$$W_{elec} = W_{set} \cdot H_{ref} \cdot C_{elec}$$

$$W_{heat} = W_{ref} \cdot H_{ref} \cdot C_{heat}$$

Where $W_{ref}$ is the net electricity produced (quantity produced by the generator minus quantity used by the motor of the pump). $C_{pipe}$ is the sell price of electricity to EDF (a French electricity distributor), defined by a decree of 23 July 2010 [26]. This sell price includes a fix tariff of 20 c€/kWh and a bonus up to 8 c€/kWh. The bonus depends on the valorisation of the heat towards
the network. The annual working time of the ORC system is considered to be equal to 7900 h/an.

\[ t_{\text{ORC}} = 7900 \text{ h/an} \]

\[ C_{\text{heat}} = \text{mean sell price of heat in France in 2012 for a DHN powered by a renewable energy source} \]

It corresponds to 60.5 €/MWh.

The objective of this optimisation is to maximise the profit defined by (65).

\[ \text{Profit} = \left[ 1 - t_{\text{tax}} \right] \cdot \left[ V_{\text{sale, orc}} + V_{\text{sale, dhn}} - C_{\text{FEC}} - C_{\text{an}} \right] \]

Where \( t_{\text{tax}} \) is the corporate tax rate in France and it is assumed to be equal to 33.33%.

\[ C_{\text{an}} = \frac{C_{\text{FEC}}}{n_{\text{year}}} \]

\( n_{\text{year}} \) is the number of year chosen to reimburse the credit, here 20 years.

3. RESULTS

As say in section 2.4.3., the district heating is represented by one producer and four customers. Their locations are represented by their GPS coordinates (not given here). The distance between each point can be calculated and are given in Table 4.

In this contribution, three cases are studied and compared. These cases are differentiated by the energy required by customers as presented in Table 5.

Table 4: distance in km between point \( i \) and \( j \).

<table>
<thead>
<tr>
<th>( i )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.461</td>
<td>2.441</td>
<td>3.560</td>
<td>2.924</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4.461</td>
<td>2.428</td>
<td>1.465</td>
<td>1.726</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.441</td>
<td>2.428</td>
<td>1.174</td>
<td>1.722</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.560</td>
<td>1.465</td>
<td>1.174</td>
<td>1.744</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.924</td>
<td>1.726</td>
<td>1.722</td>
<td>1.744</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: energy required in GWh\(_{\text{th}}\) for each customers.

<table>
<thead>
<tr>
<th>( i )</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>28</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>1</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 3. Best path given by the optimization for case 1 (a), case 2 (b) and case 3 (c).
Table 6: Summarized results

<table>
<thead>
<tr>
<th>Case</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_{c_{\text{ref}}} (%)</td>
<td>0</td>
<td>25.6</td>
<td>27.9</td>
<td>25.6</td>
</tr>
<tr>
<td>E_{\text{net}} (GWh_{\text{th}}/y)</td>
<td>43.9</td>
<td>32.7</td>
<td>31.7</td>
<td>32.7</td>
</tr>
<tr>
<td>E_{\text{net}} (GWh_{\text{el}}/y)</td>
<td>0</td>
<td>34</td>
<td>37</td>
<td>34</td>
</tr>
<tr>
<td>heater</td>
<td>515.1</td>
<td>414.6</td>
<td>405.6</td>
<td>414.6</td>
</tr>
<tr>
<td>evaporator</td>
<td>188.6</td>
<td>162</td>
<td>159.6</td>
<td>162</td>
</tr>
<tr>
<td>super heater</td>
<td>83.8</td>
<td>78.7</td>
<td>78.2</td>
<td>78.7</td>
</tr>
<tr>
<td>turbine</td>
<td>3166</td>
<td>2905</td>
<td>2877</td>
<td>2905</td>
</tr>
<tr>
<td>cooler</td>
<td>584.9</td>
<td>457.4</td>
<td>446.3</td>
<td>457.4</td>
</tr>
<tr>
<td>condenser</td>
<td>2049</td>
<td>1500</td>
<td>1453</td>
<td>1500</td>
</tr>
<tr>
<td>sub cooler</td>
<td>111.6</td>
<td>100.7</td>
<td>99.7</td>
<td>100.7</td>
</tr>
<tr>
<td>pump</td>
<td>184</td>
<td>145.5</td>
<td>142</td>
<td>145.5</td>
</tr>
<tr>
<td>motor</td>
<td>125</td>
<td>104.3</td>
<td>102.2</td>
<td>104.3</td>
</tr>
<tr>
<td>generator</td>
<td>314.4</td>
<td>237.6</td>
<td>230.7</td>
<td>237.6</td>
</tr>
<tr>
<td>C_{\text{env}} (\text{k€})</td>
<td>11714</td>
<td>9769</td>
<td>9591</td>
<td>9769</td>
</tr>
<tr>
<td>C_{\text{env}} (\text{k€})</td>
<td>0</td>
<td>2641</td>
<td>2790</td>
<td>2532</td>
</tr>
<tr>
<td>V_{\text{env}} (\text{k€/y})</td>
<td>8806</td>
<td>6796</td>
<td>6647</td>
<td>6796</td>
</tr>
<tr>
<td>V_{\text{env}} (\text{k€/y})</td>
<td>0</td>
<td>2057</td>
<td>2238</td>
<td>2057</td>
</tr>
<tr>
<td>dist_{\text{DH}} (\text{km})</td>
<td>0</td>
<td>4.87</td>
<td>5.08</td>
<td>4.65</td>
</tr>
<tr>
<td>Profit (\text{k€/y})</td>
<td>3415</td>
<td>3280</td>
<td>3299</td>
<td>3295</td>
</tr>
</tbody>
</table>

Table 7: the low limit for the price of sale of heat in which it becomes more profitable to produce heat and power than electricity alone.

<table>
<thead>
<tr>
<th>Case</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sell price ($/MWh)</td>
<td>66.4</td>
<td>65.2</td>
<td>65.8</td>
</tr>
</tbody>
</table>

For the case 2, despite that the quantity of heat produced and the length of district heating is more important than for the case 1 or 3, the results show a higher profit. This is due to the bonus for valorisation in the price of sale of electricity.

The three cases in comparison to the case 0 show that electricity alone is better than couple electricity and heat in the domain of application. But it is evident that if the price of sale of heat increases, this will not be true anymore. Table 7 shows this limit for the three cases.

4. CONCLUSION

Geothermal resource is used to provide heat to an ORC (electricity sale) or/and DHN (heat sale). We proposed an optimization problem formulation in order to determine the repartition of the resource between the ORC and the DHN, the design parameters of the ORC and the topology of the DHN. The optimization objective function is the annual profit of the whole system. The DHN cost is estimated as a function of its length and quantity of heat used. The formulated problem is solved using the GAMS® environment. Three different cases are studied. Results show that it is preferable to produce electricity alone but this is dependent on the choice of the price of sale of heat by the owner. The sell price from which it becomes more profitable to produce and to sell the heat is determined for each case. Due to the combinatorial aspect of such problem, it is not that easy to predict the final results and it justifies the use of optimization approach.
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ABSTRACT
Industrial heat recovery can be used in district heating systems. It is a possibility to make use of heat that is otherwise lost. Increased usage of industrial heat recovery reduces the need for fuel combustion lowering green-house gas (GHG) emissions, such as CO₂. Industrial companies can, however, move or close down industrial activities. This is apprehended as a risk and lowers the interest of district heating companies to invest in industrial heat recovery. In Swedish district heating systems, industrial heat recoveries have been undertaken since 1974. Today, the heat recovery is active in about seventy systems. This leads to the question of how risky it is, for district heating companies, to engage in industrial heat recovery. Over forty years of operation statistics have been collected and analyzed in order to estimate the risk of industrial heat recovery to district heating companies. Key results show that the risk is not linked to different industrial branches. Recommendations include suggestions to management on how to consider risk and consequence when assessing potential industrial heat recovery investments.

INTRODUCTION
There are ongoing initiatives in the European Union (EU) to save energy and to reduce greenhouse gas (GHG) emissions. By 2030 the goal is to save 27% of the primary energy used in the EU and to lower GHG emissions by 40% [1]. There are both environmental and economic gains to be made from industrial heat recovery [2] and there is a large potential for further industrial recovery [3]. In Sweden, residual heat is reused in district heating networks. Approximately 3TWh is reused per year whereas the available amounts of residual heat are in the range of 6,2-7,9 TWh per year [4]. The first EU level study on available residual heat considered three industrial branches; oil refining, chemicals and steel and dates to 1982 [5]. In it 2.4 million toe is identified as available resource. A more current study shows that only 1% of the available residual heat is being reused in the EU [6]. There is potential to use more residual heat. If the EU, Iceland, Norway and Switzerland resorted to residual heat in its district heating networks, to the same extent that Sweden does, it could lead to 300 TWh of heat per year [7].

Residual heat investments lead to lower costs of district heating production by putting energy that would otherwise be lost to alternative use. Also, since less fuel is incinerated the emission of GHG is lowered. There are, however, risks to residual waste investments. In Sweden, current legislation with landfill ban and green certificates makes waste incineration and biofuelled combined heat and power plants (CHP) more competitive than utilization of industrial residual heat [8]. Other, known risks to residual heat investments are geography (where distance can hinder investments), different mindsets in industries compared to municipally owned district heating companies, a desire of industries to have own and independent heating solutions, volatile residual heat deliveries into district heating systems, the risk that industries go out of business, the notion that residual heat losses must be covered for by back-up facilities and an inability between parties to reach agreements that are mutually beneficial [ibid,2,4,9,10,11,12].

Swedish district heating companies and industries seem to have a greater ability to enter residual heat investments than corresponding parties in the EU. Why is that? Are Swedish district heating companies and industries better at managing investment risk than others or are residual heat investments in Sweden less risky than in other countries? Or are residual heat investments not as risky as they seem to be? In Swedish district heating systems, industrial heat recovery has been undertaken since 1974 and heat recovery is currently active in more than seventy systems. Analysis of Swedish data makes it possible to make a first estimation of the risk of residual heat investments. The question of research in this study is if it is possible to assess risks of residual heat investments based on the Swedish experience.

DATA COLLECTED
The first assessment of risk related to residual heat investments is performed in this pre-study by focusing on how long co-operations have existed in both current and terminated projects. Also, heat recoveries from various industrial branches have been analyzed. Later, complementary analysis will be performed focusing on why residual heat investments are undertaken and on how the risk of residual heat investments can be minimized.

Over forty years of operation statistics have been collected and analyzed in order to estimate the risk of industrial heat recovery to district heating companies. Main data resources have been the annual statistical surveys from the Swedish District Heating Association, the Swedish Energy Market Inspectorate, and Statistics Sweden.

Until 2014, 1570 years of residual heat deliveries have been identified in verified co-operations, as indicated in Table 1.
Table 1. Overview of data collected in verified co-operations

<table>
<thead>
<tr>
<th></th>
<th>Total number of localities</th>
<th>Total number of operation years</th>
<th>Average of operation years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Still in operation during 2014</td>
<td>69</td>
<td>1221</td>
<td>17.7</td>
</tr>
<tr>
<td>Terminated before 2014</td>
<td>28</td>
<td>349</td>
<td>12.5</td>
</tr>
<tr>
<td>Total</td>
<td>97</td>
<td>1570</td>
<td>16.2</td>
</tr>
</tbody>
</table>

Co-operations that are based on non-industrial processes (such as biomass boilers in sawmills for example) have been excluded from the report. Low temperature industrial sources as input to heat pumps have been included.

RESULTS

The data indicates that co-operations for recovering industrial heat to Swedish district heating systems are initiated with similar frequency across the time span of 1974 to 2014. In seven years no co-operations are initiated at all, seen from Figure 1.

As a result of the second, global oil crisis, a trend of including heat pumps in the heat recovery investments is discernable in the time span on 1983 to 1985. The trend ends in 1986 as a result of increasing electricity prices in Sweden in that year.

Considering the number of operation years the data shows that more than 85% of the co-operations have an operation lifetime of five years or more. This indicates that industrial heat recovery co-operations tend to be long- rather than short-term.

On average, a co-operation that has been terminated lasted for 12.5 years. Co-operations that were still active in 2014 experienced an average 17.7 year life span. In Figure 2, the number of co-operations terminated before 2014 and the number of co-operations still in operation during 2014 are shown.

Analyses show that investments in industrial heat recoveries are undertaken in different industrial branches. The most long lived co-operations are found in the production of basic metals and in the extraction of metal ores, seen in Figure 3.

A peak of heat pump co-operations was identified for the time span of 1983-1985. Separate analysis of heat pump co-operations shows that this kind of co-operation is rare (one heat recovery investment out of five). Of the established co-operations approximately seven out of ten have gone out of business.

In Table 2, the number of heat pump investments that have been undertaken and that have gone out of business are compared to the total number of heat recovery investments undertaken (1974-2014).

Table 2. Co-operations with/without heat pump

<table>
<thead>
<tr>
<th></th>
<th>With heat pump</th>
<th>Without heat pump</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Still in operation 2014</td>
<td>6</td>
<td>63</td>
<td>69</td>
</tr>
<tr>
<td>Terminated before 2014</td>
<td>13</td>
<td>15</td>
<td>28</td>
</tr>
<tr>
<td>Total</td>
<td>19</td>
<td>78</td>
<td>97</td>
</tr>
</tbody>
</table>

Figure 1. Initiated co-operations concerning industrial heat recoveries by commissioning year.
CONCLUSIONS

Industrial heat recovery investments are not a new phenomenon. Investments have been undertaken almost every year in different industrial branches. A large majority of the identified co-operations have an operation life of 5 years or more. Such a time frame should be enough for most industrial heat recovery investments to pay themselves back and to generate a return. It seems as if the investment risk of industrial heat recovery co-operations is rather limited.

Industrial heat recovery investments are undertaken in a variety of industrial branches. This diversity indicates that the idea to put the excess heat generated to use is spread and appeals to different kinds of industries. It
appears as if risks related to industrial heat recovery co-operations is not correlated to particular branches.

Heat pump investments are undertaken in one case out of five and seven investments undertaken go out of business. It appears as if heat recovery investments including heat pumps are more risky than investments excluding heat pumps. One probable reason is that heat pump residual heat investors rely on both cost for heat and electricity. Electricity has historically had a volatile price.

Returning to the question of research the conclusions drawn from this pre-study imply that it is possible to assess risks of residual heat investments based on the Swedish experience. However, more information is needed. Further statistical analyzes are going to be undertaken focusing on delivered residual heat volumes. Additionally, complementary interviews will be performed to discern why residual heat investments have been undertaken. Thereafter an analysis will be made on how the risk of residual heat investments can be minimized.

RECOMMENDATIONS

Decision makers considering if to enter an industrial heat recovery investment or not should note that heat pump co-operations create a dependency towards both heat- and electricity- price development.

The co-operations seem apt for different industrial branches and constitute an opportunity for energy savings that should be investigated when erecting new industries and/ or revisiting the energy system of existing facilities.

Industrial heat recovery investments are apt for long term investments. Investors with short investment horizons should opt for other energy solutions.
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ABSTRACT
The measurements show that during a warm summer period the weekly mean soil temperature can reach 20°C at the depth 1.0 m below a sunlit asphalt surface in Sweden (northern Europe). Simulations of distribution systems buried at shallower than 1.0 m show that it is beneficiary in terms of energy losses to use insulated flow lines. The importance of using insulated return lines is a more open question, which also is related to the costs of production of cooling. An investment assessment of using uninsulated or insulated pipelines ought to be part of the planning of expansion of a cooling network.

INTRODUCTION
For cooling distribution systems, there is currently no unified industry practice how to design with regard to choice of materials and components. The result will be district cooling systems with non-optimal technical performance in terms of temperature losses and operation. Even a small increase of flow cooling water temperature caused by the inlet of heat, leads to a deterioration of delivered cooling capacity and less profit for the energy company.

The aim of this project is to compile current knowledge in the field of district cooling and to generate new knowledge concerning energy losses in distribution systems with uninsulated and insulated pipes in various soil conditions. Measurements of soil temperatures during the year below sunlit asphalt, paved and grass surfaces are carried out in Sweden. Models are developed and analyses are carried out for systems with different pipe types and soil conditions. A method for assessing if insulated district cooling network is economically beneficial, is presented.

LITERATURE STUDY
Euroheat & Power [1] has published recommendations for district cooling. In those there are a set of pipes listed that may be used: coated steel pipes, prefabricated district heating pipes, polyethylene pipes, cross-linked polyethylene, copper pipes, stainless steel pipes, and also steel pipes with steel casing pipes.

McCabe et al. [2] have written about large losses in a local cooling network at a university in north US with uninsulated piping. They measured soil temperatures below a grass and a road surface. During the measurement period the outdoor temperature reached 27°C. At a depth of 300 mm below the road surface the maximum temperature was 23°C and the daily average 19°C. The temperatures blew the grass surface was 2-3°C less. The results were much higher than they found in handbooks, which gave a daily average of 12°C.

Oppelt et al. [3] have studied transient heat flow for parallel district cooling pipes.

Sundberg [4] has treated heat transport in soil and rock. The transport can be divided into conduction radiation, convection and steam diffusion. The conduction is dominating and depends on the water content and the density. For wet sand the thermal conductivity lies in the span 1.5 to 2.6 W/mK. For dry sand the span is from 0.4 to 1.3 W/mK.

Prepar et al. [5] have developed method for determining thermal conductivity of soil. Energy losses of district heating pipes in service have been studied by measurements and calculations.

Analytical solutions for estimating heat losses have been presented by Persson and Claesson [6] & [7]. A case with a set of insulated pipes in the ground has been studied. The temperature field in the insulation of the pipes and the soil is given as sums containing complex valued poles.

FIELD MEASUREMENTS
Two field measurement sites have been installed in the south of Sweden in Göteborg (Almedal, network of Göteborg Energi) and in Stockholm (Kista, network of Fortum Värme). The purpose is to measure soil temperatures below sunlit surfaces and temperatures around district cooling and heating pipes. Sketches of measurement site in Göteborg are shown in Fig. . The measurement site is sunlit, but shadowed of an office building during late mornings. There is also a tree that shadow MP1-2 during late afternoons.

Cables to sensors are surrounded by stone dust of 0-8 mm close to sensors and remaining parts are placed in pipes going to an electricity cabinet. Beams of wood are used for fixing cables and sensors. At MP2 & 4, the temperature sensors are put into existing gravel and temperatures around district cooling and heating pipes. Sketches of measurement site in Göteborg are shown in Fig. . The measurement site is sunlit, but shadowed of an office building during late mornings. There is also a tree that shadow MP1-2 during late afternoons.

Cables to sensors are surrounded by stone dust of 0-8 mm close to sensors and remaining parts are placed in pipes going to an electricity cabinet. Beams of wood are used for fixing cables and sensors. At MP2 & 4, the temperature sensors are put into existing gravel. At MP2 top three sensors are sitting in existing gravel and bottom two in existing clay. Soil moisture sensor is set in stone dust. At MP4, temperature sensors are sitting in existing gravel.

The district cooling pipes are made of polyethylene, which can be used as water pipes. The flow pipe
Φ315 mm at MP1 is insulated by use of polyurethane and fitted with a polyethylene casing of Φ450 mm.

At MP3 the polyethylene service pipes are uninsulated. At MP5 standard pre-insulated district heating pipes are used. Temperatures of energy carriers are taken from measurements at nearby substations.

Sketches of the measurement site in Stockholm are shown in Fig. 2. Here, pre-insulated pipes with steel service pipe, polyurethane insulation and casing are used for the distribution system. The insulation is thin.

HEAT TRANSPORT

Stationary heat losses from a pair of district heating or cooling pipes, see Fig. 3, can be written

\[ q_a = \frac{1}{2\pi} \ln \left( \frac{a}{a_0} \right) + \ln \left( \frac{a}{a_0} \right) \left( 1 + \frac{\ln \left( \frac{a}{a_0} \right)}{\ln \left( \frac{a}{a_0} \right)} \right) \]  

where

\[ \beta_a = \frac{\lambda_{in}}{\alpha_a} + \frac{\lambda_{sa}}{\alpha_a} \left( \frac{450}{2a} \right) + \frac{\lambda_{ca}}{\alpha_a} \ln \left( \frac{450}{2a} \right) \]  

Notations are

\( \lambda_{in} [W/m K] \) thermal conductivity of insulation of line "a"  
\( \lambda_{sa} [W/m K] \) thermal conductivity of service pipe of line "a"  
\( \lambda_{ca} [W/m K] \) thermal conductivity of casing of line "a"  
\( \alpha_a [W/m^2 K] \) heat transfer coefficient of between fluid and service pipe for line "a".

Corresponding parameters for line "b" are denoted \( \lambda_{inb} \), \( \lambda_{sab} \), \( \lambda_{cab} \) and \( \alpha_b \). The heat transfer coefficient \( \alpha_b \) between air and soil can be taken into account by increasing the laying depth by \( \lambda/\alpha_g \). A usual value used is \( \alpha_g = 14.6 W/m^2 K \), see Reference [8].

Fig. 1 Six measurement positions at field site in Göteborg. Temperature sensors are located in soil below asphalt surface in vicinity of pipes at MP1 and more than 3 m from pipes at MP2, where also soil moisture is measured. Temperature sensors located below grass surface in vicinity of pipes at MP3 and more than 3 m from pipes at MP4. At MP1 only flow line is insulated and at MP3 service pipes are uninsulated. Temperature sensors are placed near the heating pipes at MP5. At MP6 temperatures are measured below paved surface.

Fig. 2 Two measurement positions at field site in Stockholm below asphalt surface which is sunlit in clear weather. Temperature sensors are located in the vicinity of pipes at MP1 and more than 2 m from pipes at MP2. Carrier temperatures are measured by sensors in dive tubes in both pipes. Outdoor temperature and humidity are measured with shielded sensors.
Fig. 3 Pair of insulated pipes with centres at \((x_a, y_a)\) and \((x_b, y_b)\), respectively, buried in soil. Thermal conductivity \(\lambda\), \(\lambda_{sa}\), \(\lambda_{ina}\), and \(\lambda_{ca}\) in soil, service pipe, insulation and casing, respectively.

**MEASUREMENT RESULTS**

The measurements have been carried out from July 2014 to December 2015 in Göteborg and from February to December 2015 in Stockholm. The soil acts as a low passage filter and the high frequency variations at the ground surface will not reach pipes buried at a depth of 1.0 m. It also takes time for the heat to reach the buried pipes. It is considered useful to dimension the cooling distribution system based on a longer period than one day. Here, one week is chosen as an appropriate period to base the temperature averages on.

In Fig. 4 floating weekly averages of soil temperatures below a periodically sunlit asphalt surface are shown. The gauges are installed at depths 0.3 m to 2.1 m. The averages air temperature is also shown. The season variations are apparent. The weekly averages at the shallow soil levels are often higher than the average of the air temperature. During the summer the average of the soil temperature exceed 20 °C at normal laying depths. During the summer it is warmest at top levels, but in October this change and the temperature increase with depth instead. In March the order changes again.

In Fig. 5 the soil temperatures below a grass surface are shown. The temperature gauge at MP3 at depth 0.3 m is placed above the uninsulated district cooling line show considerably lower temperature than the gauge at the same level at MP4. A comparison of the soil temperatures at MP2 with asphalt and MP4 with grass gives a difference of 1-1.5 °C in the span from 400-415 days in August 2015. The grass has a cooling effect, but this effect might have been more significant if the asphalt surface at MP2 was not shadowed by a tree in the late afternoons.

A comparison of the soil temperatures at depth 0.6 m below asphalt, grass and paving is given in Fig. 6.

In Fig. 7 soil temperatures below an asphalt surface measured at MP2 in Stockholm are shown. The maximum weekly average at depth 0.6 m is about 23 °C during the summer 2015.
ANALYSIS OF MEASUREMENT RESULTS

In order to dimension your district cooling network and calculate losses and flows of water, simplifications are needed. Many factors vary: the ambient temperature, temperatures in the flow and return pipe, the flows in the lines and the customer demands. Even though we have seen in the graphs that stationary ambient temperature never occurs, we have to assume that the ambient temperature is constant during the simulation of the network. Summary of measured weekly average temperature are given in Table 1. Measured extreme values are given for the summer and the winter seasons. For the spring and the autumn, no extreme values can be given and representative values in the midterm seasons are given instead.

The summer conditions will be dimensioning, and therefore that case is studied more thoroughly. A stationary case similar to the conditions at MP3 in Göteborg on day 410 in August 2015, see Fig. 8. The ground surface temperature is set to 20 °C, and carrier temperature in flow and return lines are set to 6.5 °C and 16 °C. The measured temperature at gauge 3A-B528 is 13 °C on day 410 and the calculated temperature becomes 16 °C, see also Fig. 5.

Table 1: Summary of measured extreme weekly average temperatures during winter and summer during 2014-15 at measurement sites in Göteborg and Stockholm, Sweden. Temperatures at two times during spring and autumn are also given.

<table>
<thead>
<tr>
<th>Season</th>
<th>Depth [m]/Air</th>
<th>Temperature [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summer¹</td>
<td>Air</td>
<td>22±2</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>23±2.5</td>
</tr>
<tr>
<td></td>
<td>0.6-0.9</td>
<td>21±2</td>
</tr>
<tr>
<td></td>
<td>1.5-2.1</td>
<td>17±2</td>
</tr>
<tr>
<td>Autumn²</td>
<td>Air</td>
<td>9±3</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>11±2.5</td>
</tr>
<tr>
<td></td>
<td>0.6-0.9</td>
<td>13±2</td>
</tr>
<tr>
<td></td>
<td>1.5-2.1</td>
<td>14</td>
</tr>
<tr>
<td>Winter³</td>
<td>Air</td>
<td>-2</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>0.6-0.9</td>
<td>3.5±0.5</td>
</tr>
<tr>
<td></td>
<td>1.5-2.1</td>
<td>6.5±0.5</td>
</tr>
<tr>
<td>Spring⁴</td>
<td>Air</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>9.5±1.5</td>
</tr>
<tr>
<td></td>
<td>0.6-0.9</td>
<td>8±1.5</td>
</tr>
<tr>
<td></td>
<td>1.5-2.1</td>
<td>7±0.5</td>
</tr>
</tbody>
</table>

SIMULATIONS

In order to better understand the result in terms of losses of insulating the district cooling service pipes, a pair of pipes buried in a shaft with a soil cover of 0.6 m is studied by use of Equations (1) to (5). The pair of pipes are studied for two soil surface temperatures 22 °C and 13 °C, see Table 2. For the first case, the losses are more than five times larger for bare service pipes as compared to a pair of insulated pipes. For the second case (13 °C), best alternative is to insulate only the flow line, since the soil will cool down the return line.

Table 2: Comparisons of losses of differently insulated pair of polyethylene pipes with diameter Ø180 mm. Soil cover is 0.6 m. Temperatures of flow and return are 6 °C and 16 °C, respectively. Thermal conductivity of polyurethane polyethylene are 0.020 W/m K and 0.4 W/m K, respectively. Soil conductivity is 1.5 W/m K. Losses are normalized to 1 when both lines are insulated. Comparisons within each column are only meaningful.

<table>
<thead>
<tr>
<th>Pipe type</th>
<th>Insulation</th>
<th>Normed loss</th>
<th>Normed loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface temperature</td>
<td>22 °C</td>
<td>13 °C</td>
<td></td>
</tr>
<tr>
<td>Ø180</td>
<td>None</td>
<td>5.6</td>
<td>5.6</td>
</tr>
<tr>
<td>Ø180/250</td>
<td>F &amp; R</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Ø180/250</td>
<td>F</td>
<td>2.5</td>
<td>-4.6</td>
</tr>
</tbody>
</table>

¹Measurement data from Göteborg summers 2014-15, Stockholm summer 2015
³Measurement data from Göteborg winter 2014/15
⁴Measurement data from Göteborg spring 2015, Stockholm spring 2015
The district cooling network of E.ON Värme in Malmö, Sweden, has been studied. There are two production units AVP and KVP. The network consists of uninsulated pipes only. A simulation model built up in the software NetSim has been used, see Fig. 9. The software is initially developed for district heating networks. Heat losses are calculated as a heat transfer coefficient time a temperature difference between the pipe and the surroundings. There are no coupling between terms taking into account the heat transfer between flow and return as in Equation (1).

Two periods, one in August and one in October have been analysed. There are measured flow temperatures from the production and at the clients. The consumption of the clients and the return temperatures after the substations are also measured. The produced power and the return temperature at the production units are also recorded.

Two large clients far out in the network are at first considered. For the studied periods, the flow temperatures at these clients are calculated and compared to recorded values. Second, the return temperatures at the production units are calculated and compared to the recorded data. Input data to the simulations are the flow temperatures at the production units, consumption at the clients and the return temperatures from the clients. For the two periods, the flow carrier temperatures at the production and at the clients are similar. After reasonably good agreement has been reached, the cases with two insulated lines and insulated flow line only have been simulated in the entire network. All details of the networks cannot be listed, but the chosen insulation goes from 30 mm to 55 mm for the small diameter pipes of Ø100 mm to large of Ø450 mm, respectively. Consumption and losses for one week in August and October are determined. Preliminary results are given in Table 3.

Table 3: Measured consumption and calculated losses per week in existing and modified networks in Malmö, Sweden. Ambient temperatures are 21 °C and 15 °C in August and October, respectively. Burial depth 1.0 m and thermal conductivity of soil 2.5 W/m K are used.

<table>
<thead>
<tr>
<th></th>
<th>Existing lines</th>
<th>Insulated flow line</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumption August [MWh/w]</td>
<td>498</td>
<td>498</td>
</tr>
<tr>
<td>Losses August [MWh/w]</td>
<td>55.8</td>
<td>9.3</td>
</tr>
<tr>
<td>Losses August [MWh/w]</td>
<td>132</td>
<td>132</td>
</tr>
<tr>
<td>Losses October [MWh/w]</td>
<td>1.8</td>
<td>1.3</td>
</tr>
</tbody>
</table>

ANALYSIS OF SIMULATION RESULTS

It is essential that the district cooling system meets the technical demands and the consumers get the cooling they need. To ensure this, network simulations are needed for dimensioning cases including both comfort and process cooling. Furthermore, an investment evaluation of the insulated network as compared to the uninsulated one can be of interest before building it.

Let us look at the cooling network in Malmö again. Assume that we want to build the network from scratch and that we have to choose between to build the entire network with uninsulated lines, insulated flow and return lines, or insulated flow line only.

In Table 4 simplified estimations of yearly savings of cooling energy by insulation either both lines or flow line only are calculated by use of Table 3 as input data. In Table 5, the additional investment estimations that have to be done for insulating the lines with polyurethane and add a casing are given. Assumed production costs of cooling and discount rate are also given.

Table 4: Simplified estimation of yearly savings due to using insulated lines or insulated flow line only for network in Malmö.

<table>
<thead>
<tr>
<th></th>
<th>Uninsulated lines</th>
<th>Insulated lines</th>
<th>Insulated flow line</th>
</tr>
</thead>
<tbody>
<tr>
<td>Losses Aug [MWh/week]</td>
<td>55.8</td>
<td>9.3</td>
<td>25.1</td>
</tr>
<tr>
<td>Savings Aug [MWh/week]</td>
<td></td>
<td>46.6</td>
<td>30.7</td>
</tr>
<tr>
<td>Representative weeks</td>
<td>16</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>Losses Oct [MWh/week]</td>
<td>1.8</td>
<td>1.3</td>
<td>1.6</td>
</tr>
<tr>
<td>Savings Oct [MWh/week]</td>
<td></td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>Representative weeks</td>
<td>36</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>Yearly savings [MWh]</td>
<td>760</td>
<td>500</td>
<td></td>
</tr>
</tbody>
</table>
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Table 5: Assumed input data for investment evaluation of insulation for network in Malmö.

<table>
<thead>
<tr>
<th>Input data</th>
<th>Insulated lines</th>
<th>Insulated flow line</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discount rate 5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Costs of cooling [EUR/kWh]</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Investment [kEUR]</td>
<td>600</td>
<td>300</td>
</tr>
<tr>
<td>Yearly savings [MWh]</td>
<td>760</td>
<td>500</td>
</tr>
<tr>
<td>Yearly savings [kEUR]</td>
<td>38</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 6: Calculations of payback time for insulated lines in network in Malmö become profitable.

<table>
<thead>
<tr>
<th>NPV(savings) - Investment [kEUR]</th>
<th>Number of years</th>
<th>Insulated lines</th>
<th>Insulated flow line</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profit after 0</td>
<td>-600</td>
<td>-300</td>
<td></td>
</tr>
<tr>
<td>Profit after 5</td>
<td>-436</td>
<td>-192</td>
<td></td>
</tr>
<tr>
<td>Profit after 10</td>
<td>-307</td>
<td>-107</td>
<td></td>
</tr>
<tr>
<td>Profit after 15</td>
<td>-206</td>
<td>-40</td>
<td></td>
</tr>
<tr>
<td>Profit after 16</td>
<td>-188</td>
<td>-29</td>
<td></td>
</tr>
<tr>
<td>Profit after 17</td>
<td>-172</td>
<td>-18</td>
<td></td>
</tr>
<tr>
<td>Profit after 18</td>
<td>-156</td>
<td>-8</td>
<td></td>
</tr>
<tr>
<td>Profit after 19</td>
<td>-141</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Profit after 20</td>
<td>-126</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Profit after 25</td>
<td>-64</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td>Profit after 30</td>
<td>-16</td>
<td>84</td>
<td></td>
</tr>
<tr>
<td>Profit after 31</td>
<td>-8</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>Profit after 32</td>
<td>0.5</td>
<td>95</td>
<td></td>
</tr>
</tbody>
</table>

When the estimations of the investment and the yearly savings are done, the payback method can be used for calculating the period the cumulated cash flows becomes equal to the investment. The net present value of yearly savings $B$ can be written

$$NPP = B \left[ \frac{1}{1+K} + \frac{1}{(1+K)^2} + \frac{1}{(1+K)^3} + \cdots + \frac{1}{(1+K)^n} \right]$$

In Table 6 the profit after different numbers of years are calculated. In the example, the payback time for insulating the flow line is 19 years.

CONCLUSION

The measurements data show that during a warm summer period the weekly mean soil temperature can reach 20°C at the depth 1.0 m in northern Europe. Simulations of district cooling systems buried at shallower than 1.0 m show that it is beneficiary, when it comes to energy losses, to use insulated flow lines. The importance of using insulated return lines is a more open question, which is related to the costs of production of cooling. Furthermore, an insulated flow line also has to be justified economically.

The effect of insulated lines as compared to uninsulated is not only that the losses to the surrounds decrease, but also the heat transfer between the flow line and the return.

It is essential that the district cooling system meets the technical demands and the consumers get the cooling they need. To ensure this, network simulations are needed for dimensioning cases including both comfort and process cooling. Insulation is not only of interest during the summers, since the cooling capacity needs to be maintained for process cooling, when the general consumption and the flows are less.

No detailed analysis concerning choices of materials in district cooling lines have been made. However, the usage of polyethylene pipes or traditional pre-insulated district cooling pipes with steel service pipe, polyurethane insulation and a casing of polyethylene are found attractive. The polyethylene pipes can be uninsulated, insulated in a similar way with polyurethane or insulated by use of blocks of expanded polystyrene.

The results of the project can provide a basis for future practice for design and standardization work of district cooling.
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ABSTRACT

Modern district heating (DH) networks are usually operated with a changing flow temperature to cover the heat load of the supply area, depending on the outside temperature. Due to the minimum temperature requirements of individual customers, DH networks also need to operate during the summer months. During this time, the load on the system is relatively low. This requires combustion facilities to operate on low load levels as well. These systems have a potential of improving the energy efficiency by utilizing other energy sources such as waste heat from industrial processes or solar thermal systems. The overall aim of the presented work is to provide a new methodology for the integration of solar heat into existing DH systems.

The feasibility of including solar thermal systems in existing DH networks will be analysed, based on the state of the art of solar DH. The main focus will be on large DH systems that are mainly supplied by fossil fuel powered combined heat and power (CHP) plants considering how such plants can be operated in the future. In this paper characteristic technical and ecological key performance indicators of a transformed DH system will be displayed.

The work was carried out based on real data of an example DH network in Germany. It was analysed how a sub-network of a system can be supplied during the summer season by a solar thermal system as far as possible independently from the main-network without using a back-up boiler system. The favoured solution in this article is to use a thermal storage that can be recharged once a day by a central CHP plant.

INTRODUCTION

The integration of solar thermal systems in DH systems is a more and more common practice in some countries; however few studies have been performed on methodologies and benefits of integrating solar thermal systems in DH systems that are mainly supplied by large scale CHP plants with low heat generation costs.

The general idea behind including solar collector fields in DH networks is to lower or even completely supply the low heat demand of a DH network during the summer months. Since the 1980s Denmark and Sweden have built many solar heating plants [1]. In some of these cases a seasonal storage is used to provide a solar share even above 50 % of the total system demand. The high taxation of primary energy sources supported the ambitions in Denmark that lead to seasonal storages which are only feasible in a very large scale [2]. In comparison to the Danish and Swedish developments solar DH systems in Germany started to be built later, at the beginning of the 1990s.

The large DH systems in Germany are generally supplied by large CHP plants. These plants are often operating as base load power producers and can supply heat and electricity at a cost-efficient level during summer and winter due to funding through the CHP production law (KWKG) [3]. In addition to the availability of low-cost heat, high and very high system temperatures in the DH systems also prevented solar heat generating systems [4]. In the case of the DH system Chemnitz, only a large change in the system structure in one district made a change feasible. Possibilities of including solar collector systems in existing DH networks that are not about to change radically and are using large scale CHP plants as a main heat source were rarely analysed. Despite of the higher specific generation costs a solar collector field can also bring several advantages to systems of the mentioned kind.

This paper presents aspects where a solar collector field can be beneficial for a DH system based on a large scale CHP plant and how such a collector field can be included. The work was carried out by evaluating the load pattern of a part of an existing DH system in Germany. In the given case the system analyse was based on the following conditions:

- A fixed supply temperature in a connected sub-network that is not needed in the whole system
- A long connection pipeline between the main network plant and the connected sub-network
- A reduction of the primary energy factor (PEF)
- A reduction in CO₂ emissions

Taking into account the interests of the network owner different methodologies of including a solar collector field were developed. In the given case a solution without a local backup boiler is preferred; instead a daily reheat of a storage from the large CHP plant was suggested.
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Figure 1. Project focus: The solar thermal field and the thermal storage are located between main-network and sub-network

Figure 2. Methodology for the integration of solar heat into existing DH systems

Figure 3. Example of annual the heat load curve in a sub-network

METHODOLOGY

The calculations for this project have been performed in MATLAB and are based on four years of measurements of heat consumption, volume flow and flow temperatures. Values in 15 min time steps for the solar radiation of an average day of each month were imported from PVGIS [5] for the specific location.

Additional weather evaluation has been performed using outdoor temperature data from 1974 to 2014 from Germany’s National Meteorological Service (DWD) [6].

Figure 2 below visualizes the methodology in a flow-chart starting with the input over a decision in solar share, resulting in collector areas, storage sizes and finally an energy flow overview and a storage operation visualization.

Figure 3 shows the average heat load \( Q_{\text{ave}} \) of the given consumer, the sub-network of the years 2013-2015. The following figure 4 shows the solar radiation during a year on a surface tilted south with an angle of 35°.

Based on the smoothened outdoor temperature line of the average outdoor temperature from 1974 to 2014 given by DWD [6] and a graph displaying the required supply temperature to the sub-network, the time span from hour 3241 to hour 6337 of a year was calculated when the supply temperature is at its allowed minimum (Figure 5). In this time span the DH main-network could further decrease the supply temperature, if it could operate independently of the sub-network. The focus of this project was how the sub-network can be supplied by a solar heating system during this period.

The efficiency of solar collectors \( \eta_s \) was calculated according to the European Standard EN 12975 [7] as follows:

\[
\eta_s(\lambda) = \eta_{\text{ref}} - \eta_1 \frac{T_{\text{in}}(\lambda) - T_{\text{ref}}}{\Delta T_{\text{in}}} - \eta_2 \frac{T_{\text{in}}(\lambda) - T_{\text{out}}}{\Delta T_{\text{in}}} \tag{1}
\]

\[
T_{\text{in}}(\lambda) = \frac{F_{\text{in}}(\lambda) - T_{\text{in}}}{F_{\text{in}}(\lambda)} \tag{2}
\]

\( \eta_s \) Collector zero-loss efficiency (-)
First degree coefficients of the collector heat losses (W/Km²)

Second degree coefficients of the collector heat losses (W/Km²)

Global radiation (W/m²)

Hourly medium temperature (K)

Hourly ambient temperature (°C)

Hourly collector outlet temperature (°C)

Hourly collector inlet temperature (°C)

Accordingly the net solar gain $Q_{net}(t)$ is:

$$Q_{net}(t) = \eta_{a}(t) \cdot G(t)$$ (3)

As the average global irradiance is given in 15 minute steps the resolution was reduced to hourly steps in order to use the actual DH return temperature as collector inlet temperature $T_{in}$, and the DH supply temperature as the collector outlet temperature $T_{out}$ if it was above 80 °C, otherwise $T_{out}$ was set to 80°C. The ambient temperature $T_{a}$ was taken from PVGIS as well.

The collector dependent values $\eta_{a}$, $\alpha_{1}$ and $\alpha_{2}$ were taken from Solar Keymark Datasheets [8] of a representative flat plate collector (FPC) and a representative evacuated tube collector (ETC).

**Area selection:**

Field sizes were calculated depending on different annual solar shares of 5 %, 10 %, 15 % and 20 % of the total annual heat consumption. Additionally, one approach aims to supply the heat consumption of July completely, which corresponds to 13.2 % solar share, because this is the month with the lowest consumption throughout the year. The following calculation steps are used to receive the actual collector aperture area in m²:

$$\text{Rel}(t) = \frac{Q_{dem,i,m}(t)}{Q_{dem,i,m}^{\text{Ann, m}}}$$ (4)

$$Q_{rel,i,m}(t) = Q_{rel} \cdot \text{Rel}(t)$$ (5)

$$A = \max \{Q_{rel,i,m}(t)\}$$ (6)

Rel Relative monthly energy demand (-)

$Q_{dem,i,m}$ Monthly energy demand by the sub-network (kWh)

$Q_{dem,i,m}^{\text{Ann, m}}$ Annual energy demand by the sub-network (kWh)

$Q_{rel,i,m}$ Monthly energy to be supplied by solar (kWh)

$Q_{rel}$ Annual energy chosen to be supplied by solar (kWh)

Specific net solar gain per month (kWh/m²)

Aperture area needed (m²)

Figure 5 shows an overview of the different solar shares compared to the monthly energy demand. At an annual solar share of 13.2 % the solar heat energy fully covers the heat demand in the month of lowest demand (July). A higher annual solar share provides a surplus of solar heat during the summer that cannot be used.

Table 1 shows an overview of the calculated variations with the collector area, the relative storage dimension and the achieved CO₂ savings.
Table 1. Calculation results for different annual solar share

<table>
<thead>
<tr>
<th>Solar share</th>
<th>Collector area (m²)</th>
<th>Specific storage volume (l/m²)</th>
<th>Storage volume (m³)</th>
<th>CO₂ savings (t/a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 %</td>
<td>6467</td>
<td>7.3</td>
<td>47</td>
<td>480</td>
</tr>
<tr>
<td>10 %</td>
<td>12934</td>
<td>30.3</td>
<td>392</td>
<td>961</td>
</tr>
<tr>
<td>13.20 %</td>
<td>18481</td>
<td>39.5</td>
<td>730</td>
<td>1369</td>
</tr>
<tr>
<td>15 %</td>
<td>19401</td>
<td>40.5</td>
<td>785</td>
<td>1424</td>
</tr>
<tr>
<td>20 %</td>
<td>25854</td>
<td>46.2</td>
<td>1194</td>
<td>1725</td>
</tr>
</tbody>
</table>

Storage Dimensioning:

For this project it was required to store only the surplus solar heat that can be received within a single day and dimension the storage size accordingly. Figure 7 shows the solar surplus of each day that can be received when having an average load and a solar collector field size corresponding to the July demand (annual solar share of 13.2 %).

The conversion from MWh storage capacity to m³ water in storage capacity was performed according to the following formula:

\[ V = \frac{Q_s}{\rho c} \]  

\( V \) is the storage volume (m³)
\( Q_s \) is the storage energy capacity (MWh)
\( \rho \) is the density of water (kg/m³)
\( c \) is the heat capacity of water (Wh/(kg*K))
\( T_{max} \) is the maximum storage temperature (°C)
\( T_{min} \) is the minimum storage temperature (°C)

Storage operation:

To enable the sub-network to operate as independently as possible without having a backup boiler it is considered that the storage is reheated once per day. In this scenario the recharge from the main-network is set to be done every evening at 21.00 h with a supply temperature of 80 °C. This means that during summer time 3 different temperature zones will develop in the storage; one with the DH return temperature, one with 80 °C from the CHP plant and one with a maximum of 95 °C from the collector field.

Figure 7. Needed storage capacity to store the solar surplus energy

RESULTS

The first thing to realize throughout the calculation was that the needed storage size to store a solar surplus was below 50 l/m² collector area. A relatively small dimensioned storage is also recommended by [2]. [2] also points out that a solar storage is normally not used for the largest part of the year. That the storage in this calculation is also only needed during the summer season can be seen in Figure 7.

Figure 8a shows the supply and demand curves for the summer season if a recharge every evening is done for a solar collector area of 18,481 m² which corresponds to 13.2 % solar share. Figure 8 b) shows the additional demand of the system, meaning the heat power that is needed at some hours to cover the demand of the sub-network if the storage is empty and not enough direct solar energy is available. Equation 8 below shows the relation between the different heat power terms:

\[ Q_{storage} = Q_{sub} + Q_{man} + Q_{add} \]  

\( Q_{sub} \) is the heat load of the sub-network (MW)
\( Q_{man} \) is the directly used solar heat rate (MW)
\( Q_{add} \) is the stored solar heat rate (MW)
\( Q_{man} \) is the additional heat supply rate (MW)
\( Q_{add} \) is the daily storage heat energy recharge (MWh)
\( Q_{storage} \) is the level of storage charge (MWh)

Figure 8c and 9c display the storage charge and the energy the storage is charged with during the reheating process. In Figure 9a it can also be seen that when the storage is recharged, 100% of the sub-network at that moment is covered by the main-network, too.
While Figure 8 presents the complete summer season of a system with 13.2 % solar share, Figure 9 shows the supply and demand for the same system but this time only for 4 days. In Figure 9c, the excerpt of Figure 8c, it becomes visible that when the storage is empty, additional demand is needed from the main-network, visible in Figure 9b, at hours 4088, 4111 and 4135.

The optimal system choice is therefore an offset between a system that needs as little additional energy during the summer season as possible, with the aim to let the main-network operate as independent as possible and a system that has a collector area as little as possible to reduce the system costs as well as to reduce the losses during the summer due to storage limitations.

Figure 8 shows that a system of the given specification can supply the sub-network’s demand during the summer season to a large extent independently of the main-network if an overnight charging of the storage to 80 °C is given. An increase from 13.2 % solar share to 20 % solar share will reduce the need for additional energy supply from the main network during the summer season but will also increase the losses of solar energy as the storage is not emptied for the largest part of the summer season. Furthermore, the difference in the collector area between 13.2 % and 20 % solar share is 7373 m² and will also have a large economic impact.

Additionally, a decrease in CO₂ emissions, as visible in Table 1, is possible by up to 1725 t CO₂ per year in the case of 20 %.

**DISCUSSION**

The comparison of the presented results against results of a freeware calculation tool (SDH Online-Calculator [9]) with similar input data shows a generally good validity of the method. However, due to different methodological approaches the results cannot be compared to each other directly.

Firstly, the irradiation on the collector field was about 16% higher in this project. This is due to a different location that was chosen but most of all due to the different meteorological data source of both calculations.
Secondly, in case of higher collector outlet temperatures during summer, when the storage capacity is fully needed, the collector efficiency will decrease. This will reduce the net solar gains. Thirdly, it has to be mentioned that losses in the piping system and the storage of about 5 to 10% have to be added. Fourthly, results in the CO₂ savings differ in this project compared to the SDH-Online tool as the CO₂-emission factor of 172 g/kWh for the given example DH system was used.

CONCLUSION

The integration of solar heat into existing DH systems brings benefits to a fossil CHP plant based system such as CO₂ reduction, primary energy factor improvement and operational flexibility. The possibility to supply a sub-network for certain periods of the year mainly by solar heat, allows an increasing efficiency of the CHP plant in the main network. Furthermore it brings economic benefits due to the German CHP funding regulations. A solar thermal system enables the whole DH network to react better on future changes in the German electricity price market when it may be economically beneficial to decrease the energy production of the plant from an electricity production point of view. The study shows that the accuracy of dimensioning a solar district heating system highly depends on the quality of the input data used. Calculations on the basis of annual data provide a rough idea on the necessary collector area and storage volume for a given heat demand. However, an exact dimensioning can only be done by using hourly-data of solar radiation and heat load for a whole year period.

The methodology for the integration of solar heat into DH systems that is presented in this paper leads to more detailed results and avoids over-dimensioning of solar fields and storage volume. The example calculation shows that a solar thermal DH sub-network with an annual solar share of 13.2% can be realised without auxiliary gas or biomass boiler, if a storage with recharging option is given. During the summer months the solar heat gains cover the total heat demand of the network whereas in other times of the year the main-network provides the additional heat. A short-term storage with a specific volume below 40 l/m² is sufficient.

OUTLOOK

The results of the presented calculations will be improved in the next phase of the project by optimising the storage recharging time and level as well as by adding the piping system as a usable storage. In the example of a DN300 pipe without extractions an additional specific volume of 78 m³/km can be taken into account to store water at 80°C for a short time once a day. Furthermore an economic analysis will be undertaken in order to provide investment cost of the system as well as levelized costs of solar heat energy.
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ABSTRACT
This paper describes the progress of the Horizon 2020 STORM–project, started in March 2015. The objective of this project is to develop and demonstrate a generic district heating and cooling network controller. Generic in this sense means that the controller is applicable to widely spread 3rd generation, but also very innovative 4th generation networks. Therefore, the controller will be tested in a traditional district heating scheme but also in an advanced low-temperature network.

The controller influences the demand of the network to achieve a certain objective. STORM focuses on three objectives: (i) a peak shaving objective used to minimize the use of often polluting peak boilers; (ii) a cell balancing objective striving to balance a cluster of consumers to producers of excess heat or/cold; and (iii) a market interaction objective, applicable for heat/cold producers with a connection to the electrical grid (heat pumps or CHPs), maximising the profit for the producer by switching these devices based on the electricity price.

To guarantee the generic applicability of the controller, self-learning control techniques are used. These techniques have the advantage that they ‘learn’ the behaviour of the network by themselves without the need to be extensively tuned at the installation (plug-and-play installation).

To date, the focus was on algorithms for a forecast module of the heat/cold consumption of the network. These algorithms are already implemented in the controller platform and were running in real-time in one of the demonstration sites. Also, a tracking module was already developed and is currently tested. This module which will try to match the actual network consumption to this optimal consumption profile by distributing the control signals to the right heat consumers. Next step is the implementation of a planning module, which determines the optimal consumption profile, taken into account the forecasts.

INTRODUCTION
Since heating represents 42% of the final energy consumption in the EU in 2011, compared to 21% for electricity, 28% for transport and 9% for non-energy use [1], the heating and cooling sector has the largest potential on greenhouse gas emission reductions. DHC networks are very interesting technologies in this context, since investment in waste energy extraction for industry and in renewable energy sources is often too expensive for a single party. However, these sustainable energy sources have a large drawback. Opposite to traditional energy sources, they are often not controllable: thermal energy from the sun is only available when the sun shines, and since waste heat is per definition a waste product: companies are not willing to adjust their production to suited moments. Therefore, in combination with the addition of thermal storage capacity, demand side management in DHC networks - i.e. adjusting the demand of energy to the actual production - is an enabling technology. Demand side management can also make it possible to deliver more energy from a smaller sustainable energy source by applying a peak shaving control strategy limiting the demand of energy to the capacity of the source. Therefore, by applying demand side management DHC networks become ‘smart’, undergoing the same transition as the transition towards smart electricity grids.

The implementation of smart DHC networks has another large benefit: smart DHC networks can even support smart electrical grids, provided there is a connection between the two, as is the case for heat pumps or CHPs. As a result, smart DHC networks can not only reduce greenhouse gas emissions in the DHC network itself, but also at the production site of the electrical grid. Therefore, intelligent controlled DHC networks are indispensable systems in the transition towards zero carbon solutions.

Demand side management could therefore make existing networks more sustainable. However, to fully maximize the share of renewable energy and waste energy in DHC networks, a next step must be taken, a step towards a new generation of DHC networks: one speaks about the fourth generation [2]. This generation of networks is especially designed to deal with the fluctuation character of renewable energy sources and waste energy flows (Fig. 1). Evidently, also in these new networks, an intelligent control framework is essential. Ideally, this controller must control both the demand and production of heat and cold, taking into account the state of charge of the different storage capacities in the network.
It is in this field that STORM positions itself. Within the STORM project (approved in the H2020 EE13 2014-2020 call, under ID number 649743), a controller is developed starting from state of the art control algorithms suited for both existing and new, 4th generation DHC networks. By harvesting the flexibility in this wide range of networks, the controller will contribute to a more sustainable energy mix of renewable energy and waste heat utilization.

OBJECTIVES OF STORM
In the project, 6 main objectives are identified:

1. **Development** of a generic controller for district heating and cooling (DHC) networks. The controller will be applicable to a wide range of DHC networks and will enable a significant increase of the use of waste heat, energy exchange and renewable energy sources in the DHC networks. The generic nature of the intelligent controller guarantees wide-range replicability.

2. To demonstrate this generic applicability, the controller will be implemented and tested in two existing DHC networks, i.e. a traditional medium temperature network in Rottne (Sweden) and a highly innovative low-temperature (28°C) 4th generation network in Heerlen (the Netherlands).

3. During the test cycles, the benefits of the developed generic control will be quantified. For this purpose, performance indicators will be closely monitored during two heating (and cooling) seasons and compared with reference data.

4. Development of **innovative business models** needed for the large-scale roll-out of the newly developed controller and to bring down energy costs. The new controller will create additional benefits, which should be distributed over the different market players.

5. **Increase awareness** of the need for smart control of DHC networks and quantify and demonstrate the benefits of smart control, through international dissemination and local dissemination platforms.

6. **Ensure market-uptake** of the new technology be investigating exploitation possibilities of the newly developed technology.

**GENERIC FEATURES OF THE CONTROLLER**
Wide-range replicability is the leading thread through the STORM project. This is realized by the following measures:

- **Add-on to existing controllers.** Today’s DHC networks are controlled by different kind of controller, such as SCADA-systems (Supervisory Control and Data Acquisition), developed by different producers and often using specific communication protocols. To become generic, the STORM-controller will be an add-on to a large share of these existing controller systems.

- **Open-source protocols.** In order to ensure broad market compatibility, the control platform will use open-source protocols and standards. In this way, hardware manufacturers can develop compatible hardware components.

- **Self-learning algorithms.** A technical barrier for the large scale penetration of smart control of DHC networks is the complexity of developing and tuning the necessary models as it requires a significant amount of expensive expert knowledge. To help in mitigating these problems the control framework developed in STORM will focus on developing self-learning and self-adaptive control which is stooled upon combining recent developments in model-based multi-agent systems and model-free control (by means of reinforcement learning techniques).

- **Multiple control strategies.** Different networks ask for different optimization strategies (see further). Three strategies will be available in the controller, of which one or more can be enabled, dependent of the specific nature of the network.

- **Multiple thermal storage concepts.** Finally, the controller will have to able to deal with a number of thermal storage concepts. In most common district heating grids, a central storage tank is present next to the central heat production unit. Besides the short-term storage function, such tank is often used as a hydraulic separation between the
production unit and the DHC network. In more innovative grids, the storage capacities are often multi-levelled and decentralized, serving a small number of buildings or even a single building. In its most advanced way, the thermal mass of the building can even be used as a storage capacity. In next generations of thermal networks, also long-term thermal storage technologies like pit-storage or geothermal energy storage (e.g. the mine water storage in the demonstration site in Heerlen, the Netherlands) will be integrated. The control framework will be to take all these forms of storage into account.

MULTIPLE CONTROL STRATEGIES

A consequence of the generic character of the controller is that the controller must be able to deal with a number of control strategies since not every grid operator has the same objectives. The most obvious ambition could be balancing of the demand and production within a local cluster of producers and consumers of heat and/or cold. In this ‘cell balancing’ control strategy the cluster will try to be as self-sufficient as possible. This means that energy exchange within the cluster is maximized, and only when an imbalance in the cluster persists, energy is exchanged with the higher transmission network. The motive for this control strategy is twofold. Firstly, since balancing is pursued within a cluster, the distance for energy exchange is minimized, and as a result, also the thermal distribution losses. Secondly, since energy exchange with the higher transmission network is reduced, this transmission grid can supply more distribution grids. This leads to a more energy and cost efficient management of the energy system and associated benefits for energy suppliers, heat/cold producers and end users. Also, extensions of the thermal network are possible without additional costs to increase the capacity of district heating grids.

A second interesting objective is a ‘peak shaving/valley filling’ control strategy. In a lot of smaller district heating grids supplied by a sustainable source (like e.g. CHP), the source is not dimensioned for peak load conditions. The reason is the investment costs for these sources are usually high and that peak load conditions only occur a number of hours per year. The high investment costs don’t pay off for this limited number of running hours. Therefore, in these grids the sustainable source is assisted by cheaper fossil fuel fired sources, like gas boilers for example serving as peak production units. By applying peak shaving and valley filling control strategies, the number of running hours of these peak units can be minimized, and as a result the operation hours of the sustainable source will be maximized. In this way it is possible to increase the share of renewable energy or waste energy in the thermal networks and to lower the energy production costs.

In the last control strategy the DHC network provides balancing services to the electrical grid, later called the ‘market interaction’ control strategy. As explained above the clue in smart electrical grids lies in the creation and application of flexibility. When both grids are coupled, for example by means of a heat pump and/or a CHP, the intrinsic flexibility in the DHC network can be used to control these heat pumps or CHPs depending on prices on the day-ahead and intraday market, and therefore increase the production unit owner’s profit. Another advantage is that this control strategy supports a production-mix with a high share of renewable energy at system level in this way.

When too much electricity is produced by wind turbines or solar photovoltaic panels for example, prices will be low, engaging heat pumps to switch on and CHPs to switch off. Contrary, because of high spot prices, heat pumps will be switched of and CHPs will get switched on when renewable sources are inactive.

A schematic overview of the STORM controller is presented in Fig. 2.
CONTROLLER APPROACH

Smart DHC-network control

The controller developed in STORM builds partially on established research performed in the field of cluster control of thermostatically controlled loads (TCLs) in electrical grids. Examples of TCLs are water heaters, heat pumps, refrigerators, freezers, air conditioners or cooling machines. These are excellent candidates for demand side management due to their intrinsic flexibility provided through direct (e.g. hot-water storage) or indirect storage (e.g. thermal inertia of building). Control of these TCLs has received considerable attention in recent literature [3][6].

Translation to optimal control of DHC networks

When implementing a control concept at the level of a DHC network, be it centralized or distributed, one is confronted with (1) the non-linearities in the dynamics of a DHC network, and (2) the slow time scales compared to e.g. an electric network [7]. Taking these effects into account is essential for a good performance of the controller. To this end, several approaches using model-based optimization techniques have been identified in literature, explicitly incorporating the dynamics of the DHC network. For example in [8],[9] Model Predictive Control (MPC) solutions have been presented. Although model based solutions can have excellent performance, they require an accurate model of the DHC network and the consumers coupled to the DHC network. Tuning and shaping these models is considered an “expert task” making a generic roll-out of this technology challenging.

In contrast with a model-based approach, a scalable auction-based multi-agent control for integrated heat and electricity management has been presented in [10]. Here consumers and producers connected to the DHC network can interact through a multi-commodity bid-function, representing the cost for local consumption or production, both thermal and electric. Although this approach has an intrinsic scalability and practicality, the lack of dynamics (mainly delays) related to heat transport is expected to have a significant impact on the controller.

Beyond state-of-art: reinforcement learning as the breakthrough

In order to tackle the issue of scalability and modelling, STORM intends to build upon state of the art in market-based multi-agent systems in combination with the most recent advances in reinforcement learning, i.e. model free control approach. Combining these techniques is expected to result in a scalable and performant self-learning control approach requiring limited expert knowledge, supporting a generic “roll-out” of STORM technology.

In recent work, VITO have been working with success on combining reinforcement learning at an aggregated level with an auction-based multi-agent system for the control of a large cluster of TCL’s [11] and TCL’s connected to a DHC network [12]. In this work excellent performance was obtained within a limited learning time of approximately 20-50 days.

BRIEF WORK PACKAGE DESCRIPTIONS

WP1: Definition of the features of the controller

In this preparatory work package, the boundary conditions of the project are determined. Three tasks were identified.

Firstly, a market analysis is performed on the DHC-networks in the EU, with the aim to determine the applicable control strategies of the networks. Therefore, the networks are categorised based on the main technical and operational characteristics of these networks. After this, for every type an analysis will be performed on which control strategy (e.g. peak shaving, cell balancing, and market interaction) is applicable.

Secondly, the two demonstration sites are analysed, to derive specific characteristics in the view of the testing and evaluation program. This ensures the compatibility with the existing control systems in the network.

Finally, decision parameters are defined for the controller with respect to the business models of DHC network operators. These parameters are needed to deal with sometimes contradictory objectives: on the one hand the optimizing process of the controller must serve these operators in the fulfiment of their day-to-day business, on the other hand the controller should meet maximal energy savings.

WP2: Simulation based controller and model development

In this work package the actual control algorithms are developed. Therefore, a simulation environment for the two demonstration sites is developed. This simulation environment is needed to test and to optimize the developed algorithms before transferring the algorithms to the actual STORM software.
Then, the self-adapting DHC network controller algorithms are developed built upon a multi-agent system, for the three main control strategies regarded in STORM. Attention is given to the field-tests so that the STORM algorithms do not have more information than is reasonably available at the demonstration sites. Also, the resilience of the controller developed will be evaluated for a range of disturbances such as missing or delayed communication, extension of the customer portfolio, user behaviour...

WP3: Development of controller framework prototype

In this work package, the algorithms developed in WP2 will be integrated in the software and hardware platform. This implementation will include software running on both the local hardware platform as well as on the server-side system, since the algorithms relate to both local and global optimization schemes.

Furthermore, a test-bed will be developed where the controller framework can be tested and evaluated on a small off-site scale before the full on-site implementation and evaluation in WP4 and WP5.

WP4: Implementation of controller framework prototype

This work package deals with the implementation of the controller platform in the two demonstration sites.

Firstly, for preparing the on-site implementation, a protocol for verifying the operational functionality of the system will be developed. A systematic failure analysis technique based on FMEA (Failure Mode and Effects Analysis) will be incorporated in the protocol.

Then, the controller developed and tested during WP3 will be transferred to the two demonstration sites, and will act there as an add-on to the existing DHC controller. A work plan will be used as a basis for the installation work at both demonstration sites during the project. This work plan includes all required documentation for the system.

Next, the on-site verification is performed. This is done in order to ensure that the system conforms to the requirements specified in previous work packages.

WP5: Testing and evaluation of the performance

In this work package, the performance of the controller will be evaluated.

In order to compare the performance of the intelligent STORM-controller, first reference data should be generated. Therefore, during the first heating season of the project (M06-M14) measurements are undertaken in the demonstration sites with the existing controller. All important information is monitored.

In the next heating seasons, the actual performance of the controller will be tested. This testing period will cover two heating seasons. In this way, lessons learned from the first season can be assimilated and extra features can be added to the controller framework (e.g. weather forecasting) before the second heating season.

Finally, the data collected from the test period will be extensively analysed with regards to the performance of the develop controller framework. The outcome of the technical, business, sustainability and financial elements will be considered.

WP6: Replication and dissemination activities

In this work package, qualitative and quantitative business models for smart DHC networks will be developed.

Furthermore, in this work package, measures are taken to replicate the developed controller to other networks in other countries.
Communication and dissemination activities are also part of this work package. Besides the international dissemination, also two local dissemination platforms will be implemented around the demonstration sites, in order to target all local stakeholders (the energy company, users, local educational institutions, local politicians...).

Finally, educational packages are developed that will be implemented in the education in the University of applied science. They consist of a basic preparation package, a theoretical educational package and a practical educational package with real life learning cases. Moreover, training courses for professionals will be developed.

WP7: Project Management
This work package comprises all activities with respect to project coordination, project quality assurance and risk control and consortium management.

THE STORM CONSORTIUM PARTNERS AND THEIR ROLES
The Project Coordinator VITO has experience in multiple disciplines included in the STORM project targets and objectives (DHN control algorithm development, business model development...), ensuring the necessary cohesion between the different work packages. Within STORM VITO is responsible for the development of the controller algorithms.

NODA is an industrial SME active in DHC networks controllers for 10 years, and therefore has experience in developing and implementing innovative ICT solutions for DHC networks in real projects. Its presence in the consortium ensures that the developed algorithms are transformed into real products, in line with the current best practices and addressing today’s market needs. NODA will therefore implement the control algorithms in their existing hard- and software platform.

The two demonstration sites are operated by VEAB (Rottne) and Mijnwater (Heerlen). They contribute to the project by their practical knowledge of the network to the tasks concerning business models, decision parameters, replication measures e.g. Furthermore, they play a large role during the demonstration phase of the project.

NEBER is a local university, located in the Netherlands. In this project, they will act as an independent party responsible for the quantification of the performance of the intelligent controller, by analysis and comparing the results of the test runs to the reference data. Furthermore, NEBER is responsible for the development of the educational packages and for the local dissemination platform in Heerlen.

Finally, communication and dissemination activities are coordinated by the partner Sigma Orionis, specialized in producing a comprehensive dissemination and awareness plan suitable of increasing the potential impact of the proposed initiative towards targeted communities throughout Europe and beyond.

STATUS OF THE PROJECT
The project started in March 2015. Therefore, by the submission of this paper (May 2016), the project is in month 15 of 42.

To date, the following results are achieved in the different work packages:

WP1: Definition of the features of the controller.
The classification of DHC-networks in operation was made, and will be made publically available on the STORM-website. This report gives an insight in the coverage and markets of DHC in Europe, the share of renewable in DH, future energy demands, barriers for DHC networks, potential greenhouse gas reductions, business cases, used control strategies, future trends in DHC and the needs for intelligent control of DHC networks.

Furthermore, technical audits were performed in the demonstration site to prepare the implementation of the controller.

Finally, a draft version of a report on the decision parameters of the controller was prepared. Based on the classification report as described above, in this report the technical requirements of the STORM controller are described. These parameters serve as an input for the algorithms that are developed in WP2.

WP2: Simulation based controller and model development.
To date, the simulation model for the Rottne network is finished, and the model for Heerlen is getting finalised.

The simulation models consist of a model for the connected buildings and a network model. The buildings are modelled as lumped capacitance models. These building models determine the power exchanged by the network, and the return temperature to the network, given a certain supply temperature.

The network model is an implementation of the node-model by Benonysson [13]. This network model
simulates the flow rates and temperature propagation through the network pipes.

A first result for the Rottne network is shown in Fig. It can already be seen that night set back in the network is problematic, since it causes power peaks in the morning. This is obviously the first issue to solve before the implementation of the controller.

Furthermore, in this WP, a technical ‘problem formulation’ for the controller was prepared. This describes the exact control problem and the optimization and control approach in a mathematic manner, and is the basis for the development of the algorithms. The controller will consist of three modules: a forecaster, a planner and a tracker. The forecaster will forecast the undisturbed heat and cold demand of the network. The planner will then determine the optimal heat demand profile for the next 24 hours, taking into account this forecast and also the objective that should be achieved in the network (i.e. peak shaving, cell balancing, market interaction, or a combination). Then the tracker module will try to make sure that the this optimal profile is actually achieved. Therefore it will make use of a dispatcher, which calculates individual control signals for all connected buildings, in combination with a feedback loop to eliminate deviations.

With respect to the development of the algorithms itself, the focus in this first phase of the project was on the development of a forecaster. Machine learning techniques were used to forecast the heat demand of a building or cluster of buildings for the coming 24 hours, taking into account the historical consumption of the building, the time and the forecast of the outdoor temperature for the next 24 hours. Also a first prototype of a tracker algorithm was developed so far.

**WP3: Development of controller framework prototype.**

Hardware adaptions for the existing controllers in the different networks were already prepared, and tested on some sites in Sweden. This is done to smoothen the implementation of the developed controller as much as possible.

Furthermore, the forecasting algorithms developed in WP2 were implemented in the controller platform and tested in the Rottne site. Without going into details in this paper, Mean Absolute Percentage Errors (MAPE) as low as 6-7% were achieved in the most optimal conditions. A lot more details on the forecast module and its performance in the real-life field tests can be found in a dedicated paper which is also presented during this symposium [14].

Finally, the prototype tracker algorithms were also implemented already in the controller platform and tested in the Rottne network. However to date no results of its performance can be reported yet.

**WP4: Implementation of controller framework prototype.**

This work package has not started yet.

**WP5: Testing and evaluation of the performance.**

This work package has not started yet.

**WP6: Replication and dissemination activities**

First steps are taken in the set-up of the exploitation plan.

A dissemination & communication plan (DCoP) was developed. This plan will be updated again in M18.

With respect to communication activities, a project website was set up (http://www.storm-dhc.eu) and joint social media accounts with 3 other EU projects were created: twitter @sustainplaces, LinkedIn group “Sustainable Places Community”. Also a first edition of the newsletter was released in M8.

Project logo, project posters, leaflets, presentation and document templates were prepared.

Regarding dissemination actions, in the coming weeks, two local dissemination workshops will be organised. One in Stockholm on May 18, and one in Heerlen on May 27. Also joint workshop with related initiatives and projects will be initiated.
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ABSTRACT

In the development towards nearly zero energy buildings (nZEB) the load profiles for the heat demand and the heat use of the buildings are expected to be changed considerably compared to the situation today. This change will influence the design and the overall profitability of district heating (DH).

It is expected that the amount of heat for domestic hot water (DHW) in all types of "low energy buildings" (LEB) will remain relatively unchanged in the future even if the heat demand for space heating and maybe also for heating of ventilation air will be reduced. This means that the heat use for DHW will be relatively more important for the economy of DH in the future.

From earlier heat use measurements we have already seen that the real heat use of LEB, for several reasons, quite often seems to be somewhat higher than the values from theoretical calculations.

This means that knowledge on measured values of the total heat load profiles and the heat use from all types of LEB will be important for evaluating the economy and the competitiveness of DH in the future.

The primary goal of the paper is to present measured load profiles and yearly heat use for three different blocks of flats connected to the DH-system in Trondheim, Norway. The official dimensioning outdoor temperature in Trondheim is -19°C.

The presented load profiles show statistical hourly mean specific maximum values for the three buildings. The paper also presents specific values for the yearly heat use and the outdoor temperature value when the heat demand goes down to zero. This temperature value is called the change point temperature (CPT).

Some considerations of the system efficiency of the DHW system in the buildings are also given. The presented information is assumed to be useful in the planning of DH-systems for the future.

INTRODUCTION AND BACKGROUND

As a reference to the two LEB in this study, one of the three buildings is built according to the technical building code in Norway from 2010 (TEK10). The other two are built according to the actual Norwegian guidelines: Norwegian standard, NS 3700:2010, Criteria for passive houses (PH) and low energy (LE) houses – Residential buildings [1] where LE has two classes. One of the two LEB is built to meet the LE criteria (class 1), and the other one to meet the PH criteria in these guidelines.

In new built LEB connected to district heating in Norway, it is today quite common to install some sort of heat pumps in the buildings. One of the reasons for this is that according to the special requirements on the energy performance certificate for buildings in Norway, it is hard to get an A rated building when the heat supply to the building is district heat only.

Both the LE and the PH building in this study have a heat pump installation to supply base load heat. The LE building has a ground source heat pump (LE+hp), and the PH building gets heat from a condenser of a cooling system in a neighbouring shopping centre - (PH+hp).

All three buildings have so called "balanced, mechanical ventilation" with heat exchangers (HE). The requirement for the efficiency of the heat exchangers is ≥ 70% for the LE buildings and ≥ 80% for the TEK10 and the PH buildings. Detailed specifications of the three buildings are shown in Table 1.

<table>
<thead>
<tr>
<th>Table1. Specifications of the three buildings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Total heated area of the blocks (m²)</td>
</tr>
<tr>
<td>Number of flats</td>
</tr>
<tr>
<td>Average heated area per flat (m²)</td>
</tr>
<tr>
<td>Ventilation air (m³/h•m²) (Min. average values)</td>
</tr>
</tbody>
</table>

* The heating system in this building is providing some heat to a car shed and also to a smaller snow melting area.
To get a reasonably good picture of the real heat use of a building often so called heat load-temperature, HT-curves, are used. Here the measured heat load values are correlated to the actual outdoor temperature.

Figure 1 shows a basic, theoretical curve of the heat load correlated to the outdoor temperature in a building that has heat demands for space heating, heating of ventilation air and hot tap water.

We see from figure 1 that the theoretical curve has two buckling points. The first one from the left shows the outdoor temperature where the space heating demand becomes zero. The second one shows the outdoor temperature from which it is only heat demand for DHW. In between these buckling points some heat is needed for heating the ventilation air. The slope of the curve in this area depends on the amount of ventilation air, the efficiency of the heat exchanger in the ventilation system, and the ratio between the heat demand for space heating and for ventilation air.

To decide the best estimate of the curve in figure 1 from measured data we need to perform a statistical regression analyse of the measured values. For several natural reasons the measured values may vary quite a lot for a certain outdoor temperature. The resolution on the heat load axis in such diagrams will normally be mean values for one hour, one day or one week. In the actual work the resolution is one hour.

In older days, where the buildings had no mechanical ventilation, the actual curve had only a buckling point where the heat for space heating and natural ventilation becomes zero. Even today it is common to make the statistical analysis for such curves only with one buckling point called the change point temperature (CPT). This point represents the outdoor temperature for which the heat demand for space heating and ventilation air becomes zero. For the most common buildings this is assumed to give an acceptable picture of the heat use of the buildings. The statistical analyses in this work are done with only one CPT.

METHODS/METHODOLOGY

The load profiles are developed from measured hourly values of the delivered district heat to the blocks of flats. The DH-system is own by Statkraft Varme AS in Trondheim who has provided the measured data.

The measured hourly values are treated statistically mainly by the statistical tool STATA [2]. More detailed results from these statistical analyses will be presented in an ongoing PhD-work at NTNU in Trondheim, Norway [3]. Some results are also derived by a method developed through the work on a PhD theses [4] made at NTNU.

STATE OF THE ART

To make measurements of the heat demand of buildings have until the latest years been time consuming and rather expensive. There are therefore not shown too many results from such measurements in the literature. The ongoing effort to reduce the heat use in new buildings gives a running need to do measurements and document the actual improvements of the heat performance of new categories of LEB compared to theoretical calculations.

RESULTS

Figure 2 shows the actual measured values and the regression model values that make up the HT-curve for the PH+hp building for hour 10 on week days (WD). For week ends (WE) we get similar, but somewhat different, curves depending on changes in the activity in the building. Similar HT-curves are made for all 24-hours to get the complete picture of the variation of the heat load. We see that the lowest measured outdoor temperature in the actual measurement period is -11°C.

Figure 2. HT-curve for hour 10 on weekdays [3]
In figure 3 we see that the peak loads for the TEK10 and the PH+hp buildings occur in the morning hours. We may assume that this is normally due to an increased ventilation rate and the use of hot tap water for showers and hand washing.

The figure also indicates that an increased amount of hot tap water is used in the afternoon hours for these two buildings as shown by the peaks around the hours 17 and 18.

From the heat load profile for the LE+hp building we can correctly draw the conclusion that there are storage tanks installed in the local heating system. The reason for that is to get a steady heat collection from the heat pump. As we see, this will to a great extent even out the load profile.

In figure 4 we see duration curves for the measured specific load for the three buildings for the actual year (2014). We see that the measured maximum loads for the actual year are somewhat lower than the design heat loads in figure 3 and Table 2 which are estimated values by the regression lines down to the formal dimensioning outdoor temperature of -19°C.

We also see that the curves are stepped, depending on the resolution of the heat meters. For the TEK10 building the steps are rather big. This indicates that the heat meter for this building is oversized. One consequence of this oversizing is that most likely the shown maximum load for the TEK10 building is somewhat lower than it would have been with a correct dimensioned heat meter with an appropriate resolution.

From table 2 we see that the TEK10 building is just about to meet the criteria on heat use according to the actual building code.

| Table 2. Specific yearly heat use, max heat load and equivalent duration time of maximum load |
|-----------------------------------------------|-------------|-------------|-----------|
|                                   | TEK10    | LE+hp  | PH+hp |
| Yearly heat use from the DH system (kWh/m²) | ~82      | ~52     | ~52     |
| Max heat load from the DH system (Wh/h·m²)  | ~32      | ~24     | ~26     |
| Equivalent duration time of max DH load (h) | ~2562    | ~2167   | ~2000   |
| Calculated requirements on max. yearly heat use according to TEK10 and NS 3700:2010 (kWh/m²) | ~85      | 60      | 45      |
For the LE+hp building we see that the value for the heat use from DH is lower than the requirement according to NS 3700:2010. But, since this building gets additional heat from the heat pump we can’t really decide from these figures if the building really meets all the criteria as a LE building. The overall picture for this building is also being confused by the fact that the heating system is providing some heat to a car shed and also to a smaller snow melting area.

For the PH+hp building we see that the value for yearly district heat supply is higher than the requirement according to NS 3700:2010 even if the building gets additional heat from the heat pump. This gives a clear indication that this building does not meet the criteria as a PH building.

In figure 5 we see the curves of the hourly values of CPT from the analyses of the actual buildings in this study on WD.

During night time we should theoretically expect that the CPT values for the TEK10 building would be somewhat higher than for the LE+hp building and that the values for the LE+hp building would be somewhat higher than for the PH+hp building.

We see from the figure that the CPT values are more or less the same for all three buildings except for the hours from 18-21 for the TEK10 building.

This could be explained by several reasons e.g. that the ventilation system is running with higher ventilation rate some more hours for the TEK10 building than the other two buildings. But all together the results give an indication that the thermal qualities of the three buildings are not very different due to the fact that CPT for the marginal heat supply from the DH system is more or less the same during the night hours 4-7.

In figure 6 we see the curves of the hourly values of CPT for WE. These curves show more or less the same tendency as for the WD. But here we see that the CPT values for the TEK10 building has a tendency to be higher than for the other buildings in the hours 14-21.

The difference in the CPT curves for WE are marginal, and may be explained by the fact that it could be within the margin of error of the analysing method.

From figure 5 and 6 we also see that the CPT for all three buildings is in the range of 8°C during night time where the amount of ventilation air is assumed to be at the minimum level according to the requirements.

In figure 7 we see the typical morning peaks for DHW for the TEK10 and the PH+hp buildings. We also see
that the morning peak for the PH+hp building is partly delayed a couple of hours. This indicates that quite a few of the residents in this building do not have to get up and go to work early in the morning.

This tendency may be explained by the fact that this new building is situated on the top of a shopping mall close to the centre of the city. We know that quite a few of the pensioners nowadays are selling their one family houses in the suburbs and move to flats in new built blocks in the city centres.

For the LE+hp building we see that the peaks of the DHW load profile is flattened out due to the heat storage system. The morning peak is also slightly delayed due to the storage system.

In figure 8 we see that we may assume that quite a few of the "working people" in the TEK10 building are getting out of bed several hours later on WE than on WD. The same tendency we also see for the LE+hp building. For the PH+hp building we see that most of the residents in the building, as we could expect, seem to be pretty much following the same routines on WE as on the WD.

EFFICIENCY OF THE DOMESTIC HOT WATER SYSTEM AND THE HEAT CONTRIBUTION FROM THE HEAT PUMP SYSTEM IN THE ACTUAL BUILDINGS

From figure 7 and 8 we see that the average heat use for DHW in the TEK10 building is in the range of 4.5 W/m². The lowest measured value in this house at night time is in the range of 3.1 W/m². If we assume that this represents the heat loss in the distribution system the efficiency of the DHW system is in the range of 30 %. Most likely this low value is due to the circulation loop.

From figure 7 and 8 we also see that the average heat supply from the DH system for DHW for the LE+hp and PH+hp buildings is in the range of 2.9 and 2.5 W/m² respectively.

If we assume that the heat use for DHW is more or less at the same level for all the three buildings, the heat contribution from the heat pumps for the LE+hp and PH+hp buildings is in the range of 1.6 and 2.0 W/m² respectively in the summer season. These values correspond in total to a heat contribution from the heat pumps to each flat in the respective houses of about 3.3 and 4.4 kWh/day. In comparison, this study indicates that the heat use for DHW in the actual buildings is in the range of 10 kWh/day.

DISCUSSION

From the fairly low heat contribution from the heat pumps in the summer season it seems relevant to raise the question: Is the heat contribution from the heat pump in the LE+hp building high enough to justify the installations according to relevant economic criteria? From this study this question can not be answered properly without doing more measurements related to the heat pump and collecting a lot of detailed data and doing extensive economic calculations.

The use of the heat pump in the PA+hp building should anyway be justified by the fact that the motive here is to use heat that otherwise would have been lost.

We have noticed from figure 5 and 6 that the thermal qualities of the three buildings seem to be quite similar. Then it seems reasonable to raise the question if the heat pumps are installed for the purpose of meeting the demanded criteria on heat use according to NS3700:2010, or to achieve an A rated building according to the Norwegian requirement for the energy performance certificate for the building.

In Norway the ranking of the buildings for the energy performance certificate is based on delivered energy to the buildings without corrections for the primary energy factors (PEF) for the actual energy sources.

The European Union has passed the REGULATION (EU) No 244/2012 "on the energy performance of buildings by establishing a comparative methodology framework for calculating cost-optimal levels of minimum energy performance requirements for buildings and building elements". This regulation presupposes that the actual countries shall perform cost calculations at macroeconomic level where also additional costs of greenhouse gas (GHG) emissions are included.

It seems relevant here to ask if installing heat pumps in houses heated by DH are cost-optimal in an optimal...
GHG perspective if the heat pumps are not needed for cooling purposes.

OUTLOOK
In the effort to optimise GHG emission from a socio-economic perspective, it seems to be a need for an extensive study on the cost-efficiency of installing heat pumps in buildings heated by DH when the heat pump is not needed for heating purposes.

We already know that it may be profitable from a private viewpoint to install heat pumps in buildings with heat supply from DH due to tax rules and regulatory systems. In a GHG perspective the REGULATION (EU) No 244/2012 quite logically presupposes that the cost optimal calculations shall be performed without including possible tax and regulatory systems.

CONCLUSIONS
The following conclusion may be drawn from the results of this study:

(1) The results from the study indicate that the thermal quality of the TEK10, LE+hp and PH+hp buildings are quite similar.

(2) The TEK10 building seems to meet the requirement on heat use set in the actual Norwegian building code.

(3) The LE+hp building seems not to meet the criteria on yearly heat use to be qualified as a LE building according to the Norwegian standard NS 3700:2010. But the fact that the heating system in this building is providing some heat to a smaller snow melting area is confusing the picture.

(4) It seems clear that the PH+hp building does not meet the heat use criteria to be qualified as a PH building according to the standard NS 3700:2010.

(5) The reduction in specific heat use from the DH-system for the LE+hp and the PH+hp buildings in this study is in the range of 35 % compared to the TEK10 building.

(6) The ratio between yearly heat use from the DH-system and the maximum heat load is decreasing from the TEK10 building to the LE+hp building and further to the PH+hp building. This means that it is a development towards fewer kWh to charge the costs for the investments in heat load capacity in the DH system.

(7) The derived values for the heat contribution from the heat pumps to the DHW system during the summer season for the LE+hp and the PH+hp buildings indicate that the contribution is rather low – about 3.3 and 4.4 kWh/day respectively for each flat.

(8) Since the thermal qualities of the three buildings seem to be quite similar, it seems likely to assume that the installation of heat pumps in the LE+hp and the PH+hp buildings could partly be motivated by the aim to fulfil the heat use requirements set in NS 3700:2010, or to get an A rated building according to the Norwegian energy performance certificate system.

(9) According to Regulation (EU) No 244/2012, the cost efficiency of installing heat pumps in DH supplied buildings where cooling is not needed should be evaluated through an exhaustive study on cost-efficiency at macroeconomic level according to socio-economic criteria.

ACKNOWLEDGEMENT
A special thank to Statkraft Varme AS for providing information and measured load values from the actual buildings. Thanks also to Norwegian Research Council and the private companies that have contributed with economic resources to make this project possible. And also thanks to the project group for a fruitful cooperation.

REFERENCES
[3] Karen Byskov Lindberg, "Regression analyses on measured hourly heat values from a district heating system for three residential blocks of flats in Trondheim". (Unpublished work report (by January 2016) for the PhD-theses at NTNU.

OTHER RELVANT REFERENCES
ENERGETIC AND EXERGETIC PERFORMANCE OF SHORT TERM THERMAL STORAGES IN URBAN DISTRICT HEATING NETWORKS

Georg K. Schuchardt (née Bestrzynski)¹, Stefan Holler²

¹ Fernwaerme-Forschungsinstitut, Max-von-Laue Straße 23, 30966 Hemmingen, Germany
² HAWK University of Applied Sciences and Arts Hildesheim/ Holzminden/ Goettingen, Büsgenweg 1a, 37077 Goettingen, Germany

ABSTRACT
Meeting the heat demand of all customers attached, is the main objective for the operation of district heating (DH) systems combined with combined heat and power (CHP) plants. On the other hand, the economic ratification for the operation of CHP plants strongly depends on highly volatile electricity prices on the market. This trend will be reinforced in future, due to the additional integration and exploitation of renewable energies. Within this techno-economic field of most different operational objectives, DH systems and CHP plants must find a way for a cost-covering and efficient operation in future.

Against this background, time shifts in producing and allocating heat supplied in parallel with electricity, are most attractive for DH system and CHP plant operators. Thus, margins on the electricity market could be maximized. On the other hand, heat amounts produced in parallel should be decoupled from the production of electricity as efficient as possible. Thus, thermal energy storages enter the limelight of interest for DH system operators. However, aspects concerning most different mechanisms for energetic and exergetic losses have to be considered for an optimized operation of these systems.

Within this paper, the energetic and exergetic performance of sensible thermal storages will be examined. Underlying loss mechanisms of typical urban thermal storages are described qualitatively and quantified energetically and exergetically. For this purpose, existing models from literature are combined with practically relevant operational parameters for simulations.

INTRODUCTION
CHP is a widespread and robust system for efficiently delivering electrical power and heat to customers. Thus, within urban areas of northern European countries, CHP is and will be a major partner for the energy turnaround [1]. Running these systems, the main focus of operation has been on meeting the heat demands occurring in the district heating (DH) network attached. On the other hand, revenues at the energy markets are mainly responsible for running these systems economically and profitable.

Against this background, measures for a more flexible and, in best case, a market-price-oriented operation of CHP, enter the limelight of interest for DH supply companies. Thus, the utilization of thermal storages (thermal accumulators) within urban areas is widely discussed for enhancing the economic performance and full-load hours of CHP, s. [2 to 7], whereas operational cost diminish due to raising efficiencies, s. [8].

However, knowing the energetic and exergetic contents utilizable within large scale thermal storages (hot water contents > 10,000m³) is the main prerequisite for an optimized, efficient and economic operation of these systems. As these contents are diminished by a multitude of thermodynamic processes, the contents of [9] are refined, improved and developed further. Therefore, the impact of different heat transfer and loss mechanisms on the energetic and exergetic contents utilizable as well as the thermal stratification within large scale thermal storages are described and quantified. Thus, potentials of CHP and thermal storages within the context of an overall DH system may be evaluated and analyzed.

Basing on relevant literature [2 to 16], typical operational parameters of sensible thermal storages within urban DH systems are defined. Regarding these studies, heat loss mechanisms of thermal storages are of major interest concerning operational efficiency and effect the energetic and exergetic contents of these systems, cf. [17 to 20]. However, the transferability of these results is not necessarily given for large scale applications. Against this background, approaches for approximating these mechanisms are refined and combined with operational parameters of large scale thermal storages. Regarding practically relevant operational parameters, energetic and exergetic losses are calculated and quantified for typical urban storage systems.

STATE-OF-THE-ART
Thermal storages will play a major role for an efficient and feasible operation of DH networks. Geometrical and operational parameters of these systems, mainly implemented as sensible, stratifying systems operating at atmospheric pressures, are closely connected to the operational parameters of the DH grid attached. Furthermore, technological key-performance indicators
(capacity, flexibility of operation, operational temperature, quality of thermal stratification, etc.), non-
technological aspects (space required for installation, inherent operational safety, etc.), have to be considered. Table summarizes the relevant literature and gives typical geometric, energetic and operational parameters of these systems [2 to 20].

Due to different internal and external thermo- and hydrodynamic processes, the efficiency as well as the stratification of these systems is diminished. Resulting, different heat and mass transfer mechanisms occur. Within this contribution, the following mechanisms are described qualitatively and quantitatively, cf. [9, 21 to 28]

- External Losses via the wall
- Thermal conduction within the storage media
- Thermal short-circuits via the wall
- Thermal absorptions due to thermal inertia
- Convective heat transfer due to free convection
- Turbulences induced by (dis-) charging

On the other hand, energetic losses due to radiant heat transfer, e.g. between the head and bottom of the storage, are not taken into consideration.

EXTERNAL LOSSES VIA THE WALL

Due to temperature differences between the storage media and the surrounding environment, thermal losses via the wall of thermal storages occur. These diminish the energetic and exergetic contents utilizable within the thermal storage. The storage media (generally at a higher temperature than the surrounding environment) loses heat. For storage periods \( t \to \infty \), heat losses \( \dot{Q}_{\text{W}} \) occurring result in a thermodynamic equilibrium with the environment. \( \dot{Q}_{\text{W}} \) (and \( \dot{Q}_{\text{x}} \)) are lost for further technological utilization.

However, \( \dot{Q}_{\text{W}} \) is constrained by applying a thermal insulation (within the wall, roof and bottom). Low heat conductivities \( \lambda_{\text{ins}} \) and a thickness \( \delta_{\text{ins}} \) of these insulations limit the external losses. Thus, more than 95% of the temperature gradient between the environment and the storage media \( \Delta T_{\text{in/r}} \) is degraded within the thermal insulation. \( \Delta T_{\text{in/r}} \) might be approximated by applying the mean temperatures of the thermal storage media and the environment, s. [9, 23]. Additional layers within the wall of the thermal storage (bearing structures, diffusion barriers, etc.), as well as thermal boundary layers and steam cushions are negligible regarding \( \dot{Q}_{\text{W}} \). Merely, the soil below the thermal storage influences the heat losses of thermal storages due to moderate heat conductivities \( \lambda_{\text{soil}} = 1...5 \text{W/mK} \) and a semi-infinite extension.

Nevertheless, the external losses are influenced insignificantly for typical \( H_{\text{stor}}/D_{\text{stor}} > 0.2 \) by the soil. Thus, \( \dot{Q}_{\text{W}} \) may be approximated by

\[
\dot{Q}_{\text{W}} = \dot{m} c_{\text{p}} \Delta T_{\text{in/r}} = \dot{m} c_{\text{p}} \Delta T_{\text{in/r}} \tag{1}
\]

Resulting, the heat losses via the wall are typically below 10W/m². Regarding a 24h time-shift for a charging-discharging-cycle \( \mathcal{E} \) (s. Table 1), the relative losses \( \dot{Q}_{\text{W}}/\mathcal{E} \) are below 0.1%, s. Table 2.

Table 1: Typical geometric and operational parameters of large scale thermal storages [2 to 20]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume ( V_{\text{St}} )</td>
<td>m³</td>
<td>( 10^4 \ldots 10^5 )</td>
</tr>
<tr>
<td>Height ( H_{\text{St}} )</td>
<td>m</td>
<td>7…60</td>
</tr>
<tr>
<td>Diameter ( D_{\text{St}} )</td>
<td>m</td>
<td>10…50</td>
</tr>
<tr>
<td>Strength of wall ( \varepsilon_{\text{St}} )</td>
<td>m</td>
<td>0.03…0.05</td>
</tr>
<tr>
<td>Strength of Insulation ( \varepsilon_{\text{ins}} )</td>
<td>m</td>
<td>0.1…1.0</td>
</tr>
<tr>
<td>Heat Conductivity of Insulation ( \lambda_{\text{ins}} )</td>
<td>W/mK</td>
<td>0.03…0.04</td>
</tr>
<tr>
<td>Max. Temperature ( T_{\text{max}} )</td>
<td>°C</td>
<td>95…98</td>
</tr>
<tr>
<td>Min. Temperature ( T_{\text{min}} )</td>
<td>°C</td>
<td>58…67</td>
</tr>
<tr>
<td>Ambient Temperature</td>
<td>°C</td>
<td>-15…30</td>
</tr>
<tr>
<td>Strength layer thermal stratification ( \varepsilon_{\text{str}} )</td>
<td>m</td>
<td>2.3…4</td>
</tr>
<tr>
<td>Typ. Timescale for (dis-) charging</td>
<td>h</td>
<td>5…10</td>
</tr>
<tr>
<td>Typ. Time-Shift charging-discharging</td>
<td>d</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2: Approximation of external losses via the wall during 24h, assuming a relative height \( H_{\text{stor}}/D_{\text{stor}} = 1 \)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{\text{St}} )</td>
<td>m³</td>
</tr>
<tr>
<td>Capacity ( \vartheta )</td>
<td>[MWh]</td>
</tr>
<tr>
<td>Surface</td>
<td>m²</td>
</tr>
<tr>
<td>( \dot{Q} )</td>
<td>[kW]</td>
</tr>
<tr>
<td>( \dot{Q} )</td>
<td>[MWh]</td>
</tr>
<tr>
<td>( \dot{Q}_{\text{W}}/\mathcal{E} )</td>
<td>[%]</td>
</tr>
</tbody>
</table>

Nevertheless, the external losses are influenced insignificantly for typical \( H_{\text{stor}}/D_{\text{stor}} > 0.2 \) by the soil. Thus, \( \dot{Q}_{\text{W}} \) may be approximated by

\[
\dot{Q}_{\text{W}} = \dot{m} c_{\text{p}} \Delta T_{\text{in/r}} = \dot{m} c_{\text{p}} \Delta T_{\text{in/r}} \tag{1}
\]

Resulting, the heat losses via the wall are typically below 10W/m². Regarding a 24h time-shift for a charging-discharging-cycle \( \mathcal{E} \) (s. Table 1), the relative losses \( \dot{Q}_{\text{W}}/\mathcal{E} \) are below 0.1%, s. Table 2.
CONDUCTION WITHIN THE STORAGE MEDIA

Thermal storages are mainly operating at atmospheric pressures, stratifying high- and low-temperature media due to temperature-dependent differences in density. Thus, heat flows via the layer for thermal stratification occur, equalizing temperature differences. Neglecting external losses (adiabatic system) and assuming constant material properties for relevant temperatures and pressures, the thermal storage strives for an average temperature level $T_{\text{ave}}$. Internal heat flows occurring are mainly depending on the strength of the stratifying layer $s_{\text{str}}$ and heat conductivity of the storage media $\lambda_{\text{str}}$.

Basing on an ideal initial strength of the stratifying layer ($s_{\text{str}}(t = 0) = 0$) the development of the temperature regime within the thermal storage, as well as the stratifying layer is calculated by a numerical model. Thus, time and height dependant temperatures $T = T(h, t, \lambda_{\text{str}})$, as well as the strength of the stratifying layer $s_{\text{str}}(t)$ is mapped. Basing on a discretization of the thermal storage into a defined number of layers $n$ at different initial temperatures $T(t = 0; n)$, heat flows between the layers $\Phi_{\text{str}}(n \rightarrow n + 1)$ are computed. Regarding the heat conductivity of the thermal media and the time step $\Delta t$, energetic and exergetic contents and temperatures (temperature shifts and drops) of each layer are calculated for the following time step $t + 1$. The temperature profiles $T = T(h, t, \lambda_{\text{str}})$, as well as energetic contents lost for utilization shall be approximated. For this purpose, a minimum temperature tolerable within the thermal storage/layer for stratification $T_{\text{min, supply}}$ must be defined, e.g. for a direct feed into the supply flow without additional preheating. Clearly, $T_{\text{min, supply}}$ generally depends on economic and technological targets of operation and varies for different operational and market conditions, systems and in time, etc. In other words, the stratifying layer is partially utilizable for the DH-system applied.

Regarding Figure 1, the energetic contents utilizable is described by the area in between the temperature profile relevant and $T_{\text{min, supply}}$. Thus, the numerical model may quantify the losses occurring in between two time steps $t$ and $t + 1$. However, prerequisite for this quantification is the definition of an initial (typical) temperature profile. This temperature profile defines the strength of the stratifying layer $s_{\text{str}}(t)$ at the beginning. Due to turbulences occurring while (dis-)charging the storage, $s_{\text{str}}(t)$ cannot be arbitrarily small, s. also below. The time dependant development of $s_{\text{str}}(t)$ within typical operational cycles $\mathcal{E}$ is quantified for a typical urban thermal storage.

The vertical heat transfer within the thermal storage media leads to an expansion of the stratifying layer. Resulting, the energetic contents directly utilizable decrease, depending on the operational boundary conditions of the DH system attached. On the other hand, the heat flow between high- and low-temperature media within the storage decreases as the strength of the thermal layer $s_{\text{str}}(t)$ increases. Thus, the insulating effect of the stratifying layer becomes more dominant over time.

Finally, the maximum reductions of the energetic contents within an urban thermal storage system are approximated by the numerical model. These losses are approximately 0.4MWh/d for a 10,000m³ storage according to Table 1 and Table 2. In relation to an initial energetic content of 213MWh, the relative losses are 0.2% within 24h (thermal loading status of 50%), s. [6, 11, 17 to 22]. Thus, the strength of the stratifying layer $s_{\text{str}}(t)$ increases by 38mm/d., whereas $\frac{ds_{\text{str}}}{dt}$ decreases with time. Table 3 summarizes the results on the losses within the thermal storage media.

$$T_{\text{max}} - 0.14T_{\text{sup}} < T < T_{\text{min}} + 0.14T_{\text{sup}}$$

(2)
Table 3: Approximation of heat losses due to thermal conduction via the thermal storage media within 24h

<table>
<thead>
<tr>
<th>$V_{\text{th}}$ [m$^3$]</th>
<th>$10^4$</th>
<th>$3\times 10^4$</th>
<th>$5\times 10^4$</th>
<th>$10^5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energetic Content</td>
<td>213</td>
<td>654.3</td>
<td>1,102.1</td>
<td>2,231.4</td>
</tr>
<tr>
<td>Energetic Content</td>
<td>212.6</td>
<td>653.4</td>
<td>1,100.9</td>
<td>2,229.4</td>
</tr>
<tr>
<td>Decrease of energetic content</td>
<td>0.40</td>
<td>0.90</td>
<td>1.20</td>
<td>2.00</td>
</tr>
<tr>
<td>$\Delta Q_{\text{th}}$ [%]</td>
<td>0.19</td>
<td>0.15</td>
<td>0.11</td>
<td>0.09</td>
</tr>
</tbody>
</table>

THERMAL SHORT CIRCUITS WITHIN HIGHLY CONDUCTIVE PARTS

Due to the high conductivity $\lambda_{\text{ST}}$ within highly conductive parts of the thermal storage, the stratifying layer develops faster than within the thermal media itself. However, the development of the thermal layer within thermal short circuits may be approximated by the same numerical model as previously utilized for the thermal media. Resulting, additional heat transfer from high- to low-temperature parts of the storage occurs, s. [6, 17].

Comparing the temperature profiles for the thermal storage media $T = T(h \cdot \lambda_{\text{ST}})$ and within the wall $T = T(h \cdot \lambda_{\text{ST}_w})$, additional heat flows occurring via thermal short circuits may be examined. Within this paper, additional heat flows occurring via the wall representing a major thermal short circuit, are calculated. Relating $Q_{\text{wall}}$ to the heat flows occurring within the thermal media $Q_{\text{th}}$, energetic losses might be approximated. For this purpose, the heat flows are assumed to be one-dimensional and vertically oriented.

$$\frac{Q_{\text{wall}}}{Q_{\text{th}}} = \frac{\frac{1}{\lambda_{\text{ST}}}}{\frac{1}{\lambda_{\text{ST}_w}}} \cdot \left(\frac{T_{\text{hot}} - T_{\text{cold}}}{T_{\text{hot}} - T_{\text{cold}}}ight)$$  \hspace{1cm} (3a)

This equation may be simplified for $\Delta T_{\text{hot}} = \Delta T_{\text{cold}}$ (same temperature drop within the thermal storage media as within the wall), $s_{\text{wall}} = s_{\text{thermal}}$ (same distance between high- and low-temperature parts for the thermal storage media and the wall) and $s_{\text{thermal}} / s_{\text{wall}} = 0$ (small relative strength $s_{\text{thermal}} / s_{\text{wall}}$ of the wall). Finally, for given thermal conductivities of the thermal storage media and the steel $\lambda_{\text{ST}} = 50 \text{ W/mK}$ and $\lambda_{\text{ST}_w} = 0.73 \text{ W/mK}$, the influence of thermal short circuits via the wall are approximated for a worst case, s. Figure 3.

$$\frac{Q_{\text{wall}}}{Q_{\text{th}}} = \frac{\frac{1}{\lambda_{\text{ST}_w}}}{\frac{1}{\lambda_{\text{ST}}}} \cdot \left(\frac{T_{\text{hot}} - T_{\text{cold}}}{T_{\text{hot}} - T_{\text{cold}}}ight)$$  \hspace{1cm} (3b)

The energetic losses within thermal storages according to Table and Table 2 are quantified for typical strengths of the wall $s_{\text{wall}} = 0.06 \text{ m}$ and $H / D = 1$.

Additional losses occurring via the wall $Q_{\text{wall}}$ are approximately $0.15 \text{ MWh/d}$, decreasing the energetic content of $Q_{\text{th}} = 213 \text{ MWh}$ by $0.07\%$ within 24h.

$$\frac{Q_{\text{wall}}}{Q_{\text{th}}} = \frac{1}{213} \times \left(\frac{6}{2130}\right) = 0.007 \hspace{1cm} (3c)$$

Figure 2: Development of the stratifying layer within the thermal media and the wall (assuming $\lambda_{\text{ST}} = 50 \text{ W/mK}$)

Figure 3: Heat transfer via thermal short-circuit, e.g. wall (scheme)
Table 4: Approximation of heat losses due to thermal short circuits via the wall within 24h ($t = t + T_{\text{wall}}$)

<table>
<thead>
<tr>
<th>$v_{\text{wall}}$ $[m^3]$</th>
<th>$10^4$</th>
<th>$3\times10^4$</th>
<th>$5\times10^4$</th>
<th>$10^5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_{\text{losses}}$ [MWh]</td>
<td>$\frac{1}{390}$</td>
<td>$\frac{1}{780}$</td>
<td>$\frac{1}{561}$</td>
<td>$\frac{1}{1120}$</td>
</tr>
<tr>
<td>$\varphi_{\text{losses}}$ [MWh/d]</td>
<td>$0.07$</td>
<td>$0.11$</td>
<td>$0.13$</td>
<td>$0.17$</td>
</tr>
<tr>
<td>$\varphi_{\text{losses}}$/q [%]</td>
<td>$0.03$</td>
<td>$0.02$</td>
<td>$0.01$</td>
<td>$0.01$</td>
</tr>
</tbody>
</table>

Generally, the influence of the wall on the losses decreases for increasing diameters of the thermal storage, decreasing strengths of the wall and decreasing conductivities $\lambda_{\text{wall}}$ (e.g. for stainless steel $\lambda_{\text{stainless}} = 15 W/mK$). As a final remark, especially the simplification on the temperature gradients via the wall and via the stratifying layer seems to be unsuitable for operational conditions in situ. This again would lead to a diminished influence of thermal short circuits. Finally, Table 4 summarizes the results for the additional heat losses occurring within the wall.

**LOSSES DUE TO THERMAL INERTIA OF STORAGE INFRASTRUCTURE**

During operation, the stratifying layer moves within the thermal storage due to operational needs. Thus, especially the wall of the thermal storage is cyclically in contact with high- and low-temperature fluid. (Assuming a steam cushion at the roof and a residual volume below the outlet, roof and bottom are steadily in touch with high- and low-temperature fluid.) Resulting from these movements of the stratifying layer, parts of the vertical wall absorb energetic contents $\varphi_{\text{losses}}$ of the storage media entering the storage while charging. Figure 4. Thus, the energetic content utilizable is diminished. On the other hand, while discharging the thermal storage, the thermal inertia of the wall causes an input of heat into the storage media. Unfortunately, these energetic contents may not be utilized, as the temperature level of the heat flows are too low and as the (dis-) charging infrastructure is located in the middle at the head and bottom of the thermal storage (and not next to the wall). Therefore, the energetic content is diminished due to $\varphi_{\text{losses}}$, whereas the stratification of the thermal storage is disturbed, s. [6].

Within this context, the energetic contents absorbed within the wall $\varphi_{\text{losses}}$ shall be quantified, assuming that these contents are lost for further utilization. Resulting, the maximum losses occurring within thermal storages according to Table and Table 2 are 2.1MWh/cycle, decreasing the energetic content $\varphi_{\text{losses}}$ of 467MWh by 0.5%.

\[
\varphi_{\text{losses}} = \frac{\sum_{i=1}^{n}(P_{\text{in},i} - P_{\text{out},i})\Delta t_i}{\text{cycle}} \approx 2.08 \text{ MWh/cycle}
\]

\[
\varphi_{\text{losses}} = 0.455\%
\]

The relative losses $\varphi_{\text{losses}}$ decreases for diminishing strengths of the wall $\varphi_{\text{losses}}$, s. (or other thermal masses) and increasing volumes of the thermal storage $v_{\text{wall}}$.

In addition to the thermal losses, the influence of thermal inertia on the quality of thermal stratification shall be approximated. Main parameter for these interactions is the relative heat storage capacity of the thermal storage media $C_{\text{mass}}$ in relation to the heat storage capacity of the overall system $\sum C$, s. [6]. For $C_{\text{mass}}/\sum C = 1.0$, the response of the thermal inertia on changes in the temperature regime is quite dynamic, resulting in a minor impact on the thermal stratification. Considering the relevant literature, for thermal storages operating at 50...130°C and at a maximum internal temperature difference $\Delta T = T_{\text{max}} - T_{\text{min}} = 14 K$, the influence of thermal inertia on the stratification might be neglected for, s. [6]:

\[
0.95 < C_{\text{mass}}/\sum C
\]

Considering the wall of the thermal storages according to Table 1 and Table 2, the minimum relative storage capacity equals 0.995. Thus, at least another 4,465 of steel might be implemented within the thermal storage, e.g. as additional parts of the infrastructure, in order to violate the criterion (5).
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Figure 4: Balancing processes occurring due to thermal inertia of the wall during charging

Table 5: Approximation of heat losses due to thermal inertia of the wall for a full load-cycle 24h

<table>
<thead>
<tr>
<th>$V_{Ei}$ [m$^3$]</th>
<th>$10^4$</th>
<th>$3\times10^4$</th>
<th>$5\times10^4$</th>
<th>$10^5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$ (cf. Table 2) [MWh]</td>
<td>467</td>
<td>1,440</td>
<td>2,333.3</td>
<td>4,666.7</td>
</tr>
<tr>
<td>$\dot{Q}_{inlet}$ [MWh/cycle]</td>
<td>1.02</td>
<td>2.12</td>
<td>2.98</td>
<td>4.73</td>
</tr>
<tr>
<td>$\dot{Q}_{outlet}$ [MWh/cycle]</td>
<td>2.04</td>
<td>4.24</td>
<td>5.99</td>
<td>9.46</td>
</tr>
<tr>
<td>$\frac{\dot{Q}_{inlet}}{Q}$ [%]</td>
<td>0.22</td>
<td>0.15</td>
<td>0.13</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 6: Relative heat capacity of storage media and min. thermal masses required for a disturbing the thermal stratification acc. to equation (5) due to thermal inertia of the wall for a full load-cycle 24h

| $m_{min}$ [10$^3$kg] | 406 | 844 | 1,186 | 1,884 |
| $C_{H2O}/(C_{H2O} + C_{Wall})$ | 0.996 | 0.997 | 0.998 | 0.998 |
| $m_{Steel}$ [10$^3$kg] | 4,485 | 13,827 | 23,266 | 47,022 |
| $V_{Steel}$ [m$^3$] | 568 | 1,753 | 2,949 | 5,960 |
| Edge length cube [m] | 8.28 | 12.06 | 14.34 | 18.13 |

Table 6 summarizes the relative capacities $C_{H2O}/(C_{H2O} + C_{Wall})$ considering the wall of the thermal storage. In addition, the thermal as well as the according volumes of steel $V_{Steel}$ are given. Furthermore, the edge lengths of according cubes are given for illustrative matters. This clearly illustrates that enormous quantities of steel/thermal masses are required in order to violate criterion (5). Thus, a disturbance of the thermal stratification due to thermal inertia seems to be quite improbable.

CONVECTIVE HEAT TRANSFER INDUCED BY FALLING FILMS

Within thermal storages, vertical falling films due to gradients in temperature and density occur, e.g. along the wall of the thermal storage. As soon as these falling films from the head of the thermal storage enter the thermal layer, the vertical flow velocity $v_{fall}$ changes as (temperature dependant) density gradients change. Frictional and inertial effects detach the vertical falling films from the wall, s. [25]. Thus, the falling films are integrated within the stratifying layer, s. Figure 5. Furthermore, within and below the stratifying layer, additional falling films are induced. These, attain lower vertical flow velocities $v_{fall}$. Therefore, falling films occurring increase the strength of the stratifying layer.
The impact of these falling films on the strength of the stratifying layer is approximated by describing the flow boundary layer at the wall. Coupling the temperature and flow-field, the strength of the flow-boundary layer is determined, s. [25 to 27]. Considering similarity of forces occurring within the falling films, the velocity field is described in a dimensionless form, s. [28] and Figure 6.

**Figure 5:** Implementation of falling films within the stratifying layer due to inertial and frictional effects

**Figure 6:** Field for temperatures and flow-velocities within the falling films occurring along the vertical wall

Main parameters influencing are the properties of the storage media, such as the density, kinematic viscosity, heat conductivity or Prandtl-number as well as the free length for vertical flows, s. [25, 26].

\[
\dot{v}_{\text{Fall}} = 2\pi \frac{Gr(\alpha \nu)}{Pr_{\text{t20}}} \frac{G_0}{\theta_{\text{Fall}}} f(\theta) \frac{d\theta}{d\text{t}}
\]

Within equation (6), \(f(\theta)\) is a function of the Grashof-number, Prandtl-number, as well as the relative strength of the flow boundary layer, \(\delta_{\text{Def}}/\delta_{\text{t20}}\), s. [25]. Resulting from the relative strength of the flow boundary layer and the falling film velocity, volumetric flows from high temperature parts of the thermal storage into the thermal boundary layer as well as volumetric flows from the thermal boundary layer into the low temperature part of the thermal storage may be derived. Thus, the growth of the thermal boundary layer due to falling films may be approximated.

Calculations for large scale thermal storages show an increase of the strength of the stratifying layer due to falling films. This reduces the energetic contents utilizable for DH purposes. Considering a thermal storage according to Table 1 and Table 2, the growth is quantified assuming a free length for vertical flows \(l_{\text{fall}} = H/2\), a minimum temperature utilizable \(T_{\text{max}} = 60^\circ\text{C}\) and a maximum operational temperature \(T_{\text{t20}} = 80^\circ\text{C}\). According to these calculations, the stratifying layer increases within 24h by 7.5mm/d. Furthermore, a proportionality between heat flows induced and growth of the stratifying layer might be assumed. Thus, heat losses occurring due to falling films might be derived considering the ratio of the heat flows within the thermal storage media \(\dot{q}_{\text{therm}}\) and falling film \(\dot{q}_{\text{Fall}}\) as well as the falling film velocities and volume flows.

\[
\frac{\delta_{\text{t20}}}{\delta_{\text{therm}}} = \frac{7.5\text{mm/d}}{50\text{mm/d}}
\]

For the given example, a convective heat flow due to falling films of 0.1MWh/d occurs, decreasing the energetic contents by a maximum of 0.05% within 24h. The impact of falling films on the energetic contents diminishes for bigger diameters. In addition, the free length for vertical flows strongly influences the falling film velocities and volume flows.
However, falling films might be reduced by adaptions of the internal wall structure of the storage, e.g., by implementing internal and circumferential obstacles for the falling film (rib-structure). Thus, the free length for vertical flows \( l_{\text{free}} \) is reduced as these obstacles penetrate the flow boundary layer. Table 7 summarizes the results for the additional growth of the stratifying layer induced by falling films within a thermal storage according to Table and Table 2.

**TURBULENCES INDUCED BY CHARGING AND DISCHARGING**

Finally, turbulence induced by operational cycles of the thermal storage shall be examined, as these may significantly diminish the energetic contents utilizable. Main parameters of this convective heat transfer mechanism diminishing the energetic contents are the distance between the in- and outlet for (dis-) charging and the stratifying layer, as well as the vertical components of the flows entering or leaving the thermal storage. However, the latter mainly depend on the geometry of the in- and outlet, s. [29]. Thus, radial in- and outlets (radial diffusors or deflector plates) seem to be optimal for stabilizing the stratifying layer and minimizing the energetic losses, s. Figure 7 and [5, 16, 29, 30]. For this purpose, the shearing stresses \( \tau \) between the fluid entering/leaving (from/into the DH network) and remaining within the thermal storage have to be minimized. This might be achieved by reducing the relative velocity \( c_{\text{diff}} \), s. [31].

\[
\tau = \frac{c_{\text{diff}}}{\nu}
\]  
(8a)

On the other hand, minimizing the shearing stresses \( \tau (c_{\text{diff}}) \) consequently to a minimum, the flexibility of operation is diminished as the minimum time for a (dis-) charging cycle \( \Theta \) shall be, s. Table.

\[
\Theta = \frac{t_{\text{charge}}}{t_{\text{discharge}}}
\]  
(9)

Against this background, the height of the diffusor \( z_{\text{diff}} \) and its diameter \( D_{\text{diff}} \) must be adjusted (geometry of the radial diffusor/deflector plate), regarding the diameters of the in-/outlet pipe \( D_{\text{piple}} \) and of the thermal storage \( D_{\text{store}} \), s. [6]. Resulting, within large scale storages, turbulent inlet flows occur (Re \( \approx 2000 \)) at relative velocities \( c_{\text{diff}} < 0.2 \text{ m/s} \). Thus, a direct dependence of the shear stresses \( \tau \) and \( c_{\text{diff}} \) is given leading to a partially vertical momentum of the mass flows entering/leaving the storage: \( v_{\text{vert}} (\Theta = \left(v_{\text{vert}} + v_{\text{radial}} + v_{\text{axial}}\right)^{\Theta}) \). For \( \Theta = \text{const} \) as well as

| Table 7: Approximation of energetic losses induced by falling films within thermal storages without (top) and with (bottom) adaptions of the internal wall structure (thermal loading status Δ50%: \( H_D = 1.0 \)) |
|---------------------------------|---------|---------|---------|---------|
| \( V_{\text{st}} \) [m³] | 10²    | 3 × 10³ | 5 × 10⁴ | 10⁶    |
| \( l_{\text{st}} \) [m]    | 11.68  | 16.84   | 19.96   | 25.15  |
| High temperature partition (head of storage) |
| \( \varepsilon_{\text{inlet}} \) [mm/s] | 1.02  | 1.23    | 1.34    | 1.51   |
| \( \varepsilon_{\text{outlet}} \) [mm] | 44.8  | 46.9    | 47.6    | 48.4   |
| \( V_{\text{inlet}} \) [m³/d] | 72.67  | 131.84  | 172.88  | 248.53 |
| Stratifying layer (boundary layer) |
| \( \varepsilon_{\text{inlet}} \) [mm/s] | 0.93  | 1.12    | 1.22    | 1.37   |
| \( \varepsilon_{\text{outlet}} \) [mm] | 44.8  | 46.9    | 47.6    | 48.4   |
| \( V_{\text{inlet}} \) [m³/d] | 66.24  | 120.18  | 157.58  | 226.54 |
| \( \varepsilon_{\text{inlet}} \) [mm] | 7.5   | 6.5     | 6.1     | 5.5    |
| \( V_{\text{inlet}} \) [m³/d] | 6.43  | 11.67   | 15.30   | 22.00  |
| \( \varepsilon_{\text{inlet}} \) [mm] | 5.0   | 1.7     | 1.0     | 0.5    |
| Energetic analysis acc. to Table 3 & equation 7 |
| \( q_{\text{inlet}} \) [MWh/d] | 0.40  | 0.90    | 1.20    | 2.00   |
| \( q_{\text{inlet}} \) [MWh/d] | 0.08  | 0.15    | 0.19    | 0.29   |
| \( \eta_{\text{inlet}} \) [%] | 0.04  | 0.03    | 0.02    | 0.01   |
| \( V_{\text{st}} \) [m³] | 10    | 3 × 10³ | 5 × 10⁴ | 10⁶    |
| \( l_{\text{st}} \) [m]    | 10    | 3 × 10³ | 5 × 10⁴ | 10⁶    |

Energetic analysis acc. to Table 3 & equation 7

| \( q_{\text{inlet}} \) [MWh/d] | 0.40  | 0.90    | 1.20    | 2.00   |
| \( q_{\text{inlet}} \) [MWh/d] | 0.08  | 0.15    | 0.19    | 0.29   |
| \( \eta_{\text{inlet}} \) [%] | 0.02  | <0.01   | 0.02    | 0.01   |

Table 7

constant relative heights of the diffusor \( z_{\text{diff}} / D_{\text{diff}} \) the shear stresses are:
Given that the thermal storage is fully charged (load status $D = \text{100\%}$), the vertical component of the fluid elements discharged (containing a vertical momentum $p_{\text{vert}}$) induce an interaction with the stratifying layer. Likewise, an interaction of the fluid elements entering a thermal storage completely discharged (load status $D = \text{0\%}$) is induced by the fluid elements entering the thermal storage (containing a vertical momentum $p_{\text{vert}}$). However, these interactions rapidly diminish for raising distances between the in-/ outlet and the stratifying layer.

Regarding these qualitative considerations, a minimum strength of the stratifying layer seems to be probable. This relation has been verified for a large scale thermal storage during a research project funded by the Federal Ministry of Economic Affairs and Energy Germany (BMWi), s. [6, 18, 24, 29]. Thus, depending on the temperature drop within the thermal storage media, the minimal (and typical) strength of the stratifying layer $s_{\text{strat}}$ is restored within 24h previous to unrepresentative load statuses of $D$. This might be approximated by equation (10).

However, during non-representative operational conditions, the thermal layer has been inserted into the supply or return flow of the DH system, reducing the strength of the thermal layer significantly. Nevertheless, the stratifying character of the thermal layer as well as the vertical temperature gradient $\frac{dT}{dh}$ remains quite constant. Thus, considering constructive adjustments of the radial diffusor according to [6], the stratifying layer covers less than 15% of storage volume $V_{\text{stor}}$ for all relative heights $h/D$ relevant for large scale thermal storages.

\[ s_{\text{strat}} = \frac{8\pi \cdot \Delta s_{\text{diff}}}{D_{\text{pipe}}} \quad (10) \]

Considering the physical interactions between vertical momentum $p_{\text{vert}}$ and flexibility of operation, a quantification of energetic losses occurring due to turbulent flows in and out of the thermal storage seems to be pointless. On the contrary, the stratifying layer must be comprehended as an unavoidable part within thermal storages, guaranteeing the applicability and economic utilization of these systems.

Against this background, the stratifying layer has to be considered during planning and projecting thermal storages. Technically, minimizing the strength of a stratifying layer is possible by a partial utilization within the DH system and reloading the thermal storage very carefully. As soon as the distance between the in or outlet meets the dimensions given in equation (10), the strength of the thermal layer remains small. However, enforced heat flows in the aftermath of this careful reload will enhance the growth of the stratifying layer significantly in comparison to the description given previously. Thus, the effect of this measure will diminish quite fast.

**SUMMARY AND OUTLOOK/ PROSPECT**

Thermal storages in urban DH networks, generally implemented as large scale applications ($V_{\text{stor}} = 10,000 \ldots 100,000 \text{m}^3$) will contribute to an optimized operation of CHP plants. In order to optimize the charging and discharging cycles of thermal storages, the energetic contents available and storable within the storage must be known for every operational state.

The major heat transfer mechanisms within atmospheric, sensible thermal storages utilizing a stratifying layer, have been analysed and evaluated according to their impact on the energetic contents. External heat transfers via the wall, conductive heat transfer within the thermal storage media itself and the wall of the thermal storage (representing thermal short circuits) and convective heat transfer mechanisms due to falling films have been examined. Within this context, heat transfer mechanisms resulting in heat flows out of the system (via the wall of the storage) as well as heat flows within the system itself (storage) have been considered.

Within this context, heat losses via the wall may declared as “true” losses, whereas heat transfer mechanisms within the system itself cause no change of the energetic contents inside the thermal storage. However, these internal mechanisms cause a
temperature compensation between different layers within the thermal storage, generally characterized by the development of the stratifying layer. These losses are described by a numerical model for the time dependent development of the thermal layer, starting from an ideal stratification.

Approximating the energetic and exergetic losses of thermal storages, six major loss mechanisms have to be taken into account:

1. The external heat losses of a thermal storage mainly depend on the strength of the insulation. Within the insulation more than 95% of the temperature gradient between the environment and thermal storage media is bridged. Additional considerations of other parts of the wall structure (steel casing, etc.), the steam cushion, the soil below the storage or thermal boundary layers are of minor importance for a quantification of the external heat losses. The heat transfer mainly occurs due to conduction within the wall, whereas convective mechanisms at the interior/ exterior of the wall diminish these losses insignificantly. For typical large scale systems of thermal storages found in urban DH systems, external heat losses cause an energetic loss of less than 0.1% within 24h.

2. Besides exterior losses, internal temperature compensations via the stratifying layer diminish the energetic contents utilizable for DH systems within thermal storages. The heat flows from high- to low-temperature layers depend on the (growing) strength of the stratifying layer and diminish the energetic content utilizable. In order to quantify these internal losses, the minimum temperature directly integrable for DH purposes must be defined. Furthermore, operational conditions, especially the (dis-) charging of the thermal storage, as well as the typical strength of the stratifying layer influence these internal temperature compensations. Internal losses due to convective effects within the thermal storage media are approximately twice as relevant as external losses.

3. In addition to internal heat transfer mechanisms within the thermal storage media itself (having a comparatively low heat conductivity), thermal short-circuits having integrating high heat conductivities (e.g. steel) diminish the energetic contents utilizable. Within this context, the effect of the storage wall, representing the main thermal short circuit within thermal storages, is approximated. However, the impact of heat transfers via the wall on the energetic contents of a thermal storage is significantly smaller than the impact of heat transfers within the thermal storage media itself. This is directly connected to small relative strengths of the wall in comparison to the diameter of large scale storages.

4. Besides conductive effects within the infrastructure of thermal storages, its thermal inertia also diminishes the energetic contents utilizable and effects the stratification within the thermal storage. Assuming a total loss of heat contents stored within thermal inertias, comparatively high energetic losses occur. However, the evaluation of these losses within the context of a DH system has to be done within the upcoming simulation of the overall DH system. Furthermore, the impact of the infrastructure on the thermal stratification may be neglected.

5. Falling films occurring at the interior of the wall additionally diminish the energetic contents utilizable for DH purposes. The growth of the stratifying layer is considered regarding the similarity of forces occurring within the flow boundary layer, as well as the interdependencies of temperatures and densities within the storage media. Thus, the impact of falling films on the strength of the stratifying layer may be quantified. However, the impact of falling films occurring is significantly smaller than the impact of heat flows occurring within the thermal storage media itself. Furthermore, constructive adjustments of the internal wall structure, such as circumferential obstacles (rib-structure), limit the free length for vertical flows. These obstacles must penetrate the flow boundary layer.

6. Turbulences induced by (dis-) charging are unavoidable within the context of a flexible operation of thermal storages. Therefore, a quantification of the losses occurring due to operational cycles seems to be inappropriate for a characterization of thermal storages. In fact, the strength of the stratifying layer occurring due to turbulences induced, guarantees a stable operation of these storages and a minor influence of internal heat flow mechanisms within the storage media as well as thermal short circuits. Against this background, the strength of the stratifying layer must be considered planning sensible thermal storage systems in large scale.

Summarizing, models existing and given in literature for the description of heat transfer mechanisms within stratifying heat storages, are appropriate for the description of thermal storages in large scale. Thus, energetic losses occurring may be described by adjusting these models according to the special boundary conditions of operation for large scale storages. Within this context, a numerical model for the time dependent development of the stratifying layer has been developed. Thus, an approximation and quantification of the energetic contents lost for utilization within DH purposes is possible.

The examinations and calculations done, certify the high efficiency of large scale thermal storages. Therefore, thermal storages are suitable for decoupling the generation and allocation of heat contents. Main characteristics of an efficient thermal storage system in large scale are:
1. low specific surfaces in relation to the volume of the thermal storage,
2. low vertical heat flows within the storage media, due to a stable stratifying layer,
3. low vertical heat flows within thermal short circuits, due to a small relative strength of the wall in comparison to the diameter of large scale storages, as well as a minimum of vertical and highly conductive parts of the storage infrastructure a
4. low ratio of thermal masses in comparison to the thermal mass of the storage media and
5. low radial gradients of temperatures and densities, due to thermal insulations.

Furthermore, a careful adjustment of the in and outlet (radial diffusors, deflector plates) considering hydrodynamic and operational parameters of the overall DH system attached to the thermal storage, supports these features. Against this background, a high relative share of heat losses occurring during the operation of large scale thermal storages are improbable, as long as common geometries and operational parameters are taken into account during the planning and dimensioning of storage systems.

Prospecting, the impact of thermal inertia and heat contents stored within thermal masses of the storage infrastructure have to be examined within the context of an overall DH system. Thus, especially vertical elements of the storage infrastructure, such as pipes within or the wall of the storage, may cause transient states of operation, resulting in additional energetic losses. Furthermore, turbulences induced during operational cycles (charging and discharging) must be in the limelight of future examinations. These are depending on the geometry of the in and outlet (radial diffusor, deflector plate), as well as technological and economical target parameters the overall DH system.
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ABSTRACT

Heat demand forecasting is in one form or another an integrated part of most optimisation solutions for district heating and cooling (DHC). Since DHC systems are demand driven, the ability to forecast this behaviour becomes an important part of most overall energy efficiency efforts.

This paper presents the current status and results from extensive work in the development, implementation and operational service of online machine learning algorithms for demand forecasting. Recent results and experiences are compared to results predicted by previous work done by the authors. The prior work, based mainly on certain decision tree based regression algorithms, is expanded to include other forms of decision tree solutions as well as neural network based approaches. These algorithms are analysed both individually and combined in an ensemble solution. Furthermore, the paper also describes the practical implementation and commissioning of the system in two different operational settings where the data streams are analysed online in real-time.

It is shown that the results are in line with expectations based on prior work, and that the demand predictions have a robust behaviour within acceptable error margins. Applications of such predictions in relation to intelligent network controllers for district heating are explored and the initial results of such systems are discussed.

INTRODUCTION

Operational data analytics where traditional engineering and modern data science solutions are merged is a driving force behind the development of innovative 4th generation district heating networks as well as the upgrading of current 3rd generation systems [1]. A key aspect of most such energy efficiency schemes is the ability to predict future behaviour within the network. Since district heating, by basic design, is demand driven, it follows that demand predictions are vital to the success of such endeavours. Heat demand is also an important support tool for traditional optimisation schemes due to the substantial time delays in heat delivery throughout a district heating system. By using heat demand forecasting in such situations it is possible to increase the efficiency of heat generation in relation to the actual heat demand within the dispersed topology of the heating grid. Furthermore, the ability to control the demand is at the core of many operational optimisation solutions relating to smart grid technology such as demand side management and active load control, which further increases the value of heat demand forecasting [2].

Demand forecasting in district heating

The heat demand in a district heating system generally originates from space heating and tap water heating. While space heating is primarily weather dependant, the tap water usage is related to social behaviour [3]. This combination leads to a nonlinear, stochastic and non-stationary characteristic of the system that increases the complexity of any sufficiently good solution [4]. Furthermore, the development of modern real-time supervision systems increase the availability of real-time data, which although providing a valuable resource for extensive data analytics also increases the complexity of the situation.

Demand forecasting in district heating systems is not a new subject. Throughout the years a number of forecasting approaches have been proposed, including statistical models as well as machine learning solutions such as neural networks [5]. The statistical approach is normally focused on trying to separate the weather dependant heating demand from the tap water usage based on social behaviour. Such solutions can range from rather simple solutions, featuring linear functions, to more complex solutions combining physical knowledge of the system with statistical modelling [6, 7]. Using the physical knowledge of the network as a basis together with statistical models for identifying system parameters is also underpinning other similar approaches [8], in which the Box-Jenkins methodology is applied to an autoregressive moving average model (ARMA). The use of statistical models for demand forecasting also includes the application of seasonal autoregressive integrated moving average models (SARIMA) in which the forecasting values are derived using Kalman filtering [9].
The other major branch of demand forecasting is based on more machine learning related approaches such as neural networks or support vector machines [10, 11, 12]. This should in theory increase the ability of the solution to handle nonlinear and non-stationary behaviour in the data. These ideas have since been further explored, e.g. by introducing recurrent neural networks to improve the ability to handle non-stationary heat demands [13].

There are many influencing factors making up the total heat demand in a district heating system and it is in practice impossible to make an exact model of this behaviour. This is a contributing factor to the use of both statistical models and machine learning approaches in which exact physical models are not required. Furthermore, in addition to being dependant on the quality of historical data, the forecasting is also conditioned on the quality of the influencing factors during operational usage. For example, many demand forecasting models make use of an outdoor temperature forecast, which in itself can be of varying quality.

**Machine Learning**

Machine Learning is a methodology for finding and describing structural patterns in data [14]. Machine learning is a subfield of computer science and is usually regarded as a part of artificial intelligence research. The basic idea of machine learning is to construct algorithms, which in turn can generate models that can then make data-driven predictions or make decisions regarding classification of the data.

Normally a machine learning algorithm will use a set of training data to create a model. This model can then be used for subsequent predictions or classification tasks. A machine learning algorithm can consider static datasets as well as streaming data.

**Ensemble learning**

Ensemble learning is basically about taking the advice of several shareholders instead of only one, thereby arriving at a better conclusion. In the context of this paper, a forecasting model is a shareholder in the endeavour of generating sufficiently correct heat demand forecasts. Instead of only using one algorithm with one training set generating one single model to predict the future heat demand, several training sets and/or algorithms can be used to generate a set of models. This set can be combined in an intelligent way to obtain a better forecast. First results of applying this method are available, however in future research we will do an in-depth analysis of the different methods existing to define an optimal ensemble.

**PROJECT OUTLINE**

**Previous work**

Heat demand forecasting is an integrated part of our overall on-going Endeavour to develop innovative smart grid technologies for district heating and cooling systems. The first part of this specific forecasting project was published at the 14th International Symposium on District Heating and Cooling in Stockholm, Sweden in 2014 [15]. In that paper we presented an online machine learning algorithm for heat demand forecasting. That the algorithm is online means that it automatically updates its model as new data becomes available. Due to the non-stationary nature of the heat demand such solutions represent an important step forward in domain specific data analytics.

The solution is based on a combination of decision tree machine learning algorithms and online functionality. The decision tree generation is based on ensemble bagging using the Fast Incremental Model Trees with Drift Detection (FIMT-DD) algorithm [16]. As the name implies FIMT-DD has the ability to detect concept drift in the data stream that helps it adapt to the non-stationary behaviour of an operational district heating system. The algorithm will grow sub-trees to replace those parts of the decision tree that becomes obsolete during the drift. Techniques for handling missing data and outliers were also added to the algorithm. All in all, this produces a solution that is efficient at processing streamed data while providing a robust forecasting ability.

As part of this previous work the performance of the algorithm was evaluated using operational data from the Karlshamn district heating system in the south of Sweden. Heat demand and outdoors temperature data was collected throughout a full heating season from residential buildings, commercial buildings and schools. This data was then analysed using the open source WEKA and MOA platforms [17, 18]. Two different approaches were studied in relation to the data. The first approach created one model for each building and then aggregated the predictions, while the second approach was to aggregate the building data and then create one single overall model.

The performance of the different approaches was evaluated using Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE) [19]. The results showed that the second approach (aggregate data before building a model) was slightly superior to the first approach (create individual models and then aggregate results). The mean absolute percentage error showed an error of 5.1 % (first approach) and 4.8 % (second approach) over the studied period.
It was concluded that the algorithm possessed a strong predictive ability during the experiment. The algorithm is memory efficient since it does not require the storage of large sets of data and each instance of data can be discarded after the algorithm updates the model. Furthermore, the algorithm is able to learn incrementally while processing large amounts of data in real time.

**Current work for this paper**

The primary purpose of this current study is to implement online machine learning forecasting algorithms in an industrial, fully operational real-time environment using actual weather forecasts as input for the system. Basically to run the system as it would have been used in an operational environment.

A selection of three algorithms was used to perform the tests, one of which is similar in construction to the algorithm presented in the previous work. Based on the results from the previous study only aggregated data was used to construct models (second approach). This also means that data such as meter data from production facilities can be used as input for the training. The first algorithm used is the Extra-Trees Regressor (ETR), which uses randomized decision trees in relation to sub-sets of the dataset in combination with averaging to increase predictive accuracy and to minimize over-fitting. The ETR algorithm is the one similar to algorithms used previous work. The second algorithm is Extreme Learning Machines (ELM) which is a feed-forward neural network used for regression analysis. An ELM uses a single layer of hidden nodes with randomized weights assigned to the input to the hidden layer. The third algorithm is an expansion of the ELM algorithm, in which a regularisation factor was added to prevent over-fitting of the training data. These algorithms were implemented according to the process described in the following section of the paper.

The main outcome of the work is to verify the accuracy of the forecasting schemes in an operational setting and to evaluate the influence of the added uncertainties due to the usage of actual weather forecasts.

**EXPERIMENTAL SET-UP**

**The STORM project**

STORM is a European Union Horizon 2020 project aimed at developing an innovative district heating and cooling network controller for enhanced district energy efficiency. The project started in 2015 will continue until 2018. The previous work was done outside of STORM, but since then the work has been merged with the overall effort of STORM.

The theoretical work in STORM is based on self-learning algorithms for efficient control of components within a thermal system, which is in line with the machine learning based efforts presented in this current work. The STORM controller is based on three generic modules relating to algorithms for forecasting, planning and tracking the operational behaviour with the thermal grid. The work presented in the paper is obviously related to the first of these three modules.

STORM will be implemented in two demonstration sites in Sweden and The Netherlands. The Swedish site is located in the city of Rottne in the south of Sweden. This district heating system is operated by Växjö Energi and is a traditional 3rd generation system with two bio-fuel boilers, complemented with a peak load oil boiler. The IT-platform used in STORM is already operational in Rottne. This made it convenient to implement the forecasting algorithms described in this paper.

More information on the STORM project can be found in [1], a paper that will also be presented in this symposium.

**Data management**

Since the district heating system in Rottne is equipped with the STORM IT-platform, it is possible to access the operational data in real-time. This was used during the experiment for this study, in which historical heat demand and weather forecast data was used to train the forecasting models. Weather forecasts were used to train the models since such forecasts would later be used to evaluate the system. In addition to this, weather forecast data was continuously accessed on an hourly basis to make the actual predications for the coming days.

The forecasts were made every day based on weather forecast data available at 2:00pm. This time of day is used since it relates to the setting time of most spot price markets for electricity, which is relevant in relation to combined heat and power generation. This then generated hourly head demand forecasts for the coming day. The reason to use this set-up was that we wanted to evaluate the system in relation to combined heat and power generation, in which the day-ahead spot price market is relevant to optimize against. Since this market sets during the early parts of the afternoon the day before, it was relevant for us to follow those context boundaries. Also, in general it provides a more accurate prediction scenario since weather forecasts tend to become better and better the closer in time they get to the forecasted value. So using a deadline at around a day ahead for the weather forecast provides a better estimation of the actual operational ability of the system.
**System implementation**

The forecasting module is implemented on the STORM IT-platform, which in turn is based on the NODA Smart Heat Grid framework. This includes all required hardware and software, including communication infrastructure. The implementation of the operational module was a joint effort between VITO and NODA. Since they are located in different countries this required the sharing of data in a robust and secure manner.

Part of the NODA Smart Heat Grid framework is Linckii, which is a graphical user interface for managing data in graphs and other graphical schemes. For the forecasting module charts were created in Linkii by NODA. These charts were then accessed by VITO through HTTP GET requests on the chart data using the Python request package [20]. This data can be retrieved in either JavaScript Object Notation (JSON) or Comma-Separated Values (CSV) format. Both these formats are open standards for human-readable data exchange. This made it possible to exchange data between the NODA and VITO databases without affecting the overall function of the operational system. The forecasting module has been implemented with support for adding different database schemas through pluggable adapters set during configuration. Currently support for the NODA Linckii and VITO schemas are implemented. The database schemas supported are only limited by the dialects supported by SQLAlchemy, which at the time of writing includes Firebird, Microsoft SQL Server, MySQL, Oracle, PostgreSQL, SQLite and Sybase.

The development code for the project was separated on two different code repositories to retain proprietary information and data. Throughout the project GitLab was used as repository management and issue tracker [21]. Each new feature was tracked as an issue on GitLab, and all discussions regarding that feature was done in that specific issue. All development was done on feature branches. Then when a feature was considered complete a merge request was sent to another system developer for peer review. After a complete peer review of the code the feature branch was merged with the master development branch. The two different repositories were synchronised manually. This work process facilitated smooth integration and deployment throughout the prototype development effort.

**Method**

The forecasting module was evaluated during January, February and March of 2016 in the Rottne district heating system. The operational behaviour of each of the three algorithms was evaluated for each month separately as well as for the whole period. This provided us with a diverse set of evaluation scenarios since the weather changed from winter to spring during that period of time. For the purpose of evaluation the algorithms were analysed using the common metrics of Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE). MAE and MAPE were also used during the previous work in the forecasting project, which makes it convenient to compare results.

In the context of this work the MAE shows the absolute difference between actual and predicted heat demand expressed in kW. The MAPE, however, is a relative metric, which means that it relates to the scale of the values being analysed. For example, consider two values of 50 and 100, both of which have an error of 10. Using MAE they would have the same error (i.e. 10), while having very different errors using MAPE (i.e 10 is a larger percentage of 50 than of 100).

The forecasting module was part of the operational system, which basically means that is was run once a day at 2pm for the coming day using the weather forecast available at that point in time. This was repeated throughout the experimentation period.

**RESULTS**

Figure 1 shows the correlation between the outdoor temperature and the heat demand using forecasted as well as measured outdoor temperatures. During lower temperatures the weather forecast tends to consistently overestimate the outdoor temperature, which is why there are more low temperatures within the measured dataset.

Results are shown in relation to the evaluation metrics described in the previous section. Table 1 shows the evaluation metrics for the Extra-Trees Regressor (ETR) and the Extreme Learning Machines (ELM), for the whole experiment period as well as for each month individually. The results of the extended ELM are almost identical to the normal ELM, which is why they are not shown in Table 1.

![Figure 1: Correlation between outdoor temperature and heat demand](image)
Table 1 Evaluation metrics

<table>
<thead>
<tr>
<th></th>
<th>ETR MAE</th>
<th>ETR MAPE</th>
<th>ELM MAE</th>
<th>ELM MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan-Mar</td>
<td>73.24</td>
<td>11.7</td>
<td>91.72</td>
<td>14.31</td>
</tr>
<tr>
<td>Jan</td>
<td>89.84</td>
<td>10.2</td>
<td>145.25</td>
<td>17.62</td>
</tr>
<tr>
<td>Feb</td>
<td>48.05</td>
<td>7.59</td>
<td>43.13</td>
<td>6.84</td>
</tr>
<tr>
<td>Mar</td>
<td>76.28</td>
<td>16.56</td>
<td>75.26</td>
<td>16.86</td>
</tr>
</tbody>
</table>

Figure 2 shows a graph of the operational behaviour of the ELM algorithm during the period from January to March. There is a short period during late February with data missing due to communication error.

DISCUSSION
As shown in Figure 1 a strong correlation (-0.934) exists between the measured outdoor temperature and the heat load. A slightly less strong correlation (-0.909) holds between the forecasted outside temperature and the heat load. It follows that the temperature forecast is the most important feature for a heat load forecast. Due to the lower energy demand during the weekend it is also useful to add a feature representing the day of the week. A last feature representing the quarter of the day is also added because of the heat load being time dependent.

Table 1 shows that the accuracy of both forecasters is best in February. There are several reasons to explain this behaviour. In January there was a period with outdoor temperatures outside of the temperature span used to train the models, which leads to less accurate results. This is especially true for ETR, which is not able to extrapolate predictions outside the span of the training data. Then in February the accuracy of the predictions is already significantly higher since the models are trained using the online data as this becomes available throughout the experiment period. There is also a decrease in accuracy during March due to systematic overestimation of the heat load in the second part of March. Reasons for this systematic overestimation cannot be found in the data as all algorithms lead to the same results in this time window.

In all probability this is due to a behaviour change in the system, which is not represented in the training set. Due to the origin of the errors being lacking training data, the models would be expected to improve their accuracy once this data is added into the training set.

Considering the above discussion February is the most appropriate metric to use since it most accurately resembles a long-term operational setting. Thus it can be concluded that ELM is superior to ETR.

It should be noted that the MAPE metric in March is high due to the lower total heat demand. This is due to the percentage centric approach by this evaluation metric. Considering the MAE metric it is clear that the accuracy is still acceptable given the context. This can be seen in Figure 2, as the forecast is following the measured data even though the head demand decreases.

There are multiple possibilities available to enhance the performance of the forecasters discussed in this paper. Preliminary analysis shows that adding a feature representing historical heat load information, more specific of the previous day, is important to improve the
accuracy. Next to this a feature representing the day of the year can be added to capture seasonal behaviour.

Furthermore, the ensemble concept can be improved by an optimal combination of the forecasting algorithms, for example by using intelligent weighting in more advanced machine learning methods.

CONCLUSION
It has shown that the forecasting algorithms work well during operational scenarios when relevant training data was available. The forecasting ability deteriorated when the models were confronted with scenarios not covered by their training data, which is especially apparent for ETR. However, it was also shown that through continuous re-training as new data becomes available, they were able to adapt which can be seen in the increased of accuracy in the transition between January and February. This shows that the algorithms become better over time and that they have the ability to improve using new datasets.

Several potential improvements have been identified during the practical experimentation phase, which can be implemented to increase the predictive ability of the system. The most significant of these is to add short term (24h) historical head demand data to the model. Also adding the day of year for seasonal purposes improves the accuracy. Adding the control signal corresponding to the historical heat demand only introduces slight improvements.

Artificial neural networks such as ELM provide the best forecasting ability of the studied algorithms, and they are able to handle data outside the training dataset.

ACKNOWLEDGEMENT
In this project EnergyVille/VITO, NODA and Växjö Energi are working within the context of the STORM project which is funded by the European Union’s Horizon 2020 Programme under Grant Agreement no. 649743.

For Blekinge Institute of Technology this work is part of the research project “Scalable resource-efficient systems for big data analytics” funded by the Knowledge Foundation (grant: 20140032) in Sweden.

REFERENCES
[9] S. Grosswindhager, A. Voigt and M. Koze, ”Online Short-Term Forecast of System Heat Load in District Heating Networks”. In proceedings of the 31st International Symposium on Forecasting, Prague, Czech Republic, 2011
on District Heating and Cooling, Stockholm, Sweden, 2014


ESSENTIAL IMPROVEMENTS IN FUTURE DISTRICT HEATING SYSTEMS
H. Averfalk¹, S. Werner¹
¹ Halmstad University, PO BOX 823, Halmstad, SE 30118, Sweden

Keyword: Low-temperature, system design, recirculation, thermal lengths, hydronic balancing

ABSTRACT
The major common denominator for future efficient fourth generation district heating systems is lower temperature levels in the distribution networks. Higher efficiencies are then obtained in both heat supply and heat distribution. Heat supply becomes more efficient with respect to combined heat and power, flue gas condensation, heat pumps, geothermal extraction, low temperature excess heat, and heat storage. Heat distribution becomes more efficient from lower distribution losses, less pipe expansion, lower scalding risks, and plastic pipes. The lower temperature levels will be possible since future buildings will have lower temperature demands when requiring lower heat demands. This paper aims at providing eight essential recommendations concerning design and construction strategies for future fourth generation systems. The method used is based on a critical examination of the barriers for lower temperature levels and the origins of high return temperatures in contemporary third generation systems. The two main research questions applied are: Which parts of contemporary system design are undesirable? Which possible improvements are desirable? Key results and the corresponding recommendations include temperature levels for heat distribution, recirculation, metering, supervision, thermal lengths for heat exchangers and heat sinks, hydronic balancing, and legionella. The main conclusion is that it should be possible to construct new fourth generation district heating networks according to these eight essential recommendations presented in this paper.

INTRODUCTION

Policy
District heating systems are an important component in achieving future sustainable energy systems. The main idea is to utilise heat from sources otherwise unutilised [1, 2]. Effectively, this decrease energy demand and dependency of energy imports. Furthermore, implementation of district heating systems reduces the strain of scarce energy resources. Lower system costs and less anthropogenic climate change is a ripple effect of more district heating.

Due to the local nature of district heating systems, the technology has often been overlooked in international policy assessments. This did, however, change in the Heat Roadmap Europe studies [3], wherein it was concluded that the European Union may reach its target of annual greenhouse gas emissions reduction to a lower cost with district heating compared to other proposed alternatives. Furthermore, the economic value of district heating was shown to be higher in a future scenario with a large degree of end-use energy efficiency measures [3] compared to a scenario with no end-use energy efficiency measures [4], when related to the reference alternative.

Some major recognition of district heating at a policy level can be observed in the United Nations Environment Programme report ‘District Energy in Cities’ [5] and by the European Union heating and cooling strategy [6, 7].

Technology change
In order to meet future conditions, the current district heating technology must be further developed. This technology has been referred to as third generation of district heating systems (3GDH) [2]. Hereby, the term for future development have been labelled as the fourth generation of district heating systems (4GDH), which has been defined in [2]. The basic idea is to maintain the best part of the current 3GDH technology while weak parts should be enhanced in 4GDH design.

Future conditions
Heat demands are expected to be lower in future buildings, as new buildings within the European Union are required to have a very high energy performance, referred to as nearly zero-energy buildings, from 2019 for public authorities and 2021 for others [8]. Furthermore, buildings which undergo major renovation should be upgraded to meet minimum energy performance requirements [8].

Lower heat demands entail opportunity, as adequate temperature requirement for space heating decrease as well, enabling lower temperature levels in distribution. In a long term structural perspective, levelling of adequate temperature requirements between supply, distribution, and end-use increase performance as there will be a better quality match between supply and demand and thus a better exergy utilisation rate [9].

Increased heat distribution costs are a consequence of future low heat demand energy systems. This relation
is of concern regarding feasibility of future district heating systems. However, the distribution cost component generally constitutes a smaller proportion of the total cost structure and thus have a moderate impact on feasibility [10].

Improved efficiencies in district heating systems are also centred on lower temperature levels in the distribution networks. In heat supply, low-temperature operation entail improved performance in combined heat and power, flue gas condensation, heat pumps, low temperature excess heat, geothermal extraction, solar thermal, and heat storage [11]. In heat distribution, low-temperature operation entails improvements by lower distribution losses, less demand for pipe expansion, lower risk for scalding, and potentially use of other piping materials, e.g. plastics [11].

Currently identified barriers to lower temperature levels in district heating systems consist of demand side limitations, legionella issue, substations faults, and by-pass flows in networks [11]. From a technical system design perspective it is a challenge to overcome barriers which will allow low-temperature district heating operation. In current documentation of low-temperature systems, no annual average system return temperature below 30 °C has been recorded [11].

Implementation
Several possible options and alternative scenarios for transitions toward district heating systems with lower temperature levels in distribution networks are conceivable. The market is segmented into many different customer types with varying requirements of heat demands, for instance residential, commercial, and industrial. Four example areas of district heating expansion are described below, all of which may be classified in the spectrum of low or high heat density areas, i.e. single- or multifamily house areas, respectively:

- Development areas where prior district heating exist in surrounding urban area
- Development areas where no prior district heating system exist in surrounding urban area
- Urban areas where prior district heating system exist
- Urban areas where no prior district heating system exist

To maintain low-temperature level in new development areas wherein heat network operation already is established, concurrent operation are a feasible solution. Concurrent operation may be designed as:

- Parallel networks with different temperature levels
- Division into primary and secondary networks through hydraulic separation by central substations
- Supply-to-supply connections, cascading from customers with high temperature requirements to customers with lower temperature requirements
- Return-to-return connections, cascading from customers with medium temperature requirements to customers with lower temperature requirements

Aim
The aim of this paper is to provide a conceptual overview for desirable system design improvements in 4GDH for new distribution networks supplying heat to new buildings. The overarching goal is to elaborate the idea and initiate a discussion about proposed essential improvements regarding the issue of barriers, which obstruct transition to low-temperature operation. Thereby introducing, a potential path towards district heating systems with undisturbed annual average return temperatures lower than 30 °C.

This paper emphasise implementation of improved district heating design in residential development areas of high building density areas, i.e. multifamily house areas. The paper presumes a European harmonization perspective, availability of district heating supply, construction of buildings with very high energy performance, and expansion of district heating coordinated with simultaneous construction.

This paper is based on a qualitative approach. A critical examination perspective is applied, by searching for answers to the two main research questions:

- Which parts of contemporary 3GDH design is undesirable?
- Which potential improvements are desirable in future 4GDH design?

TEMPERATURE LEVELS
Undesirable 3GDH design
The temperature levels differ vastly between different networks, as may be observed [12]. Collected data on annual average supply and return temperatures display for Sweden 86-47 °C and for Denmark 78-43 °C, respectively. Similar national averages are not available for other countries, but corresponding system examples varies between 77 and 110 °C for supply temperatures and 41 and 76 °C for return temperatures.

The potential annual supply and return temperature levels achievable in contemporary system design are estimated to be 69 and 34 °C, respectively, according to simulations performed by [13].
Differences between actual and simulated network temperatures depend mainly on by-pass flows and temperature errors in substations and customer heating systems.

In a study which analysed many district heating substations, it was concluded that 74% of the substations exhibited an erroneous function [14]. A brief overview of different cooling errors identified can be found in [1], these errors are based on 520 cooling errors found in 246 substations during 1992-2002.

The current higher temperature levels disable the use of low cost low temperature heat supply as these heat sources is only feasible at current supply temperature levels with the use of heat pumps.

Desirable 4GDH design

The lower boundaries for supply temperature in district heating systems are typically confined by the requirement to avoid legionella in domestic hot water preparation. As space heating demands typically may be fulfilled even at lower temperatures, particularly in buildings with very high energy performance.

There are of course other technical solutions which allow for lower temperature levels, such solutions does however require some form of auxiliary heating at the customer end of the system, commonly referred to as cold district heating systems. Whereas, the lower boundaries for return temperature in district heating systems typically are confined by the ambient indoor temperature. The envisioned temperature levels of future district heating systems are 50 and 20 °C for supply and return, respectively.

RECIRCULATION

Undesirable 3GDH design

Primary supply water is recirculated into the return pipe as a common contemporary system design in order to counteract supply temperature degradation.

Traditionally a summer problem, by-passes are built into the system to maintain sufficient primary temperature when network flow is low due to relative high heat losses at low space heating demands. The winter problem of freezing of non-used pipes is also managed with by-passes. These by-pass flows may be intentional, as described previously, but may also be unintentional, i.e. remnants or mistakes from older network expansion.

This traditional recirculation increases temperature levels in thermal networks, decrease efficiency, and increase costs [15].

By estimates, 10-20% of total annual flows in district heating systems are by-passes. With regard to achieving an undisturbed return temperature, by-pass flow in thermal networks is a major concern in heat distribution.

Desirable 4GDH design

Regardless of situation, by-passes are an undesirable component in future system design. Thus, future design should contain no by-passes between primary supply and return pipe. This should be achievable with the implementation of three-pipe systems. In which the smaller third pipe is used to recirculate supply temperature water when required, thus avoiding temperature degradation of supply flow and temperature contamination of return flow due to by-passes in the system.

METERING

Undesirable 3GDH design

At present, the dominating norm of district heat supply is collective metering in multi-apartment buildings, resulting in a low resolution of individual customer information.

The European energy efficiency directive [16] states that use of individual meters measuring use of heating in multi-apartment buildings supplied by district heating is beneficial only in buildings where radiators are equipped with thermostatic radiator valves thus enabling customers to have a means to control their own usage. This is not strictly true as there are additional benefits of individual metering, e.g. apartment metering enables the potential to isolate individual faulty substations which lead to increased return temperatures [14].

Furthermore, the energy efficiency directive [16] states that from 2017 multi-apartment building supplied by district heating shall install individual meters to measure use of heating, cooling, and domestic hot water for each apartment where technically feasible and cost-efficient. Hence, the current collective metering does not fulfill future legal requirements for individual metering.

Desirable 4GDH design

A transition to individual apartment substations will give a direct solution for providing individual metering according to the energy efficiency directive. The implications of a change from collective to individual metering will be:

- Heat transfer between apartments may occur if indoor temperature settings vary between apartments effectively allowing apartments with low temperature settings to be heated by other residents heating
- Residents may, if accessible, alter the ventilation systems in the interest of saving on heating expenses. For instance, by reducing or
eliminating ventilation air flow, less heat is required. In doing so residents endanger their own health and risk damages on the building itself [17].

- Heat losses associated with hot water circulation is allocated to the heat supplier with individual apartment substations

These implications must be considered when implementing individual apartment substations.

SUPERVISION

Undesirable 3GDH design

A deficit of individual customer information hinders heat suppliers to counteract temperature errors as there is no access to information to act upon. Temperature errors can currently exist for months or years before discovered and eliminated, this situation is undesirable.

Desirable 4GDH design

Use of continuous commissioning by increased implementation of information and communications technology (ICT) would alleviate the work to counteract temperature errors in substations and customer heating systems. Since, with increased capacities to retrieve, transmit, and analyse information electronically in a digital form a situation with affluence of individual substation information emerge.

THERMAL LENGTHS, HEAT EXCHANGERS

Undesirable 3GDH design

Current use of heat exchangers in substations creates an average difference in temperature levels of about 10-15 °C between the district heating network and the customer heating systems.

Sizing of heat exchangers have in Sweden typically been dependent on design requirements in industry standards. These industry standards use the performances indicator of thermal length, expressed as number of thermal units (NTU) for heat exchangers. These thermal lengths have increased from about two during mid-1960s to four today, regarding space heating. Development of heat exchangers for domestic hot water has seen similar improvements of required thermal lengths. Such design of thermal length in substation heat exchangers will be insufficient under future design conditions.

Desirable 4GDH design

An increase of thermal length is required to meet future design requirements of decreased temperature levels. By increasing thermal length in substation heat exchangers the mean logarithmic temperature gap between primary and secondary side is shortened. By introduction of heat exchangers with a thermal length of 6-8, which is 1.5-2 times longer than contemporary design, the mean logarithmic temperature will be reduced to around 5-10 °C.

THERMAL LENGTHS, RADIATORS

Undesirable 3GDH design

By tradition high radiator temperatures have been used in order to reduce radiator sizes at high heat demands. The secondary space heating system may also be assessed with the thermal length concept, since a radiator is a heat exchanger. Contemporary design temperature levels for radiator systems are in older buildings 80-60 °C and in newer buildings 60-40 °C, with a constant room temperature of 20 °C this yield thermal lengths of 0.4 and 0.7, respectively.

Desirable 4GDH design

To maintain a high temperature difference it is important to consideration radiator sizing. In future buildings with low heat demands, requirement of radiators sizing may be reduced. It is however desirable to have larger or at least to retain contemporary radiator sizing in order to facilitate the issue of high temperature difference in space heating system.

Envisioned temperature levels of future systems require change of design temperatures in radiator systems. Projected design parameters entail longer thermal lengths; a feasible setting for radiator supply and return temperatures are 45-25 °C, with a constant room temperature of 20 °C. The defined conditions for new developments result in a thermal length of 1.5, an increase by a factor two compared to contemporary system design.

Floor heating is an alternative to radiators for space heating, with an average supply temperature just a few degrees above room temperature [2]. A case study performed in [11], suggest a supply temperature for floor heating of about 30 °C, with approximately a 3 °C temperature drop to maintain an even temperature on the heated area. The advantage with floor heating is lower requirements of supply temperature levels, while the disadvantage is slightly higher return temperatures, compared to radiators.

HYDRONIC BALANCING

Undesirable 3GDH design

Unbalanced radiator systems inadvertently cause overflows in some parts of the system; these can be apprehended as by-passes creating higher return temperatures.

It is difficult to obtain a sustainable and reliable hydronic balancing in radiator systems as the
conventional way of managing hydronic flow regulation is through manual setting of balancing valves and radiator valves [18]. Manual hydronic balancing management is labour intensive as the whole system initially requires balancing. Readjustment may be necessary as misallocations may occur and even in a balanced system additional balancing may be required as time progress due to changes, intended or unintended, in existing hydraulic system.

**Desirable 4GDH design**

In order to avoid excessive amounts of endeavours to maintain a functional space heating system, perfect allocations are desirable. The issue of hydronic balancing become less extensive with the introduction of individual apartment substations. To maintain a high temperature difference between supply and return flow, automated hydronic balancing is although desirable.

Introduction of flow valve limiters at radiator outlets in customer space heating systems would ensure a certain return temperature, if flow is regulated with regard to outlet temperature. By limiting flow, heat emission to ambient heated space is ensured. Flow valve limiters can regulate radiators individually without impact of flow allocation of the overall system.

**LEGIONELLA**

**Undesirable 3GDH design**

Growth of the Legionella bacterium is a concern in domestic hot water preparation. The bacteria exhibit stagnation in growth at 46 °C and the concentration of bacteria decrease rapidly with higher temperatures, according to current knowledge [19].

Recent research suggest that the bacteria may grow in higher temperatures as well [20]. If such results become more apparent then it becomes even more significant to have efficient domestic hot water preparation.

The Legionella issue is related to slow domestic hot water preparation with long residence time in hot water circulation and storages.

**Desirable 4GDH design**

The key to this issue is low water volumes at secondary side and fast domestic hot water preparation, i.e. instantaneous discharge by heat exchanger, in order to obtain short residence times. District heating substations are able to provide this.

By implementation of individual apartment substations, large networks of hot water circulation, with volumes exceeding three litres, may be avoided in large buildings. Meanwhile, the requirement of domestic hot water circulation is avoided with individual apartment substations which further alleviate the issue of Legionella.

The German regulation for domestic hot water is commonly referred to in relation to low temperature district heating operation [21]. This regulation states that domestic hot water may occur without any specific safety measures against Legionella as long as total volume in the piping does not exceed three litres. In addition the regulation states that for small systems, i.e. on an individual household level, a recommended temperature of 60 °C is suggested, while it also states that temperatures below 50 °C should be avoided at all times.

| Table 1 Summary of the overall and seven identified undesirable contemporary system design areas with corresponding desirable system design improvements |
|---|---|---|---|---|
| **Location** | **Design area** | **3GDH traditions** | **4GDH requirements** | **4GDH Actions** |
| System | Temperature levels | Sweden 86-47 °C Denmark 78-43 °C | Vision of 50-20 °C | No temperature errors, longer thermal lengths, and more efficient customer heating systems |
| Network | 1. Recirculation | By-passes | No by-passes | Three-pipe systems |
| Substation | 2. Metering | Collective | Individual | Apartment substations |
| Substation | 3. Supervision | Many temperature errors | Continuous commissioning | ICT Supervision |
| Substation | 4. Thermal lengths, heat exchangers | About 4 | About 6-8 | Longer thermal lengths |
| Customer | 5. Thermal lengths, radiators | About 0.4-0.7 | About 1.5 | Longer thermal lengths |
| Customer | 6. Hydronic balancing | Many misallocations | Perfect allocations | Automated hydronic balancing |
| Customer | 7. Legionella | Hot water circulation and sometimes hot water storages | No hot water circulation and no hot water storages | Apartment substations |
DISCUSSION
The main actions for enhancing the 4GDH system design are three-pipe systems for heat distribution and individual apartment substations for customer interfaces. Enhanced individual apartment substations, have several important synergy advantages as they

- fulfill future legal requirements from the European energy efficiency directive concerning individual metering
- increase resolution of which temperature errors may be identified by metering
- eliminate the demand for hot water circulation in buildings
- decrease volume of water in the secondary side, which implies less risk of legionella
- reduce the demand for complex manual hydronic balancing, as secondary system for space heating become limited to apartment level rather than building level
- will allow for large harmonized manufacturing volumes of universal components, such as heat exchangers, furthering the perspective of economy-of-scale

By ensuring coordination in early stages of project planning, agreements of new and improved technological solutions can be achieved. Also, coordination of pipeline construction with other building construction infer typically halve the construction cost compared do pipeline construction in pre-existing buildings areas [1].

CONCLUSION
In this paper, seven specific areas which imply barriers to achieve lower temperature levels are identified. Furthermore, commensurate technical system improvements to counteract the seven specific areas of barriers to achieve lower temperature levels in future district heating are suggested.

With respect to the first research question, the following undesirable design areas in contemporary 3GDH systems have been identified:

1. By-passes contaminate return flow and prevent an undisturbed return temperature in thermal networks.
2. Collective metering does not fulfill future legal requirements for individual metering.
3. Lack of systemic supervision of substations by district heating utilities, result in omission to rectify a large number of temperature errors.
4. Current thermal lengths in substation heat exchangers are to short hinder transition towards low temperature operation.
5. Short thermal lengths in customer radiator systems are remnants from a period of high heat demands.
6. Many misallocations occur in customer radiator systems due too high complexity of manual settings for hydronic balancing and radiator valves.
7. High residence time and large volumes of domestic hot water induce greater risk of legionella growth in customer systems.

With respect to the second research question, the following desirable actions in future 4GDH systems have been identified:

1. Three-pipe systems in order to supply water circulation without any pollution of the true return temperature.
2. Apartment substations in order to provide individual metering and supervision together with avoidance of Legionella growth and major hydronic balancing problems.
3. Longer thermal lengths in heat exchangers and radiator systems in order to reduce temperature differences at heat transfer.

By conducting this work we have identified seven important design areas to be considered for implementation of 4GDH systems. Only one design areas concern the distribution network, while three design areas are associated to the customer interface and three design areas are related to the customer heating systems.

Hereby, concluding that the essential key actions for transition towards 4GDH in new distribution networks for new buildings are located in substations and customer heating systems close to the final heat use.
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Heat losses from the pipe networks are also reduced. Firstly, when the DH temperatures are reduced, the effects on the energy efficiency of the heat supply. Reduction of the DH temperature has two positive beneficial tools in the transition to a low-CO\(_2\) energy system. District heating (DH) covers approximately 13% of the heat demand in the EU at the current state. This share is expected to increase in the future, as expansion of the DH networks has been found to be an economically beneficial tool in the transition to a low-CO\(_2\) energy system [1]. The efficiency of the new DH systems can be increased significantly, if they are operated with low supply and return temperatures, according to the principles of 4th Generation District Heating [2]. A reduction of the DH temperature has two positive effects on the energy efficiency of the heat supply. Firstly, when the DH temperatures are reduced, the heat losses from the pipe networks are also reduced. This can generate significant energy savings, as the reductions in heat loss can be estimated to 30% when supply and return temperatures are reduced from 80 °C/40 °C to 60 °C/30 °C. Secondly the efficiency of the heat production is increased for heat sources such as geothermal heat, heat pumps or solar heating. The efficiency of the heat production is estimated to increase by approximately 10% in solar thermal plants and 30% in heat plants supplied by heat pumps, if supply and return temperatures are lowered from 80 °C/40 °C to 60 °C/30 °C. Additionally the heat production efficiency is increased when return temperatures are lowered in heat plants with flue gas condensation supplied by natural gas or wet biomass. Consequently a reduction in the DH temperatures can amount to significant total energy savings.

District heating is predicted to play a large role in the future fossil free energy system. Apart from providing energy savings by utilizing surplus heat, the district heating system also provides flexibility to fluctuating electricity generation by bridging the electricity and the heating sector. These benefits can be maximized if district heating temperatures are lowered as much as possible. In this paper we report on a project where 18 Danish single-family houses from the 1980s were supplied by ultra-low-temperature district heating with a supply temperature as low as 45 °C for the main part of the year. The houses were heated by the existing hydraulic radiator systems, while domestic hot water was prepared by use of district heating and electric boosting. This paper evaluated the heating system temperatures that were necessary in order to maintain thermal comfort in four of the houses. First the four houses were modelled in the building simulation tool IDA ICE. The simulation models included the actual radiator sizes and the models were used to simulate the expected thermal comfort in the houses and resulting district heating return temperatures. Secondly measurements of the actual district heating return temperatures in the houses were analysed for different times of the year. The study found that existing Danish single-family houses from the 1980s can be heated with supply temperatures as low as 45 °C for the main part of the year. Both simulation models and test measurements showed that there is a large potential to lower the district heating temperatures.
Legionella growth in the DHW [8]. By use of the direct heat exchanger, or other solutions as described by Yang, Li & Svendsen in [9], the DH supply temperature can be lowered to around 50 °C, which is enough to deliver DHW at the required comfort temperature of 40-45 °C. This type of DH is commonly referred to as low-temperature district heating (LTDH).

The DH temperatures can be lowered further if the DHW is heated through a combination of DH and electricity. This is also referred to as ultra-low-temperature district heating (ULTDH). DH is used to heat the domestic hot water to a temperature of e.g. 35 °C and the temperature is then further raised to 40-45 °C by for example a micro heat pump [10] or an instantaneous electric heater. In this case the space heating systems are the limiting factor with regards to temperature reductions. For example it may not be possible to lower the supply temperature to 40 °C in old buildings where the heat loss is large and the heating elements are small. However recent research has shown that many existing buildings can be heated by low-temperature heating without problems. This is partly due to the fact that the supply temperature in a LTDH system can be increased in peak periods during cold winter times when the space heating requirements are higher. Ultimately the lower limit for the DH supply temperature could be as low as 30 °C in new buildings with floor heating. Fig. 1 summarizes the different types of DH based on the technical limitations and in correspondence with earlier definitions as described in [2,6,11].

Since the space heating system is the limiting factor in ULTDH-systems, it is crucial to investigate the design of the space heating systems, when an existing building area is to be supplied by ULTDH. Most Danish houses are heated by hydraulic radiators that are designed for supply and return temperatures such as 90 °C/70 °C or 70 °C/40 °C. However even in these houses it is reasonable to expect that the typical space heating demands can be covered with low-temperature heating, since radiators are designed for extreme conditions with very cold outdoor temperatures. This was verified in our recent investigation of heating power and heating demands in typical Danish single-family houses from the 1900s [12]. Furthermore it is illustrated in several Danish pilot projects where the use of ULTDH in existing building areas has been successfully tested [6,10,11]. Nevertheless none of these projects investigated the limitations of the space heating systems in detail. This study therefore set out to perform a detailed analysis of the space heating systems in four Danish single-family houses heated by ULTDH.

**Aim of study**

This study aimed to investigate how far we can lower the heating system temperatures in existing Danish single-family houses without compromising thermal comfort. The study was carried out through measurements from a real test case where four houses where supplied by ULTDH. Since the actual heating system operation can be affected by technical malfunctions or occupant behaviour, the measurements were compared to results from dynamic simulation models, which were used to evaluate the ideal heating system temperatures and the thermal comfort in the houses.

<table>
<thead>
<tr>
<th>Supply temperature [ °C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
</tr>
<tr>
<td>High-temperature district heating</td>
</tr>
<tr>
<td>Medium-temperature district heating</td>
</tr>
<tr>
<td>Low-temperature district heating</td>
</tr>
<tr>
<td>Ultra-low-temperature district heating</td>
</tr>
</tbody>
</table>

**Limitation:**
- Minimum floor heating temperature
- Minimum DHW comfort temperature
- Minimum temperature for DHW in tank

**Additional requirements:**
- Electric boosting of DHW
- Heat exchanger for DHW

**Fig. 1 Definition of four different types of district heating where temperatures are limited by the technical requirements of the buildings.**
DESCRIPTION OF CASE HOUSES

The investigations were carried out as a case study of four single-family houses built around 1980. The houses are illustrated in Fig. 2. All of the houses have 2-3 occupants and a heated floor area of around 150 m². House 1 and 2 furthermore holds an unheated basement. All building elements in the houses were well insulated at the time of construction, and due to the young age, the only renovations carried out is replacement of windows in some houses. The constructions of the houses are described in Table 1, together with the estimated U-values of each construction element. Linear heat losses are based on internal measures and assumed to be 0.07 W/mK around windows, 0.15 W/mK at foundations and exterior wall joints, and 0.12 W/mK for connections between roof and exterior walls. Both constructions and U-values correspond to the standard for this type of houses as given by the Danish Building Research Institute [13] and the Danish Energy Agency [14].

All four single-family houses are supplied by DH and equipped with the original hydraulic radiator heating systems. DH is connected to the houses through a direct connection. The houses are equipped with different solutions for preparation of DHW by use of additional electric energy – these are described by Xiaochen in [15] and will not be described further here. The substation is not equipped with mixing valves or weather compensation control, as the overall DH supply temperature is controlled at plant level, according to outdoor temperature, as illustrated in Fig. 3. The radiators in the houses are standard Type 11 and Type 22 radiators, except from a few convector type radiators where windows begin at floor height. All radiators are equipped with individual thermostatic valves. The bathrooms in the houses are equipped with hydraulic floor heating systems, which are embedded in the concrete floors. The floor heating circuits are controlled by thermostatic valves. No central temperature control is installed in the houses.

Table 1 Estimated U-values and description of constructions of the four houses

<table>
<thead>
<tr>
<th></th>
<th>House 1</th>
<th>House 2</th>
<th>House 3</th>
<th>House 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>External walls</strong> – Brick, insulation, and light weight concrete</td>
<td>U=0.22 W/m²K</td>
<td>U=0.32 W/m²K</td>
<td>U=0.32 W/m²K</td>
<td>U=0.32 W/m²K</td>
</tr>
<tr>
<td><strong>Basement floor</strong> – Concrete, insulation, and Leca insulation</td>
<td>U=0.26 W/m²K</td>
<td>U=0.69 W/m²K</td>
<td>U=0.28 W/m²K</td>
<td>U=0.29 W/m²K</td>
</tr>
<tr>
<td><strong>Roof</strong> – 200mm insulation</td>
<td>U=0.2 W/m²K</td>
<td>U=0.2 W/m²K</td>
<td>U=0.2 W/m²K</td>
<td>U=0.2 W/m²K</td>
</tr>
<tr>
<td><strong>Windows</strong></td>
<td>U=1.86 W/m²K</td>
<td>U=2.68 W/m²K</td>
<td>U=1.86 W/m²K</td>
<td>U=2.68 W/m²K</td>
</tr>
</tbody>
</table>

Fig. 2 Illustrations of the four case houses investigated in the study
Fig. 3 Variation of supply temperature from the district heating plant according to outdoor temperature

Fig. 4 Measured heating consumption in 2015 and installed heating power at the temperature set 70 °C/40 °C in the four case houses

METHOD

Dynamic building simulations

The houses were modelled in the dynamic building simulation tool IDA ICE in order to calculate the expected heating system return temperature, and evaluate the thermal comfort in the houses, when the DH supply temperature is lowered. IDA ICE is a commercially available node based multi-zone simulation tool. The tool has been validated in accordance with standard DS/EN 15265, which describes the accuracy of dynamic simulations of energy performance in buildings [16,17]. The program calculates the heat balance of the buildings for every hour of the year, and has a high level of detail, that includes amongst others thermal inertia of building materials, and air flow between building zones. The program does not take into account temperature gradients in the rooms, and therefore air is assumed to be perfectly mixed in all rooms. This is not assumed to be a problem as none of the rooms in the investigated houses are too high.

The input data required to perform a specified simulation in IDA ICE includes for example air change rates and occupant schedules. This information was defined based on standard values for Danish single-family houses as given by [13,18]. All houses are naturally ventilated and it was assumed that the ventilation rate is 0.3 l/s per m² which is the standard minimum required air change rate in Danish single-family houses [19]. Internal heat gains from presence of occupants and use of equipment was modelled by weekly schedules that were constructed for each house according to the number of occupants. The total average internal heat gains in the houses according to the schedules were 4.11-5.08 W per m², which corresponds well to the Danish standard value of 5 W/m² [18]. Energy consumption for domestic hot water was not included in the models and the simulation models were run with weather data for the Design Reference Year of Copenhagen 2001-2010. Measured heat consumption is therefore adjusted according to the number of degree days, before it is compared the calculated heat consumption.

The simulation models were used to calculate the average monthly heating system return temperatures. The program calculates the heating system temperatures based on the mass flows and return temperatures from the individual radiators in the houses. The radiator temperatures and mass flows are calculated for every hour of the year according to the indoor temperature set-point and heat loss in the given rooms. The radiators are therefore included in the models with the actual location, dimensions, and design heating power. Radiator types and dimensions were noted at a visit to the house, and used to find the design heating power of the radiators, by use of a tool that was acquired from the Danish Technological Institute through personal communication. The tool makes it possible to estimate the heating power of a given existing radiator based on empirical data. The average heating power installed in each house is summarized in Fig. 4. The figure also shows the total measured heat consumption in each of the houses during 2015. Each radiator is controlled by a P-control thermostatic radiator valve with a P-band of 2 °C that controls the water mass flow through the radiator and aims to maintain the indoor temperature set-point. The floor heating was assumed to be controlled by similar thermostatic valves, and according to a constant flow, and a maximum coil temperature difference of 5 °C. The heating pipes were assumed to be located at a depth of 0.04m in the concrete slab with tile flooring. The heating system supply temperature was defined according to the weather compensated DH supply temperature. Due to the heat losses in the DH pipes, the supply temperature reaching the houses was assumed to be 6 °C lower than the temperature illustrated in Fig. 3, which was found to correspond well to the measured temperatures.
The thermal comfort in the houses was evaluated through an analysis of the calculated indoor air temperatures in each room of the houses. This was done by counting the number of hours during the year, where the indoor air temperatures, according to the simulations, were below the temperature set-point. For this analysis the occupants were expected to maintain an indoor temperature of 20 °C in living areas and 18 °C in the basement. Even so, it should be kept in mind that actual indoor temperatures usually vary greatly due to differences in occupant preferences [20, 21].

### Heating system measurements

The actual space heating temperatures in the houses were evaluated for the period from July 2015 to March 2016, where the houses were supplied by ULTDH. The measurements were conducted by use of energy meters that have an accuracy of approximately ±0.5 %, according to the manufacturer. The meters were used to measure temperatures, volume, and mass flow of the DH water for the overall district heating connections, and for the preparation of domestic hot water, as illustrated in Fig. 5.

The average monthly space heating temperatures were calculated based on the measurements as follows. First the volume of DH that was used for space heating purposes ($V_{SH}$) was calculated from the total volume of the DH water ($V_{DH}$) and the volume of DH used for DHW ($V_{DHW}$) as seen in Equation (1).

$$V_{SH} = V_{DH} - V_{DHW}$$

Afterwards the return temperature from the space heating ($T_{ret,SH}$) was calculated based on the volumes and the return temperature from the DHW ($T_{ret,DHW}$) and the DH in total ($T_{ret,DH}$). This was done according to Equation (2).

$$T_{ret,SH} = \frac{(V_{DH} \cdot T_{ret,DH} - V_{DHW} \cdot T_{ret,DHW})}{V_{SH}}$$

The return temperatures were generally based on volume weighted averages. However for some months the DH return temperatures were calculated as an average of the daily volume weighted return temperature. This is not expected to cause significant inaccuracies, as there were rarely any large variations in the day to day measurements. Due to logger problems, it was not possible to calculate the space heating return temperature in house 4, until December. The space heating return temperature for this house, in the months before then, was therefore assumed to be equal to the DH return temperature. This was found to be reasonable, as the study generally found that the space heating return temperature and the DH return temperature were often merely the same.

### RESULTS

Table 2 shows a comparison of the degree day adjusted space heating consumption that was measured in the houses and the heating consumption that was calculated by use of the simulation models. It can be seen from the table that the measured and calculated heating consumption differs by up to 13.6 %. The deviation could be partly explained by a difference between the indoor temperatures assumed in the simulation, and the actual indoor temperatures in the house. Some of the houses are additionally heated by a fire stove, which could furthermore cause a deviation between the measured and the calculated heating consumption. Alternatively, the numbers could indicate that the simulation model for House 3 tends to overestimate the heating demand, while the model for House 4 underestimates it.

### Supply and return temperatures

The average monthly space heating temperatures in the houses, according to the simulations and the measurements, are compared for all of the four houses in Fig. 6. The figure also holds the average monthly outdoor temperatures for the measurement period and the DRY weather file. The average outdoor temperatures in the winter of 2015-2016 were found to be somewhat higher than the temperatures in the weather file. The results show that the space heating in the houses was generally delivered by supply and return temperatures around 40 °C/30 °C or 45 °C/35°C. The measured space heating return temperature was found to be below 30 °C in a few months of the year in
houses 1, 3, and 4. Especially House 3 was seen to have a low space heating return temperature. As seen from Fig. 4 this does not seem to be explained by significantly lower heat consumption or higher installed heating power.

The simulated and measured space heating return temperatures were found to correspond well for most of the houses. This indicates that the technical potential to lower the heating system temperatures was met in most of the houses. The correlation between measured and simulated temperatures was striking especially in House 3, despite the difference between the simulated and measured heating consumption. In House 2, on the other hand, it was found that there was a deviation between the simulated and measured return temperature of up to 10 °C. This could be due to the fact that the occupants in this house prefer higher indoor temperatures than the assumed 20 °C, which could be indicated by the high measured heat consumption seen in Fig. 4 and Table 2. Nevertheless, the simulation results could also indicate that there is a potential to obtain significantly lower space heating return temperatures in house 2, if the heating system control is optimized.

**Thermal comfort**

In most of the rooms in the single-family houses, it was found that the indoor air temperature never dropped below the set-points of 20 °C and 18 °C. However, the simulation results indicated that it was difficult to maintain the thermal comfort temperature in the restrooms in Houses 2-4, where the indoor air temperature was found to be around 19 °C for a large part of the year. These rooms are heated solely by floor heating, which is generally operated with a low supply temperature, and therefore the thermal comfort in these rooms should not be affected by the changes in the DH temperatures. Rather, the results may suggest that the installed floor heating is under-dimensioned or that the heating power of the floor was under-estimated, due to uncertainties on the construction and operation of the floor heating. Fig. 7 shows a visualization of the number of hours during the year, where the indoor air temperature drops below the indoor temperature set-point.

---

**Fig. 6 Simulated and measured space heating temperatures in the four houses**
Uncertainties

There were found to be two main uncertainties in this study: the construction of the floor heating systems and the indoor temperature set-points. The impact of these uncertainties was evaluated through new simulations of the houses, where two changes were made in the models. Firstly, the floor heating was modelled as plain electric heating. Thereby the heating power of the floor was not affected by the floor construction, and the return temperature from the floor heating did not affect the overall space heating return temperature. Despite of the simplification of the floor heating in the restrooms, the test simulations showed, similar to the first simulations, that it can be difficult to meet the thermal comfort criteria in the bathrooms of House 3 and 4. This indicates that the floor heating systems in the bathrooms are under-dimensioned. On the other hand, the results of the test simulations showed, that indoor temperatures of approximately 21.5 °C could be maintained in all living areas of the houses. Even when

Secondly, the indoor temperature was set to approximately 21.5 °C in all living areas. According to a recent study of typical British homes, an indoor temperature of 20 °C or lower, could be a reasonable estimate of average living room temperature, but it is only an average temperature, and actual indoor temperature in many living rooms is higher [21]. Likewise our own studies have showed that indoor temperatures of 21-22 °C are not uncommon in living and dining rooms of Danish single-family houses [22].

the indoor temperature was increased, the return temperature from the radiators only increased slightly. In houses 1-3, the radiator return temperature was found to increase by 1-2 °C in the winter months, while in house 4 it was increased by approximately 4.5 °C. The increased return temperature in house 4 was mainly found to occur due to high return temperatures from the radiators in the entrance and the restroom, where indoor temperatures were also set at 21.5 °C.

Fig. 7 Visualization of the simulated thermal comfort in the house
The results of the test simulations suggest that the findings of the study are generally robust to uncertainties on occupant preferences and indoor temperature set-points. This conclusion is further underlined by the measurements and the fact that none of the customers complained about problems with the indoor temperature during the test period with ULTDH.

CONCLUSIONS

The results of this study showed that there is a great potential to heat existing single-family houses with hydraulic radiator systems, with ultra-low-temperature district heating. Simulation results indicated that even when the heating system supply temperature was lowered to 45 °C for most of the year, this did not jeopardize the thermal comfort of the occupants living in the houses. This was further underlined by the fact that no consumers complained about poor thermal comfort during a test with lowered return temperatures in a period from 2015-2016.

Both results from a simulation of the heating system operation in four single-family houses, and measurements from the test operation with ultra-low-temperature district heating, showed that there is a large potential to lower the district heating temperatures in existing single-family houses. Average supply and return temperatures for space heating in the houses were found to be 44 °C and 31 °C respectively.
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ABSTRACT

District cooling systems are widely used in many countries, especially where the density of buildings is high. Many studies have been done to investigate the performance of district cooling systems or to compare it with conventional cooling systems. However, most of these studies are based on simulations and hypothesis. The obtained results would be very ideal. The real situation can be very different and complex. It is therefore highly necessary to verify the efficiency of district cooling systems, especially when being compared with the conventional individual cooling systems (in-building systems). This study attempts to verify the energy saving potentials of district cooling systems using actual measurements of individual cooling systems. Operational data of cooling systems of several buildings in a university are collected. Based on the monitored cooling load and locations of each building, the district cooling systems can be designed. The energy consumption of both district cooling systems and conventional cooling systems in typical summer weeks and winter weeks is evaluated. The performance of district cooling systems under both indirect connection and direct connection is evaluated. By being compared with the individual cooling systems, the efficiency of district cooling systems can be verified. Results show that district cooling systems are not always energy efficient. The energy saving potential mainly happens when the cooling loads of individual cooling systems are low.

INTRODUCTION

Building energy systems with high efficiencies are needed due to increasing requirement on the green buildings or cities. Efficient cooling systems therefore play an important role in reducing the energy consumption of buildings in cooling dominated areas. District cooling systems (DCSs), which are regarded as efficient alternatives, are widely used in many countries such as Sweden, Japan [1], US, UAE, etc.[2]. In DCSs, cooling is generated centrally at the cooling plant and supplied to a group of buildings for cooling and dehumidification purposes. The advantages and applications of district heating and cooling systems are reviewed and summarized in [2, 3].

The performance of DCSs has been evaluated and compared with conventional individual cooling systems (ICSs) in many studies [4-6]. A district cooling and heating system using sea water heat pumps was compared with a coal-fired heating system & a conventional air conditioning system [7]. Results show that the district cooling and heating system has a lower annual cost, together with significant energy saving and environmental benefits. Another district cooling and heating system using seawater in the north of China was compared with systems using centrifugal chillers & natural gas-fired boilers, steam-driven lithium bromide absorption chillers & hot water from a nearby power plant, and natural gas-fired lithium bromide absorption heat pump systems[8]. The energy consumption of a DCS for a new development area is evaluated by Chow et al. [5]. Authors of this paper [4] also conducted performance assessment of DCSs by comparing with ICSs and results show that DCSs are more energy efficient. From the above review and literatures, it can be found that DCSs are more efficient than the conventional ICSs.

In all the above studies, the conclusions and results are mainly based on hypothesis and simulation. The cooling loads are obtained using software such as Energyplus, TRNSYS, etc. [9]. The comparison or performance assessment of DCSs and ICSs is made before the buildings or systems are constructed [10]. Energy consumption of DCSs or ICSs are also based on simulation. Results based on simulation can be very ideal and the real situation can be very complicated. Studies on the actual performance of both systems are not found yet. Furthermore, the conclusion that DCSs are more energy efficient is still very controversial in China. It is therefore highly necessary to verify the performance of DCSs with actual measurements. The result will be very meaningful for both researchers and users. It will provide solid basis when the decision is made between the DCSs and ICSs. It will also help to improve the planning and design of cooling systems for a district/community. To fill these gaps, this study therefore attempts to verify the efficiency of DCSs with actual operational data of cooling systems collected from the Building management systems (BMS). Two objectives are achieved: 1) Based on actual measurements, the energy efficiency of DCSs will be verified when being compared with ICSs. 2) Conditions that are suitable for the application of DCSs will be investigated.
METHOD AND STEPS
The method to conduct the performance verification is shown in Figure 1. Detailed steps are introduced as follows:

1. Collect BMS data of each cooling system
2. Analyze and re-organize the raw BMS data
3. Design DCSs according to the locations, collected load, etc.
4. Model the DCSs and evaluate the energy consumption
5. Verify the efficiency of DCSs compared with ICSs

Figure 1. Method to conduct performance verification of DCSs

1) Operational data of the cooling systems are collected from the BMS, including the weather data, the cooling load, power consumption of subsystems, the operating numbers of chillers, pumps and cooling towers, the power or electricity consumption of the whole cooling plant etc.

2) The raw BMS data are analysed and re-organized. Data from different BMSs can be in different time steps or forms. All the data are consolidated to keep consistent. Not all the required variables are monitored. Even for the monitored variables, values during some periods may be missing or not right. It is necessary to re-organized these raw data after detailed analysis and calculations. Abnormal or fault data are to be excluded. Then the energy consumption of each ICS can be obtained. The coefficients of performance (COP) of the cooling systems can be calculated.

3) DCSs are designed according to the monitored cooling load. Chillers are selected from the product catalogues. The primary chilled water pumps, cooling water pumps and cooling towers can be selected based on the water flowrate of chillers. The chilled water systems can be designed based on the location of buildings and cooling loads of each building. The pressure drop can be evaluated and the size of chilled water pumps can be determined.

4) The energy consumption of DCSs can be evaluated. According to the actual cooling loads and the designed DCSs, the energy consumption of DCSs can be obtained.

5) The efficiency of DCSs can be analysed and verified based on the comparison between the energy consumption of DCSs and monitored energy consumption of ICSs. The energy saving potentials can be obtained in different seasons or at different time of the day. Operation characteristics and conditions that benefit the DCSs are analysed.

SYSTEM DESCRIPTIONS
The performance of DCSs is verified through a case study, which is introduced in this section. Five cooling systems of buildings in the campus of the Hong Kong Polytechnic University (POLYU) are concerned. The campus map of POLYU is shown in Figure 2 and the buildings that served by the five cooling systems are marked. The buildings in the campus were constructed phase by phase. In this study, buildings named as ‘Phase 1’, ‘Phase 2’, ‘Phase 7’, ‘Phase 8’ and ‘JCIT’ are investigated. That is because currently the BMS data for these five cooling systems are available and the quality is acceptable. In some phase, more than one buildings are served by one central cooling system because these buildings are connected or very close to each other. In the selected five systems, Phase 1 includes Block CF, Block FJ, Block CD, Block DE, Block EF and Block EL. Phase 2 includes Block VA, Block VS, Block HJ, Block FG and Block GH. Phase 7 refers to Block Y. Phase 8 refers to Block Z. JCIT is a new and individual building. Each phase main contains labs, offices, classrooms, workshops, etc. Phase 2 has gyms and canteens.

Information about existing cooling systems of each phase is collected and summarized in Table 1. In the ICSs of Phase 1 and Phase 2, air-cooled chillers are used to supply cooling for users. The other three ICSs adopt water-cooled chillers and chillers with variable speed drives (VSD) are used in Phase 8. The cooling water systems of five systems are constant primary and variable secondary flowrate. Two typical summer weeks (Sep. 07 2015-Sep. 20 2015) and Two typical winter weeks (Nov. 30 2015-Dec. 13 2015) are selected to study the performance of DCSs and ICSs. BMS data of five ICSs in these four weeks are collected, consolidated and analysed. The hourly cooling loads in the summer weeks and winter weeks are shown in Figure 3 and Figure 4. It can be seen that all the buildings have cooling demand during both the daytime and night time in summer. In winter, the cooling loads are much lower and the cooling system for JCIT is shut down during night time in several days.
Figure 2. The campus map of POLYU and the five cooling systems concerned

Table 1 Design information of the cooling systems for each phase

<table>
<thead>
<tr>
<th>Type</th>
<th>Phase 1</th>
<th>Phase 2</th>
<th>Phase 7</th>
<th>Phase 8</th>
<th>JCIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chiller</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Capacity (ton)</td>
<td>313</td>
<td>313</td>
<td>430</td>
<td>200</td>
<td>800</td>
</tr>
<tr>
<td>Primary chilled water pumps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Flowrate (L/s)</td>
<td>50</td>
<td>50</td>
<td>77</td>
<td>33.5</td>
<td>121.8</td>
</tr>
<tr>
<td>Head (m)</td>
<td>20</td>
<td>20</td>
<td>13</td>
<td>15.1</td>
<td>15</td>
</tr>
<tr>
<td>Motor (kW)</td>
<td>/</td>
<td>/</td>
<td>18.5</td>
<td>11</td>
<td>23.5</td>
</tr>
<tr>
<td>Efficiency</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>Secondary chilled water pumps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Flowrate (L/s)</td>
<td>125</td>
<td>125</td>
<td>106</td>
<td>33.5</td>
<td>121.8</td>
</tr>
<tr>
<td>Head (m)</td>
<td>43</td>
<td>43</td>
<td>35</td>
<td>35</td>
<td>30</td>
</tr>
<tr>
<td>Motor (kW)</td>
<td>/</td>
<td>/</td>
<td>55</td>
<td>22</td>
<td>46.3</td>
</tr>
<tr>
<td>Efficiency</td>
<td>0.85</td>
<td>0.85</td>
<td>0.82</td>
<td>0.68</td>
<td>0.8</td>
</tr>
<tr>
<td>Cooling water pumps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>/</td>
<td>/</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Flowrate (L/s)</td>
<td>/</td>
<td>/</td>
<td>87</td>
<td>41</td>
<td>167</td>
</tr>
<tr>
<td>Head (m)</td>
<td>/</td>
<td>/</td>
<td>22</td>
<td>22</td>
<td>25</td>
</tr>
<tr>
<td>Motor (kW)</td>
<td>/</td>
<td>/</td>
<td>30</td>
<td>15</td>
<td>55</td>
</tr>
<tr>
<td>Efficiency</td>
<td>/</td>
<td>/</td>
<td>0.85</td>
<td>0.77</td>
<td>0.85</td>
</tr>
<tr>
<td>Cooling tower</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>4</td>
</tr>
<tr>
<td>Flowrate (L/s)</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>167.5</td>
</tr>
<tr>
<td>Fan power (kW)</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 2 Performance of each ICS

<table>
<thead>
<tr>
<th></th>
<th>Phase 1</th>
<th>Phase 2</th>
<th>Phase 7</th>
<th>Phase 8</th>
<th>JCIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summer Week</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Load (kWh)</td>
<td>838882</td>
<td>709763</td>
<td>737056</td>
<td>893658</td>
<td>306034</td>
</tr>
<tr>
<td>Energy consumption (kWh)</td>
<td>266962</td>
<td>227897</td>
<td>216113</td>
<td>164116</td>
<td>84493</td>
</tr>
<tr>
<td>COP</td>
<td>3.14</td>
<td>3.11</td>
<td>3.41</td>
<td>5.45</td>
<td>3.62</td>
</tr>
<tr>
<td>Winter Week</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Load (kWh)</td>
<td>302565</td>
<td>245753</td>
<td>228074</td>
<td>276585</td>
<td>79584</td>
</tr>
<tr>
<td>Energy consumption (kWh)</td>
<td>99691</td>
<td>80971</td>
<td>78818</td>
<td>76122</td>
<td>27791</td>
</tr>
<tr>
<td>COP</td>
<td>3.04</td>
<td>3.04</td>
<td>2.89</td>
<td>3.63</td>
<td>2.86</td>
</tr>
</tbody>
</table>
The performance of each ICS are summarized in Table 2. It can be seen that the performance of the ICS for Phase 8 is very high. The COP of the cooling plant can be up to 5.45. That’s because the chillers with VSDs are used in the system. Table 2 also shows that the COP of each ICS in winter is lower than that in summer. That’s because the cooling load is lower in winter and chillers work at a lower efficiency in ICSs.

According to the location of buildings and monitored annual peak cooling loads from the BMS, the DCS can be designed. To verify the performance of DCS under different conditions, DCSs with different users involved are designed. The design information for each DCSs under different combinations is shown in Table 3. For S1, all the buildings are connected and the arrows in Table 3 indicate the direction of chilled water supply pipelines. For S3, all the chillers of ICSs are water-cooled. The comparison between the DCS and ICS under such a case will be more general when chillers used belong to the same type. For S4, chillers in both the DCS and ICS are water-cooled with constant speed. By excluding the ICS of Phase 8 which uses VSD chillers, the comparison will be more proper for DCSs.

**RESULTS**

The central cooling plant of DCSs and users can be connected in two ways: direct connection and indirect connection. The performance of DCSs under both connection ways is evaluated and verified. Results are introduced respectively.

**Indirect connection**

The indirect connection indicates that plate heat exchangers should be used to isolate the central cooling plant of DCSs and users. Due to the heat exchange of chilled water at two sides of the plate heat exchangers, a lower supply temperature from the central plant of DCSs is required to ensure that the supply temperature to users is 7°C. The chilled water temperature leaving chillers is assumed to be 6°C. The actual COPs of chillers are about 5% lower than the rated ones. The configuration of chilled water systems of DCSs is assumed to constant primary and variable secondary pumping systems. The pressure drop across the remote plate heat exchanger is assumed to be 10m. The difference between the supply and return chilled water temperatures is assumed to be 5°C. The verification results of the DCSs under indirect connection are shown in Table 4.

From Table 4 it can be seen that the DCS cannot always achieve electricity saving under indirect connection. When all the buildings are connected (S1), the DCS consumes less energy in both summer and
winter. One reason is that chillers used in Phase 1 and Phase 2 are air-cooled, which are not as efficient as the water-cooled ones in the DCSs. This can also be proved by the energy saving of S2, where Phase 1 is not connected and the energy saving of the DCS is decreased. For S3, the DCS consumes around 7% more energy than the ICSs in summer weeks. That’s because chillers in Phase 7, Phase 8 and JCIT are all water-cooled and they are very efficient, especially for Phase 8, where the VSD chillers are used. Therefore, the DCS using chillers without VSDs cannot be more efficient compared to ICSs. For S4, both the ICSs and the DCS adopt constant-speed chillers. It can be seen that around 6% energy can be saved during summer week. The energy saving of S1, S2 and S3 is higher in winter. It results from the lower cooling loads in winter and the efficiency of ICSs is lower. When the cooling is supplied centrally, chillers in DCSs can work at a higher efficiency. However, the energy saving is lower in winter than that in Summer for S4. That is because chillers in JCIT are shut down during night time in winter and the cooling system of Phase 7 works using the smaller chiller. The capacity of the smaller chiller (150 Ton) in the ICS of Phase 7 is much lower than that in the DCS (400 Ton). The efficiency of ICSs is therefore much higher than that of the DCS, which leads to a lower energy saving.

Energy savings of the DCS S1 (connecting all the buildings) in the summer and winter weeks are shown in Figure 5 and Figure 6. It can be seen that the energy consumption of both ICSs and the DCS S1 is much higher during daytime than that during night time. However, the energy saving percentage is much higher during night time than that during daytime. In some hours of the day, the DCS cannot save any energy when the cooling load of ICSs is very high and the ICS can also be very efficient. In winter weeks, the DCS consumes much less energy compared with the ICSs. In the daytime of winter weeks, the DCS S1 is still hard to consume less energy than the ICSs.

Energy savings of the DCS S3 in the summer and winter weeks are shown in Figure 7 and Figure 8. Figure 7 shows that S3 consumes much more energy than the ICSs during daytime in summer weeks. The percentage of excessive energy can be up to 30%. Even during the night time, it is hard for the DCS to be energy efficient compared with ICSs. That indicates that the ICS of each building is very efficient and the DCS have no advantages. Figure 8 shows that S3 can save some energy compared with ICSs in winter weeks and the energy saving mainly arise during the night time. During the daytime in winter weeks, no or ignorable energy can be saved.
Table 5 Energy saving of DCSs when different buildings are involved under the direct connection

<table>
<thead>
<tr>
<th>System</th>
<th>Buildings</th>
<th>Direct connection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Summer</td>
</tr>
<tr>
<td>S1</td>
<td>Phase1-&gt;Phase2-&gt;JCIT-&gt;Phase7-&gt;Phase8</td>
<td>15%</td>
</tr>
<tr>
<td>S2</td>
<td>Phase2-&gt;JCIT-&gt;Phase7-&gt;Phase8</td>
<td>11.40%</td>
</tr>
<tr>
<td>S3</td>
<td>JCIT-&gt;Phase7-&gt;Phase8</td>
<td>5.10%</td>
</tr>
<tr>
<td>S4</td>
<td>JCIT-&gt;Phase7</td>
<td>17.50%</td>
</tr>
</tbody>
</table>

Results of the DCSs under direct connection are shown in Table 5. It can be seen that all the DCSs are more efficient compared with ICSs. The energy saving ranges from 5% to 23%. The DCSs have a higher energy saving potential during winter weeks due to low partial loads and load concentration effect, except for S4. Even when chillers with high efficiencies are used in ICSs for S3, DCSs still have energy saving potentials. From Table 5 and Table 6 it can be seen that DCSs under direct connection are much more energy efficient than that under indirect connection. The energy saving is increased by more than 10%. The direct connection therefore should be preferred for DCSs served users of the same owners.

Statistic results of the energy saving of the DCS S1 at different hours of the day are shown in Figure 9 and Figure 10. Figure 9 shows the mean energy saving. It shows that energy saving is high between 23:00 to 6:00, when the students and research staff leave the offices and the occupancy rate is low. The energy saving is much lower during the office hours. In Figure 10, the distribution of energy saving percentages at each hour is shown. On each box, the central mark is the median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to the most extreme data-points and the red dots are the outliers. Figure 10

Direct connection

Without plate heat exchangers, the central plant of DCSs and users are connected directly. This connection way is very popular due to lower costs and high efficiency, especially when all the users connected to the DCS belong to the same owners. For DCSs serving the universities, direct connection is a very good option because all the buildings in the campus usually are managed by the same facility management office. The supply temperature of the chilled water from the chillers is assumed to be 7°C, which is consistent to that in ICSs. The primary-distributed chilled water system is selected in the DCSs, which is regarded as the most efficient configuration of chilled water pumps [11].

Figure 7. Energy consumption of the ICSs and the DCS S3 in summer weeks

Figure 8. Energy consumption of the ICSs and the DCS S3 in winter weeks
shows that the range of the energy saving is quite wide at each hour. Detailed values reply on the cooling loads at each hour. The relationship between the cooling loads and the energy saving of DCS S1 is shown in Fig. 11. It shows that higher energy savings mainly happen when the cooling loads is less than 5000 kW. The energy saving decreases gradually when the cooling loads increase and then stay stable around 15%. It indicates that the most suitable situation for DCSs is that when the cooling loads for ICSs are low. If a group of buildings have cooling demand during night time, the cooling is recommended to be supplied centrally to decrease the total energy consumption. It provides two directions for future application of cooling systems. One is that DCSs under direct connection should be preferred. The other is that even for the ICSs, two or several ICSs should be connected and share the cooling supply when the cooling loads for each ICS are very low.

CONCLUSIONS

This paper conducts the performance verification of DCSs using actual operation data of ICSs in a university. The energy saving of DCSs under different connection ways and users is analysed. Performance of DCSs and ICSs in typical summer weeks and winter weeks is analysed. The following conclusions can be summarized:

1) DCSs under direct connection is much more energy efficient than that under indirect connection. The direct connection is highly recommended when all the involved users belong to the same owner or management teams.

2) DCSs cannot always save energy, especially when the ICS is very efficient (i.e. using VSD chillers).

3) DCSs mainly achieve energy saving when the cooling loads are low and the chillers in ICSs work at low efficiency. However, the lowest cooling loads do not correspond to the highest energy saving. It depends on that the low cooling loads are from one building or several buildings. If it is only from one building, the ICS is more energy efficient. Otherwise, DCSs can achieve higher energy efficiency.
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ABSTRACT

The aim of this work, included in the “THERMENERGY” project of the French energy transition institute INEF4, is to propose a tool to help the design of district heating networks (DHN) at the beginning of an urban project. The configuration (network layout, choice between the different production technologies, existence or not of such utilities) and the design (mass flow rate, temperature, heat capacity to install and area of the heat exchanger in sub-station) are optimized simultaneously. The tool works as well for energy supply systems to be created as for the expansion of existing sites.

The originalities of this work are to: 1 - avoid any constraint on pipe forcing them to be both supply and return, 2 - permit centralized - decentralized – or individual heat productions, 3 - permit cascade connections between consumers. Such a formulation enables to work on the 4th generation of DHN and also on branched or looped networks.

The formulation of the problem leads to a mixed integer non-linear programming (MINLP) problem. That means the optimization problem has a single nonlinear objective function (global cost) subjected to numerous linear constraints (e.g. mass flow rate balance) or nonlinear constraints (e.g. energy conservation) with both continuous (mass flow rate, temperature distribution, area of the heat exchanger, heat capacity to install...) and discrete variables (logical existence of the pipe or existence of the technology of production).

A study case based on an existing DHN is discussed. First some optimal design parameters (thermal generating capacity, temperature and network layout) are compared to the existing ones. Then, a potential expansion of the DHN to the neighbourhood and the introduction of renewable energy are studied.

INTRODUCTION

Energy savings in the building sector are needed. Although the high efficiency standard for new constructions and the current effort on refurbishment contribute to the European energy and climate policy, further initiatives are needed to increase the savings. Indeed all the existing building stock cannot be refurbished simultaneously (technical and economic constraints) and in 2010 70 % of the city of the future 2050 are already built. Estimations evaluate that between 30 % and 40 % of buildings in 2050 would be built before 1975. Some reflections about how to produce and distribute heat are complementary and relevant [1].

The isolated heat production (“individual” for one by dwelling or “collective” by building, illustration Figure 2) from renewable energy (geothermal, biomass, solar panels, heat pump, etc.) is an interesting solution for suburban residential area. But such individual solutions are quite difficult to implement in collective residential buildings (where 43 % of the population live) or the services sector, especially in high density areas, because those technologies need free surface on buildings or land (geothermal, solar, heat pump) or required large fuel volume (wood).

A District Heating Network (DHN) is a technical solution to supply heat at the urban scale. It enables to consider the heat demand at a larger scale and to exploit its diversity: each consumer does not need heat at the same time, especially if the building use is different (e.g. residential or office building). Moreover with such centralized heating system, costs are shared. And most of all, a DHN enables to exploit potential renewable sources and reuse wasted heat (excess heat from the industrial sector). This economy of scope, as underlined by FREDERIKSEN and WERNER [2], is the major asset of DHN. In return, the high initial investment cost has to be paid off through heat sales. The investment cost represents around 40 % up to 60 % of the total cost of the DHN (subsidies apart), they include the cost for the pipes (trench and materials), heat exchanger in substation and thermal generating power in power plant. Investors can secure their energy bills on the long term by varying the energy mix.

This work is part of the “THERMENERGY” project and receives financial support from the energy transition institute INEF4 R&D program. It aims at the creation of
a DHN design assistance tool (implemented in GAMS environment platform), to be applied in the context of new city planning - or refurbishment - projects. The core of this work is to optimize simultaneously in steady state the configuration (network layout and choice of the production technology), the design parameters (thermal generating capacity to install, exchange area of the heat exchanger, length and diameter of the pipes) and the state variables (temperatures, mass flow rates). One of the originalities of this work is to enable different network layout alternatives: consumer connection in parallel (classical design) or in cascade, the latter allowing the supply from a "hot temperature (HT) consumer" – such as an old building, a hospital, or an industrial utility – to a "low temperature (LT) consumer". These connections between consumers, modelled by a heat exchanger, are depicted in (Figure 1).

This design helping tool helps also to choose between the following heat community supply alternatives (on the right Figure 2 concerning DHN heat supply): one centralized heat production (like P1), numerous decentralized ones (like P2, a renewable source for instance), or a main network with isolated heat productions (like P3).

**OPTIMIZATION**

**Background**

In this contribution, the word “optimization” refers to an algorithmic approach and not a heuristic (based on the experts experience) one. A mathematical formulation of the problem is stated: minimization of an objective function submitted to a set of constraints. Then an adapted method (algorithm) is selected in order to compute the optimal values of the optimization variables (both continuous and binary).

For a global overview of the different formulations of optimization problems (and their different ways to be solved), please refer to the retrospective on optimization from BIEGLER and GROSSMANN [3]. Briefly, an optimization problem is characterized thanks to the types of variables, the linearity or not of the equations (objective function and constraints), the number of objective function and the consideration of the time. Some studies applied to DHN:

- with continuous variables and non-linear (function and constraints), for instance [4]. In order to take into account nonlinearity such as pressure drop and thermal losses, the linear case is not suitable,
- in mixed variables (continuous and integer), most optimizations are linear [4] [5], a few are nonlinear [6],
- single objective function [4] [5] or multi-objective [6],
- single period [4], multi-period [5], [6] or even dynamic [7].

Each possibilities have pros and cons. The more complex the problem is, the more difficult the resolution is (because of the nonlinearity and the combinatorial explosion). The issue of this present work is to optimize simultaneously the configuration (so mixed variables are needed) and the sizing (precisely, so nonlinear equations are included).

**Problem formulation**

A previous conference paper was more focused on the problem formulation [8]. Briefly the main aspects are explained below.

As the configuration is one of the expected results of this work, binary variables (Y letter variables) are introduced to rule the existence of the pipes and the existence of the technologies of production. They represent around 20% of the total amount of the variables. Because of these variables, lots of combinatory are introduced into the problem. And the continuous variables have to be defined only if the

![Figure 1 Consumer connection: in parallel – classical (left) and in cascade – innovation (right)](image1)

![Figure 2 Comparison of different heat supply solution](image2)
utility exists, as for instance the pipe length is equal to the distance only when the binary variable is not null (1) and the mass flow rate existence is ruled thanks to equation (2) with $M_{\text{max}}$ the maximum mass flow rate allowed and. If the pipe does not exist, the mass flow rate is equal to 0, otherwise if it exists, the mass flow rate value varies between 0 and $M_{\text{max}}$. In these examples, equations are written for the PC line (connection between one producer node to one consumer node). Similar equations are written for the return line and for connection between consumers (in cascade or in parallel).

\begin{equation}
L_{\text{line}} = V_{\text{line}} \cdot \text{Dist}_{\text{line}} \quad (1)
\end{equation}

\begin{equation}
V \{ f \}, \ 0 \leq V_{\text{line}} \leq V_{\text{line max}} \cdot M_{\text{max}} \quad (2)
\end{equation}

Concerning the sizing aspect, as the temperature, velocity and diameter are optimization variables, the energy balance equations are nonlinear, as for instance at the inlet of the consumer node. Moreover the thermal losses are calculated precisely, for example in the pipe PC equation (3). As well as the pressure drop is calculated thanks to equation (4), which helps estimating the pumping cost. More information about parameters ($\alpha$, $\beta$, $\gamma$, $C_p$, $T_{\text{out}}$ and $R_{\text{tot}}$) in our previous paper [8].

\begin{equation}
T_{\text{in PC}} = T_{\text{ext}} + (T_{\text{in PC}} - T_{\text{ext}}) \cdot \exp \left( - \frac{\pi \cdot V_{\text{line}} \cdot \text{Dist}_{\text{line}}}{2 \cdot \rho \cdot C_p \cdot \text{D}_{\text{pipe}}^2} \right) \quad (3)
\end{equation}

\begin{equation}
D_{\text{P line}} = \frac{2 \cdot \rho \cdot V_{\text{line}}^2}{\pi \cdot \text{D}_{\text{pipe}}^2} \quad (4)
\end{equation}

A MINLP (Mixed Integer Non Linear programming) problem has to be solved. As the problem is modeled with numerous constraints including continuous variables, a deterministic method is chosen for its accuracy and its rapidity, compared to a stochastic method. The problem is implemented in the GAMS environment, in which numerous available solvers can be called to solve the problem. The solver used in this study is DICOPT, which uses the OA/ER/PA resolution method.

The objective function to minimize is the total cost, equation (5), of a DHN over a 30 years’ time horizon. It includes the initial investment (CAPEX) for the thermal generating capacity in power plant, the heat exchanger in the substation and the pipe and also the operative cost (OPEX) related to the pumping and fuel cost, each year, including the energy inflation price.

\begin{equation}
C_{\text{tot}} = (\text{CAPEX}_{\text{gen}} + \text{OPEX}_{\text{heat}}) \cdot T_{\text{year}} + (\text{CAPEX}_{\text{Heat}} + \text{CAPEX}_{\text{Gen}}) \cdot T_{\text{year}} \quad (5)
\end{equation}

STUDY CASES DESCRIPTIONS

A previous conference paper was more focused on underling the cascade connection innovation [8].

Case 1: Comparison to the existing network

For this paper, the cases are based on an existing network in the south west France, near to Bordeaux. The seven consumers, shown in a plan (Figure 3), represents a total nominal heat demand of 496 kW. Each consumer heat demand is detailed in Table 1. To begin, only one producer is available, it requires no heat demand. The technology (k1) available in P1 is a gas boiler with a thermal generating capacity of 600 kW.

The actual existing network layout is similar to the optimized result shown in (Figure 4), when only one production node is available. The network total length (supply and return) is 1,224 m, so 612 m of trench (in this study, the line are both supply and return, which is not the case in [8]). In the case of the optimal configuration and design, the total cost reaches 11.13 M€ over 30 years. In (Figure 5) is represented the costs repartition. 42 % are operative costs (OPEX), which are in huge majority due to the fuels cost. More than the half of the total cost represents an investment cost (CAPEX), 41 % for the thermal capacity to install and also 15 % for the pipes (trench and materials). The pumping cost is very low thanks to the optimization that has chosen an appropriate sizing for the diameters, the velocities and the temperatures. In case of a bad network management or for very low temperature networks, the pumping cost share can represents around 10 % [9]. The balance between thermal losses

![Figure 3 Localization of the input data of the existing network P1C7 (one producer and 7 consumers)](image)

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
<th>C7</th>
</tr>
</thead>
<tbody>
<tr>
<td>x (m)</td>
<td>280</td>
<td>91</td>
<td>91</td>
<td>69</td>
<td>146</td>
<td>267</td>
<td>245</td>
<td>465</td>
</tr>
<tr>
<td>z (m)</td>
<td>24</td>
<td>166</td>
<td>136</td>
<td>94</td>
<td>105</td>
<td>167</td>
<td>133</td>
<td>248</td>
</tr>
<tr>
<td>$H_{\text{req}}$ (kW)</td>
<td>0</td>
<td>135</td>
<td>60</td>
<td>90</td>
<td>25</td>
<td>45</td>
<td>45</td>
<td>96</td>
</tr>
</tbody>
</table>
(17.4 W/m and thermal loss ratio less than 4 %) and pressure drop (1 kPa/m) is well optimized. The optimal design (Table 2) proposes a higher supply temperature (97 °C) than the effective one (90 °C) and a lower return temperature (60 °C) than the effective one (70 °C). The optimal inner diameters are quite similar than the effective ones, around 100 mm exiting the production node and 50 mm at the end of the network. The optimal inner diameter for the return pipe is slightly bigger than for the supply pipe, which enables to reduce the pressure drops without increasing the heat losses (also possible because the return temperature is nearly 40 °C lower). The order of magnitudes are respected, even in the thermal generating capacity to install, the optimal one (574 kW) matches with the installed one (600 kW).

**Case 2 Isolated and renewable introduction**

The consumer C7 is quite isolated from the rest of the district. We propose to test if an isolated heat production (P2, located at the same place as C7) would be economically profitable or not.

Moreover, a renewable energy (technology k2) in this P2 location is now allowed. This k2 technology has not price inflation. As it is not technically feasible to supply 100 % of the heat demand with only renewable energy (peak load heat consumption profile versus weather dependant renewable production), a peak-load technology (k3) based on gas is chosen to supply at least 10 %. This technology k3 has a higher investment cost (1200 €/kW) than k1 (800 €/kW), but the same fuels unit cost (8 ct€/kWh) and the same price inflation (4 %).

The problem formulation, with 2 potential producers, 3 technologies available and 7 consumers, admit nearly 3 500 variables.

To enhance this study case, let us consider a secondary potential producer node (P2), with a “small” renewable potential (the thermal capacity of P2k2 is limited to 90 % of the nominal heat power required by C7). In this case, the obtained optimal configuration (Figure 6) is one network with the previous fossil fuel technology (P1k1) and an isolated heat supply for the isolated consumer C7. The total cost is reduced to 10.30 M€ (-7.5 %) when the unit operational cost for k2 is 4 ct€/kWh instead of 8 ct/kWh for k1 or k3.
If there is a “medium” potential to exploit renewable energy in P2 (the thermal capacity of P2k2 is limited to 90% of the nominal heat power required by all the consumers), a third configuration is optimal (Figure 7). The total cost is now reduced up to 9.90 M€ when the unit operational cost for k2 is 4 ct€/kWh instead of 8 ct/kWh for k1 or k3. This reduction is quite significant (-1.1%) and underlines the importance to make more attractive renewable source, even if they are located further (than other classical locations, as P1) and their related investment costs are higher (1200 €/kW for k2 compared to 800 €/kW for k1).

To answer the question of uncertainty about price estimation, a post optimal sensibility analysis is proposed (Figure 8). 2 parameters about k2 cost are tested: its operative unit cost (6 values are tested, between nearly free, as in case of wasted heat reuse 1 ct€/kWh up to 6 ct€/kWh) and its investment cost (4 values tested, between 100 €/kW nearly zero investment, up to 1500 €/kW, nearly twice expensive than k1). The third parameter studied is the unit cost of the trench (3 typical values tested: 300 €/ml in the countryside, 800 €/ml the French average unit cost in city and 1500 €/ml in high density city).
To avoid locally minimum, 3 different initializations and 5 bounds are tested, only the best results are kept and represented. Which leads to solve 15 resolutions (3 different initializations times 5 different bounds) for each 3 input parameters tested (k2 capex, k2 opex and trench unit cost). As there are 72 cases in the sensitive analysis (6 k2 opex times 4 k2 capex times 3 trench cost), 1 080 resolutions are solved in this post optimal sensitive analysis.

Less than 1h20 calculation times are needed to solve these 1 080 resolutions. The results (Figure 8) reveal that if k2 capex=100 €/kW (nearly free of investment) or 800 €/kW (same investment price than the fossil fuel technology k1) then the configuration “centralized renewable heat production” (Figure 7) is always optimal, whatever are the k2 opex or the trench cost are. On the contrary, if k2 investment is really high (1500 €/kW), the centralized fossil fuel production with a renewable isolated heat production (Figure 6) is always optimal whatever the other costs are.

When the investment cost is 1200 €/kW, the two configurations could be optimal. The isolated renewable supply (Figure 6) is optimal when the trench cost is higher or equal to 800 €/ml and the k2 opex higher or equal to 5 ct€/kWh. Otherwise the renewable centralized heat supply (Figure 7) is optimal.

The centralized fossil fuel heat supply (Figure 4) is never optimal in this analysis. It is optimal, if and only if the renewable energy is really expensive (k2 capex higher than 2100 €/kW and k2 opex equal to 6 ct€/kWh). Thus in this case, the renewable energy introduction is promoted.

Case 3: Potential for expansion

Based on this existing district, a potential expansion study case is then proposed. In this residential area, it is assumed that the district construction are quite similar. So to build this case 2, the consumers C1-C6 are translated, horizontally (+500 m) for C8-C13 and vertically (+200 m) for C14-C19 (Figure 9). The heat demand are based on C1-C6 input (i.e. HreqC8=HreqC14=HreqC1).

As in the previous case, there is two potential production sites: in P1 location, a fossil fuel technology is allowed (k1), whereas in P2 location a renewable energy technology (k2) could potentially supply up to 90 % of the total district heat demand, with a peak load technology (k3) in addition.

As a renewable potential is identified (study case assumption), the core question to answer is not anymore only a potential P2k2 isolated heat supply, but why not considering to extend the network to the neighbourhood, supplied by this renewable source.

Now in this bigger case (19 consumers), there are more than 22 000 variables.

In comparison to (Figure 4) with only P1 allowed and 19 consumers, the optimal configuration is shown (Figure 10). As a consequence of the expansion, now the subnetwork C1C7 is different. In other words, C4 is not anymore supplied by C6 as before, but by C16. This centralized fossil fuel heat supply leads to a total cost of 29.53 M€ (with k1 opex of 8 ct€/kW).

As soon as a secondary potential production node is allowed, with the possibility to introduce renewable energy into the energy mix, this supply solution is optimal. In case of an “intermediate” renewable energy potential (thermal capacity of P2k2 limited to 90 % of the heat required by the consumers C7 to C13), two separated networks are optimal (Figure 11). The total cost is reduced to 26.76 M€ (-9.4 %).
In case of the highest renewable potential (but still a limitation of 90% of the total heat demand due to technical reasons), the optimal configuration is shown (Figure 12). This centralized renewable energy heat production enables the highest total cost reduction up to 26.33 M€ (-10.8%). And the potential cost reduction is even higher when k2 opex is lower than 4 ct€/kWh. For instance the total cost is only 24.61 M€ (-16.7%) when k2 opex is equal to 1 ct€/kWh, that means nearly free of charge.

As before, a post optimal sensibility analysis is finally proposed (Figure 13). As before, 1080 resolutions have been done, among only the 72 best results are shown, which has required 3h20 calculation time. Such a post optimal sensibility analysis is worth, because previously, with fixed unit cost, the renewable centralized heat production configuration was optimal. But what if this cost estimation is under uncertainty; will this configuration still be optimal?

The classic fossil fuel centralized heat production (Figure 10) is optimal, only if the k2 investment is the highest (1500 €/kW) and if the k2 opex is not so interesting (higher or equal 4 ct€/kWh). Otherwise the renewable introduction is optimal.

A medium renewable energy introduction, for only one separated network (Figure 11), is optimal if -1- k2 investment is the highest (1500 €/kW), the k2 opex is financially interesting (less or equal than 3 ct€/kWh) and if -2- k2 investment is high (1200 €/kW) and the k2 opex at its higher level (6 ct€/kWh).

Finally, when the renewable source has the highest potential, with investment cost lower or equal to 800 €/kW, whatever the operational cost, the centralized renewable heat production is optimal.

Thanks to this analysis (Figure 13), the trench cost has no influence, nor to the optimal configuration choice, neither to the sizing (same thermal capacity installed, heat losses and pressure drop). Logically, the higher the unit cost is, the higher is the DHN total cost.
CONCLUSION

Thanks to this design helping tool, DHN configuration and sizing can be optimized simultaneously. A MINLP problem has to be solved within GAMS environment. The time calculation is less than 2 s to solve case 1 and 11 s for case 2, on an Intel i5 CPU 2.60 GHz and 4 Go RAM. So the post optimal sensitivity analysis (1 080 resolutions) required 1h20 calculation time in case 1 and 3h20 in case 2.

The first study case, based on an existing DHN, shows that when only one producer node were allowed, the DHN optimal configuration and design is closed to the existing network (thermal capacity installed and distribution temperature). An operative feedback is waited to confirm the order of magnitude founded, especially such a low pumping cost share.

But even on such a simple example of a district area, this optimization tool can help designing, as for instance in study case 2, when one other production location is available. In this secondary potential production location, a renewable energy source was proposed. The sensitive analysis reveals that this renewable source introduction was optimal, only if its investment cost were lower than fossil fuel investment (800 €/kW) and leads to a reduction up to 10 % of the DHN total cost.

The third study case highlights the strength of such an optimizing programming method on a bigger district area example. The previous location fossil fuel heat production is optimal only if the investment (>1500 €/kW) and the operational renewable cost (≥ 4 ct€/kWh) are expensive in comparison. Otherwise, like previous case, the introduction of renewable energy into the energy mix is economically profitable (more than 15 % total cost reduction).

In perspective, it would be interesting to solve a multi-period MINLP problem, so that thermal energy storage could be also studied, configuration (long term storage in heating plant and/or short term storage in substation) and sizing (volume, temperature and heat losses).
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NOMENCLATURE

Sets

- $C_i$: consumer node
- $HX$: heat exchanger

Greek Letter

- $eta$: fraction of biomass heat load
- $C_p$: specific thermal capacity [J/(kg.K)]
- $C$: cost [€]
- $D$: diameter [m]
- $DP$: pressure drop [W]
- $H$: thermal capacity [W]
- $L$: length between two nodes [m]
- $M$: mass flow rate [kg/s]
- $R$: surface thermal resistance [m².K/W]
- $T$: temperature [°C]
- $V$: velocity [m/s]
- $x$: node (P or C) abscissa [m]
- $y$: node (P or C) ordinate [m]
- $z$: node (P or C) ordinate [m]

Roman letter

- $C_{p_{inst}}$: installed specific thermal capacity
- $C_{p_{out}}$: outlet specific thermal capacity
- $P_{i,k}$: producer node (located in technology $k$)
- $req$: required specific value
- $spec$: total specific value
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ABSTRACT
Problems with bottlenecks in district heating networks occur when the pipes have too small dimensions to sufficiently meet customer needs. This may result in insufficient differential pressure in DH areas attached to these pipes. Bottlenecks are especially common in expanding DH networks, as previously sufficient pipe diameters may become too small when more DH consumers are connected to the DH network. Historically, bottlenecks have often been addressed by increasing the supply temperature or by exchanging the pipe to a larger dimension. Other techniques are however available to solve bottleneck problems. Such techniques are for example installation of local heat supply on the other side of the bottleneck (LHS), demand side management (DSM), or installation of thermal energy storage (TES). The aim of this study was to identify different techniques for addressing bottlenecks and to see what solutions were used by the DH companies in Sweden. A literature study of the different techniques available was performed and a survey study with the DH distribution companies in Sweden that are members of the Swedish DH association was carried out. The survey was sent out to in total 131 companies, of which 89 answered. The results showed that the most used techniques in Sweden are a higher supply temperature and installation of a new pipe to increase the pipe area, whereas for example DSM and TES were more rarely used techniques. This work is an introduction to the different techniques used to address bottleneck problems and shows the bottleneck situation in Swedish DH networks. More research and tests are however necessary in order to more thoroughly evaluate which techniques that should be used in different situations.

INTRODUCTION
In district heating (DH) networks, pipes are dimensioned for a certain flow. If the flow increases, this leads to higher velocities in the piping system which in turn lead to bigger pressure loss. If the flow becomes too big, there may be problems to sufficiently deliver heat to the DH consumers in the affected areas, due to too high pressure loss. This could for example happen when the heat demand increases or if the supply temperature is lowered without correspondingly lowered return temperature. DH networks undergoing expansion, densification or conversion to lower supply temperatures are thus at particular risk to experience this problem. Such heat supply problems due to too small pipe diameters compared to the flow are in this paper called bottleneck problems.

To overcome this problem either the initial temperature or the initial differential pressure (dp) could be raised, often resulting in higher costs and, in the increased temperature case, also bigger heat losses [1]. To avoid this, the measure often taken is to install an extra pipe or a new pipe of a bigger dimension, in order to increase the flow area and thus decrease the velocity in the pipe. There has however been a lot of development and progress in the DH research in recent years, which makes way for other solutions to bottleneck problems.

Two of the bottleneck elimination methods that will be discussed are the most conventional methods, i.e. increasing of the pipe area of the pipe that is used to distribute heat to the area in question and raising the supply temperature. An increased pipe area may be achieved by either a bigger pipe diameter or an extra pipe. The dp in the affected area could also be raised with extra pumps or increased initial dp. Another method is to install local heat supply (LHS) in the affected area. Installation of thermal energy storages (TES) could achieve the same objective. A reduction of the flow demand among consumers is another possible method to reduce the bottleneck impact. This could for example be accessed using different types of demand side management (DSM) or increased cooling in consumer substations.

Most research that concerns the different possible bottleneck measures in DH networks address the measures independently and does not include the bottleneck perspective. The purpose of this paper is therefore to do a review of the currently available techniques that address bottlenecks in DH networks, investigate the state-of-the-art of these techniques and also study how bottleneck problems occur and how DH companies presently address these issues. This is performed as it is important to know a problem before being able to solve it. The purpose will be achieved by literature studies and a survey to Swedish DH companies. Due to the lack of research of bottlenecks in the scientific DH community, the focus of the literature study will be on the research made of the
different techniques in other areas, to achieve a state-of-the-art knowledge of the techniques and measures.

**METHODS**

Different measures to handle bottlenecks in DH networks were identified through research and dialogue with the local district heating companies. Thereafter, a review of the recent research most relevant for the bottleneck problem was performed, to give a relevant picture of the different techniques available that could be used to solve bottleneck problems in DH networks. Information about the different methods was primarily collected among scientific papers. The different measures were divided into categories based on the way they solved the bottleneck problem. The three categories were: 'increased distribution capacity', 'local supply' and 'consumer flow management'.

A survey was sent out to all the district heating distribution companies that are members of the Swedish District Heating Association (SDHA) to investigate how large problems with bottlenecks Swedish district heating companies consider themselves having and which measures are used to eliminate bottlenecks in Sweden. The member companies of SDHA distributes around 50 TWh heat annually, which also is the amount of heat distributed by DH totally in Sweden [2]. This survey was sent out to 131 DH companies and 89 answers were collected. Some companies in the study manage more than one DH network. From these companies we sometimes received different answers for the different networks. If more than one response was received from representatives of only one district heating network, the answers were analysed as one answer. A quantitative survey was chosen because the purpose of the study was more sufficiently fulfilled by a quantitative rather than a qualitative method. The desired outcome was the general bottleneck state in Sweden, which a qualitative method would not be able to satisfy, as the sample would not be big enough.

**BOTTLENECK ELIMINATION METHODS**

**Supply temperature (increased distribution capacity)**

A lot of the recent DH research focus on the fourth generation of district heating and so-called low temperature district heating (LTDH). The idea of LTDH is to decrease heat losses in the DH network [1], simplify the introduction of low grade heat sources [3], [4], and enable use of, for example, cheaper polymer pipes. Lower supply temperatures without correspondingly lowered return temperatures or lower heat demands will however result in a higher flow and thus a higher pumping power [5]. Tol and Svendsen similarly show that great savings in pipe diameter are achieved if the supply temperature in a low-energy DH network is boosted during the peak load [6]. This means that by increasing the supply temperature, it is possible to avoid bottlenecks in DH networks. It also means that the trend towards lower supply temperatures in DH networks may induce more bottleneck problems, as the flow increases. This is especially a matter if lower supply temperatures are introduced without any other measures in already existing DH areas.

**Bigger pipe area (increased distribution capacity)**

The recent research of new pipes often address the idea of adapting the pipes to the 4th generation of district heating (4GDH), often defined as a smart thermal grid allowing low energy buildings to be supplied by low temperature heat from both centralised and decentralised heat sources in pipes with low heat losses [4]. Due to the focus on lower supply temperature and 4GDH, recent DH pipe research often focus on low heat losses and insulation of pipes, showing for example that a high insulation standard or vacuum insulation panels may decrease heat loss [7], [8]. Different sorts of pipes, for example twin pipes, double pipes and triple pipes are discussed as the pipe solutions in low temperature DH networks with highly efficient buildings [9]. Coupled to bottlenecks it is shown that larger pipe diameters may promote an avoidance of higher supply temperatures, as higher supply temperatures promotes lower pipe diameters [6]. A bigger pipe area is however also more expensive than a smaller one, even if the pressure losses are reduced with a bigger pipe area [10].

**Pumps (increased distribution capacity)**

Pumps are used for maintaining the pressure in DH networks and they may also be used to increase the pressure in bottleneck areas. With the assumptions and boundaries set in [11] it is suggested that decreasing the heat losses by a lower supply temperature and thus increasing the pumping power would improve the energetics of the DH network. The optimal boundaries and assumptions are however different in each different DH system and case. Pumping power could also constitute a non-negligible part of the primary energy supplied to the district heating network, in Turin for example 2-8%. With optimal pumping management, the pumping power needed may be decreased by around 20%, which means that there could be noticeable energy savings in optimal operation of the pumps [12]. The use of distributed variable frequency speed pumps instead of one central circulation pump may also give substantial savings in pumping energy. In a Chinese case such a solution would for example give almost 50% electrical energy savings compared to a conventional solution [13].
LHS (local heat supply)

Local heat supply (LHS) may also be a solution to bottleneck problems in DH networks. If a production unit is installed on the other side of the bottleneck, less heat will have to be transported through the bottleneck pipe and the flow and thus the pressure drop will decrease. Production units could for example consist of prosumers, heat pumps or peak heat boilers. Prosumers are defined as DH consumers that also supply heat to the DH network. Prosumers heat production typically come from excess heat from cooling machines or solar collectors [5], [14]. If excess heat from cooling machines is used, the supply temperature often needs to be increased by for example a heat pump [14]. Distributed small-scale production units can both increase and decrease the local dp depending on how they are dimensioned and located in the network. A risk of decreased dp typically appears when the prosumer has a lower supply temperature than the rest of the DH network [15]. The reason for a prosumer to have a lower supply temperature is that both solar collectors and heat pump based prosumers are more efficient with lower supply temperatures. Therefore a DH system that allows lower temperatures might be necessary to be able to install prosumers [16]. The distributed heat supply from prosumers also results in lower pumping power needed in the central main pumps of the DH system, as less heat needs to be transported a long distance [5]. In some areas and DH networks prosumer heat may annually cover more than 100 % of the heat demand of the house or area [14] but that heat is often mostly available during the warm season. This means that thermal energy storages (TES) may be needed to utilise all the heat [17]. An important thing to keep in mind for heat pump based prosumers is that the environmental outcome is not always better than for the conventional DH, as this depends on the specific environmental characteristics of the electricity source and the DH source [14].

Another way to cope with bottlenecks is to use conventional peak heat boilers and small-scale decentralised combined heat and power plants (CHP:s). The peak heating units could for example consist of electric boilers, gas boilers or biomass boilers. When peak heat boilers are located in the periphery of the network, the overall energy efficiency of the DH network is improved, due to less electricity consumption needed for heat distribution [18]. This suggests that peak heat boilers advantageously may be placed in remote areas to address bottlenecks, as less flow then is needed to be transported long distances in the DH system. Decentralised CHP:s is an interesting alternative to peak heat boilers, as they are more thermodynamically efficient than heat-only boilers [19] and they may lead to a mitigation of CO₂ emissions and primary energy use [20]. There is a lot of research about micro CHP:s, discussing both regulation [21] and technology. A lot of work has been performed regarding optimisation of micro CHP:s, for example about heat dumping and thermal energy storage [22] and optimal sizing of residential CHP-systems regarding costs and operating time [23]. It is for example shown that an operation optimisation leads to cost reduction and is neither heat-led nor electricity-led [24]. As a method to eliminate the effects of bottlenecks, the CHP operation however needs to be heat-led. Alternative types of micro CHP:s are also investigated, such as fuel cell CHP:s [25] and biomass fuelled CHP:s [26]. Micro CHP:s are most common in countries like Germany and the UK with favorable regulatory framework for such installations [27].

Heat pumps is another heat source that may work as LHS. Large heat pumps for district heating are increasingly popular and are described as an important part of the next generation's district heating, to for example balance renewable electricity [4], [28]. Studies in both Denmark and the Netherlands have shown that there are a lot of low-grade heat sources available for heat pumps delivering heat to the DH network [29], [30]. Lund and Persson describe that 99 % of the district heating networks in Denmark have access to this type of heat sources [29]. Although there are a lot of low-grade energy available there are still some problems associated with the use of heat pumps in DH networks. The efficiency of the heat pumps is lower when higher temperature outputs are required [31]. This problem may be somewhat counteracted by using heat pumps in series [32] or by a heat pump system that has several compression stages [33].

TES (local supply/consumer flow management)

Instead of LHS, thermal energy storage (TES) could be used as a technique to avoid bottleneck problems. Accumulators could then be loaded when the DH demand is low and unloaded when the demand is high. This would lead to a more even external heat demand curve in the affected area and thus lower maximum flows and a better system performance [34]. TES is also an important component in enabling more renewable DH sources [35] and taking care of excess electricity from for example wind or solar power [36]. Another thing TES are used for is as a way to economically and environmentally optimise district heating networks supplied by heat from CHP:s [37]. By using TES, the heat demand and the heat production may also be partly decoupled, which will lead to a possibility to produce more electricity when it is economically viable and also to a displacement of more carbon intensive peak heat boilers [38].
**DSM (consumer flow management)**

Another way to address bottlenecks in DH networks is to use demand side management (DSM), in this paper defined as external control of DH consumers' heat use. During times with a large heat demand, such as mornings or evenings [39], the space heating in buildings in an area with bottleneck problems may be controlled and set to a lower level. This will not be much noticed by the inhabitants, especially not in heavy concrete buildings, as heat is stored in the building envelope [40]. The effect on the DH network is that the heat demand curve is levelled out and the peak heat load is reduced [41]. This may reduce or eliminate the bottleneck problem, as the maximum flow is decreased.

There is a Swedish company called NODA Intelligent Systems AB that helps DH companies perform DSM in their DH networks. Results from tests and investigations show that this system helps the consumers decrease their energy use and thus their energy costs. The DH companies on the other hand are given the possibility to handle flow and capacity problems in different parts of the DH network better, which among other advantages enables more expansion of the DH network. Up to 50 % of a building’s DH demand can be reduced without impact on the indoor climate [42], [43].

Another way to achieve lower energy demand among consumers and thus decreased flow and pressure loss in pipes is improved energy efficiency. This may be achieved by for example building refurbishment measures, which is also needed among the buildings in Sweden in order to achieve the EU 2030 climate goals. Studies have shown a possible reduction of the DH demand by around 20-45 % [44], [45] and that a reduction of 12-17 % may be cost effective 2050 [45]. The level of cost effectiveness depends on the district heating system and how much the buildings are refurbished. Improved energy efficiency also makes way for lower temperatures in the DH network [46].

**Fault elimination in substations (consumer flow management)**

Bottlenecks might also be eliminated if all consumer substations worked perfectly. The substation and heat system performance at the consumers are very important parameters for the function of the DH network because the temperature difference in the substations affects the flow which affects the pressure drop in the pipes. A large part of the Swedish DH substations are not working optimally which means that there is a big potential in fixing faulty heating systems and substations. And as the most common problem is low average annual temperature difference, fixing faulty substations could have a positive effect on bottleneck problems [47]. With the fairly new ability to collect hourly data from DH consumers, district heating companies also have a better tool to identify consumers with high return temperatures [48].

The best performing substation investigated in [47] had an annual temperature difference of 55 °C, which means that this is possible to perform with available technique. There are also examples of DH companies demanding that the return temperature from new buildings should be at highest 30 °C at all times, which means that this also should be possible to achieve [14].

An optimised DH network with low return temperatures and well-functioning substations is furthermore very important for the introduction of LTDH [49].

**RESULTS**

The results from the survey to the DH companies are based on the 89 DH network representatives that responded. 67 of those stated that they have or have had problems with bottlenecks in the DH network. This corresponds to 75 % of the answers. Swedish DH networks do not have very large bottleneck problems currently even if there are problems in many of them (see Figure 1). In the same figure, 1 means no bottleneck problems at all and 5 means very large bottleneck problems.

Figure 2 shows the most common causes for bottleneck problems in Swedish DH networks. It can be seen that expansion constitutes over 50 % of the total causes. Expansion means expansion of the DH network beyond the bottleneck pipe. Densification of the DH network, which means that more consumers are added to existing DH areas, is the second most common cause for bottleneck problems. Interconnection is the third most common cause and means that two or more DH networks were interconnected. Common causes among the non-specified other causes for bottleneck problems were changes in the production, exceptional events such as reparation of pipes and an under-dimensional DH network from the beginning.

![Figure 1. Perceived current problems in DH networks.](image-url)
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Figure 2. Reasons for bottleneck problems as percentage of total reasons in the survey answers.

Figure 3. Methods for bottleneck elimination as percentage of total methods in the survey answers.

Figure 4. Percentages of type of LHS used to counteract bottlenecks.

Figure 3 shows which methods that are used for bottleneck elimination. It can be seen that the most usual method is to install a bigger pipe area, followed by a higher supply temperature. A new pump station, fault elimination and LHS are also used techniques, while DSM is a less used alternative and TES is not used at all. The category "other" comprises a change of business models to one supporting lower return temperatures and building a ring structure in the network.

Figure 4 shows which kind of LHS that is used in the DH networks in which LHS has been used as a bottleneck elimination method. It can be seen that the most common method by far is the peak load boiler, with 86%. Heat pumps have a share of 9% and prosumers have a share of 5%.

ANALYSIS

The result from the survey shows that there are different causes for bottlenecks. One conclusion that nevertheless may be drawn is that it is important to plan for potential expansions of and changes in the DH network early, to avoid future bottleneck problems. The most popular method for bottleneck elimination is a bigger pipe area. This measure is conventional and works because it reduces the pipe velocity. New pipes and their installation may however be expensive. With the recent development towards the 4th generation of district heating with lower supply temperatures, the effect of bigger pipe areas could also be eliminated by the increased flow demand if the return temperatures are not lowered the same amount as the supply temperatures.

The desired lower temperatures of 4GDH are also directly contradictory to the second most used technique to eliminate bottlenecks – a higher supply temperature. A periodically raised supply temperature may however be advantageous to avoid higher costs of pipes, as shown in the literature study. But this could also prevent the possible use of cheaper polymer pipes.

More pumping is a frequently used, conventional bottleneck elimination method that also works, even if it might be more inefficient together with potential future higher flow demands due to a lower supply temperature. The inefficiency depends on the exponential relationship between the pressure losses in a pipe and the flow velocity. One solution to this could be to use more decentralised pumps to decrease the pumping electricity demand. Furthermore, the overall DH network exergetic efficiency may increase when heat losses are minimized and a higher flow is allowed, according to the literature study. Pumps are however expensive and need maintenance and service.

Elimination of faults and inefficiency among substations is something the whole DH network benefits from, even if this is not one of the most frequently used techniques. A better functioning DH network with lower return temperatures is also something that makes LTDH possible and more efficient. This measure is easier to perform with more and better data about the DH network available, which is something that is
becoming more available. This together with the possibility to simulate DH networks makes it easier to identify the most important consumers for the functioning of the DH network and address those first. This measure is thus probably something that will be more common in the future.

The use of LHS at the moment mostly consists of peak heat boilers, even if prosumers and heat pumps also are present. In the future, it should be possible to use more small scale CHP:s and heat pumps. This would be advantageous for the system due to their higher efficiency. Both these techniques are however often more expensive than peak heat boilers and also have some regulatory problems related to the coupling to the electricity market. For prosumers there are also probably some obstacles to overcome before they will be more common, for example their lower efficiency with higher supply temperatures and control issues.

DSM is a method that is not very common at the moment but with modern control, regulation techniques and products such as NODA, this method is a promising, cost effective method to solve bottleneck problems that probably will become more common in the future. It is indicated when looking at the bottleneck elimination categories that bottleneck problems traditionally are seen as distribution problems, since ‘increased distribution capacity’, includes the three most used techniques. The techniques in the other categories, ‘local supply’ and ‘consumer flow management’, are however also used and are probably going to be more used in the future. This suggests that the view of bottleneck problems is changing to include the whole district heating system, including production, distribution and consumption.

DISCUSSION

The results in this study may be used by district heating planners and district heating companies, as it shows in which situations it is extra important to pay attention to potential upcoming bottleneck problems. It also shows the variety of methods available to solve bottleneck problems. A lot of the measures could also be used to solve other problems or accomplish other goals in DH networks. A lower return temperature may for example also create an overall better functioning DH network and DSM could decrease the need of peak heat production. Some methods are probably also more suitable in different situations. A bigger pipe could for example be better if the DH network is believed to or planned to expand even more beyond the bottleneck, as the bigger pipe area then allows for this, whereas a lower return temperature from the substations probably often is a good measure to take in most situations as the heat supplied from the production units then is more efficiently used.

The results may have been affected by the fact that not all asked DH companies answered the survey. For example, maybe only the companies with experience of and thus interest in bottleneck problems answered. This particular possibility would however not affect the picture of the measures actually used. And as 67 % of the asked DH companies answered the survey, the results hopefully reflects the reality relatively well. Future studies may include more thorough studies of the individual measures, including real case studies showing the actual outcome of the measure in DH networks. Simulation studies could be a complement to show the theoretical results and economical evaluations could help evaluate the different measures in different situations.

CONCLUSION

Different ways to eliminate bottleneck problems in DH networks were studied. Bottleneck problems are defined as problems with too low dp due to pipes with too small diameters. A literature review of different measures was performed, as well as a survey about bottleneck problems among Swedish district heating companies. The researched measures were higher supply temperature, bigger pipe area, more pumping power, local heat supply, thermal energy storages, demand side management and fault elimination. Of the 131 asked companies, 89 responded and of those, 75 % perceived that they had or have had bottleneck problems. The most common causes for the problems were expansion or densification of the DH network. The most used methods to eliminate them were a bigger pipe area, a higher supply temperature and more pumping power. Local heat supply and fault elimination were also somewhat common techniques. Of the local heat supply, 86 % consisted of peak heat boilers. The main conclusion drawn from this is that it is important to plan for future settlements when developing the DH network to avoid bottleneck problems and that there are possible better and cheaper solutions to bottleneck problems beside the conventional ones that may become more used in the future, with more data and better technique available.
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The building sector accounts for 40% of the total energy consumption and 36% of carbon dioxide (CO2) emissions in the European Union [1]. The European Commission has passed two Directives - the 2010 Energy Performance of Buildings Directive and the 2012 Energy Efficiency Directive - aiming at reducing buildings' energy consumption. In Sweden, the residential and service sector accounted for 38% of the total final energy use, 144 TWh, in 2011. About 60% of this was used for space heating and to provide hot tap water [2]. The national goal is to reduce the total energy use per unit of area in residential and commercial buildings by 20% to 2020 and by 50% to 2050 compared to the 1995 level [3]. The development of buildings with very low energy use (i.e., at least 50% lower than the present requirements; see [4]) is supported by the Swedish Energy Agency, which aims at promoting energy efficient new construction and renovation [3]. Consequently, the buildings in some of the new residential areas are built based on low energy buildings (LEB) standards. These buildings require little space heating even during the cold seasons. There are generally three options to supply heat to new LEB areas within or near urban areas: an "individual", an "on-site" and a "large heat network" option, assuming that there is a district heating (DH) system in the urban area. The "individual" option means that each building is provided with a separate heat production technology to meet its heat demand. The "on-site" option implies heat supply by a small local district heating (DH) system within the LEB area, including a centralized heat production unit and a distribution network for heat distribution to each building. Similar to the "on-site" option, the "large heat network" option also includes a distribution network within the LEB area while the heat is produced in the DH system of the urban area and transmitted to the LEB area by a transmission pipeline.

In Sweden, DH has developed substantially since the 1960’s and today accounts for over 60% of the heat market in the residential and service sectors [5]. Due to ongoing urbanisation, LEB areas are often built within or in the vicinity of a city or town, and thus there is the possibility of DH heat supply to the LEB areas. However, this option seems often not to be preferred implying that opportunities associated with large DH systems might be missed: the greater efficiency of energy conversion in large-scale heat production plants, co-generation of heat and electricity, and the use of excess heat from industrial processes, waste incineration or thermal power plants. Four parameters that could discourage investments in the large heat network include: low heat demand of LEB areas leading to large heat losses [5], high investment cost of construction of DH transmission and distribution.
pipelines [6, 7], business strategy disagreements between building and energy companies [8] and fossil fuel use in the DH production. The impacts of different heat supply options to LEBs have been assessed by studying a single building [9, 10]. Since such assessments do not include the full systems effects of simultaneously implementing heat supply options at a greater scale, sub-optimization could occur if the conclusions from such studies are implemented in areas with many LEBs. Studies at the national level (e.g., [11-13]) represented the existing building stock in Sweden and applied various energy efficiency measures to the buildings to assess energy system impacts of different heat supply options with a long-term perspective. They also investigated trade-offs between heat supply options and energy efficiency measures by minimizing the total system cost. In these studies the local conditions, of great importance for optimal heat supply, were partially ignored since the buildings were represented in an aggregate way.

The environmental and economic impacts of heat supply options in LEB areas have also been assessed at the local level. The connection of 20,000 new energy efficient apartments to an existing DH system led only to a small increase of DH demand while it contributed to levelling of the annual DH demand profile [14]. The study excluded changes in the DH system (e.g. forward temperature reduction in the DH network) that could occur due to low heat demand of the apartments. An even more recent study compared energy system impacts of on-site and individual heat supply options in a new building area in which half of the buildings are built as LEB. The area, located in mid-Sweden, would be occupied by 10,000 inhabitants by 2025 [8]. The study excluded an assessment of a heat connection between the new building area and its close-by town. Decisions on economically optimal heat supply to LEB areas require comprehensive knowledge. Due to the different heat supply options and the dynamics of the systems and fuel costs, a long-term system approach taking into account the dynamics and the interactions between the heat, electricity and buildings energy systems is needed to acquire the necessary knowledge.

The aim of this study is to find the threshold of the techno-economic optimal heat supply to the presented LEB area in a systematic way. The approach is based on widened system boundaries including not only the LEB area but also the assumed nearby city DH system in the assessment. This allows for a comparison of the three heat supply options. A dynamic approach is applied, implying that the heat and electricity systems are allowed to develop with time during the studied time period.

**METHOD**

The study is carried out based on a hypothetical case study, scenario analysis, and dynamic energy system modelling. The case study is inspired by a real LEB area and its nearby town DH system. Two scenarios are designed corresponding to long-term carbon emissions charges. A dynamic energy system model, including the heat sector and part of the electricity and building sector, is built and used for calculations. Assuming heat demand inelasticity, the objective function of the model is the cost minimization of one of the following four modes over the entire model time horizon, 2014 – 2052, when revenues for selling electricity at exogenously assumed prices are also taken into account:

- Individual heat supply in the LEB area (i.e. individual)
- DH supply to the LEB area (i.e. on-site)
- DH supply to the town
- DH supply to the town and LEB area

For each of these modes and each scenario, the model generates future energy system developments and calculates the associated system costs discounted to the year 2014 with an annual discount rate of 5%. While the system cost of the individual and on-site options is directly calculated by the model, the system cost of the large heat network option is obtained by inserting the model results in equation (1):

\[
\text{System cost (Large heat network)} = \text{system cost (DH supplied to town and LEB area)} - \text{system cost (DH supplied to town)}
\]

In order to be able to draw a general conclusion of the results of the study, a systematic sensitivity analysis is used to illustrate the scale effects on the assumptions of the case study. The systematic sensitivity analysis also allows for the investigation of the threshold for cost-effectiveness of the large heat network option compared to the other two options. In the sensitivity analysis three key parameters: the plot ratio (i.e. the ratio between the heated area and the associated land area [15]) of the LEB area, the distance between the LEB area and its nearby city/town, and the scale and characteristics of the nearby city DH system, are one at a time varied to represent a wide range of LEB areas.

**Case study**

Since the heat demand profile, the linear heat density and the plot ratio of residential areas differs and also the characteristics of DH systems varies depending on local conditions in terms of fuel use and heat production technology, the assessment is carried out in the form of a hypothetical case study. The choice of a hypothetical case allows us, while using real information, to investigate different heat supply options without limiting our assessment to the characteristics of an existing heat supply in the area.
The hypothetical case study is inspired by a real LEB area, hereafter Area, which is located in the suburb of a small town, hereafter Town, in the Halland County in west Sweden. Area consists of 26 single family houses, four small apartment buildings, six terraced houses, a nursing home for elderly people with 64 apartments and commercial buildings [17], corresponding to the ratio between the heat demand and the associated land area [15] of 27.2 MJ/m² and the plot ratio of 0.15 [18]. In our study Area is selected as a starting point since all the buildings were designed and built based on LEB requirements (< 45 kWh/m²/year [17]). The total annual heat demand in Area, including space heating and hot tap water demand, accounts for approx. 756 MWh (2720 GJ) [18, 19]. The annual heat demand is unevenly distributed over the year. For the 26 single family houses, while the peak load lasts one month, the base load lasts six months. In addition, the corresponding demand in the peak load is 35% higher than the subsequent month.

An existing local DH system in Town annually supplies 105 GWh of heat. The heat demand is annually increasing by approximately 4 GWh due to the Town DH network expansion. The DH system is today based on a biomass combined heat and power (CHP) plant, biomass heat only boilers (HOB), oil HOBs and a heat pump [20]. Given an assumption of a linear development, a heat demand of 165 GWh is expected by 2050. In our study, as a starting point, the distance between Area and the Town DH network is assumed to be zero.

The systematic sensitivity analysis includes various combinations of the following parameters:

- The plot ratio of Area is increased by about 5 times (PT-5A) and 9 times (PT-9A). The plot ratios have been chosen based on the common range of plot ratios (i.e. 0.05- 2) [21] in Sweden.
- The small Town DH system is replaced by one medium and one large DH system which each owns specific characteristics in terms of DH technologies and fuel use.
- The distance between Area and Town DH system is varied from zero to 1 km, 2 km and 3 km.

The LEB area, PT-5A (plot-ratio of 0.73), is inspired by a real LEB area located within the Falkenberg town in the Halland County in Sweden. The area consists of four multi-family buildings with the total heated area and specific heat demand of 10268 m² and 36.7 kWh/m²/year, respectively [15]. In order to make the PT-5A area comparable to Area in terms of the total annual heat demand (i.e. about twice as the one in Area), the number of buildings in PT-5A is increased by three times while the plot ratio is kept constant. Thus, in this study the total annual heat demand in PT-5A is equal to 4041 GJ.

The low energy building area, PT-9A (plot-ratio of 1.3), is inspired by a real LEB area located within the Munich City in Germany. The area consists of 13 multi-family buildings with the total heated area of and specific heat demand of 28550 m² and 62 kWh/m²/year, respectively. The measured annual heat demand in PT-9A is equal to 6267 GJ [15] (i.e. about three time as the one in Area).

The medium DH system is based on a biomass HOB, an oil HOB, an electric boiler, a coal CHP, Oil CHPs, municipal solid waste (MSW) CHPs and a biomass CHP with a total heat demand of 1312 GWh [22]. The large DH system is based on biomass HOBs, oil HOBs, natural gas (NG) HOBs, industrial excess heat, heat pumps, electric boiler, NG CHPs, a biomass CHP and MSW CHP with a total heat demand of 3177 GWh [23].

**Policy scenarios**

Two policy scenarios represent possible future development of energy markets and climate policies; 450PPM and BAU, corresponding to the 450 ppm and New Policies scenarios of International Energy Agency (IEA) World Energy Outlook (WEO) [24]. The 450PPM scenario represents ambitious climate policies in line with the Paris Agreement aiming at limiting global warming to below 2°C [25]. However, the less ambitious scenario, BAU, represents broad policy commitments and plans that had been announced by countries before the Paris agreement, including national pledges to reduce greenhouse gas emissions and plans to phase out fossil fuel subsidies. In each of the policy scenarios, fossil fuel prices and CO2 charges are consistent and correspond to the 450 ppm and New Policies scenario, respectively, of IEA WEO (Table 1).

In addition to the CO2 charge, both scenarios include a subsidy supporting renewable electricity generation until 2030. The subsidy level is constant, at 20 €/MWhelectricity until 2020, in line with historical values of tradable green certificates in Sweden. Subsequently, it is assumed that the high CO2 charge provide sufficient support for renewable electricity. Thus the subsidy level linearly declines and reaches to zero in 2030 (Table 1).

In the 450PPM scenario, wood chips prices correspond to the regional/local marginal prices of forest residues until 2030. After that, it is assumed that with increasing CO2 charges competition for biomass between different energy sectors creates an international biomass market leading to higher biomass prices. However, in the BAU scenario with lower climate ambitions, wood chips prices are assumed to equal production costs and are thus remain constant (Table 1).
Electricity prices are calculated based on the assumptions that the variable cost of the marginal technology (i.e. sum of fuel cost, CO₂ charge and variable operation and maintenance cost) determines the electricity price. They are scenario dependent since the price setting technology depends on the CO₂ charge. The calculations are based on a selection of various coal and natural gas thermal power plants. The variable cost of marginal technology is assumed to set the electricity price for each time period and time slice. The carbon capture and storage (CCS) technology is assumed to be available after 2040. The cost of CCS increases the electricity price by 1.5 and 1.4 times in coal and natural gas technologies, respectively [26]. Table 1 presents the results of the electricity price calculations.

**Model**

For the purpose of this study a local TIMES (The Integrated MARKAL [27] - EFOM [28] System) model, TIMES_UH (Urban Heating), was developed and applied. A TIMES model [6, 29, 30] is a partial equilibrium optimization model which can be used to optimize energy systems over a short to long-term horizon. The TIMES modelling framework was developed by IEA Implementing Agreement Energy Technology System Analysis Program (ETSAP). The TIMES model is driven by demand and based on a perfect-foresight, linear programming bottom-up approach, where the objective function minimizes the total system cost. The studied energy system is represented, in the model, by different technologies that are connected by flows of commodities. Each technology is described by its input and output commodities, efficiency, availability, costs and environmental impacts, whereas each commodity is described by which technologies it can be produced or consumed, and its availability, extraction or import cost and demand.

The TIMES_UH model covers the time between 2014 and 2052 divided into 10 time periods with shorter lengths in the beginning (two one year; 2014 and 2015 and one two years; 2016-2017) and longer lengths from 2018 (5 years). Each year has been divided into eight time slices, representing day and night in four different seasons. The seasons are: summer (6 months), spring/ fall (3 months), winter (2 months) and cold winter (1 month). Days last 8 hours, 8 hours, 12 hours and 16 hours during winter, cold winter, intermediate and summer, respectively. The model includes two regions; Area and Town. In Area, the duration curve of the DH demand and the individual heat demand for each building type are defined for the each time slice.

| Table 1. Summary of input data for the 450PPM and BAU scenarios. |
|-----------------------------------|----------------|----------------|
| **Policy tools**                  | **450PPM**     | **BAU**        |
| **CO₂ charge**                    | €/tonne        | €/tonne        |
|                                  | 16.9/25.2/6   | 16.9/14.4/2   |
|                                  | 8.4/110/15   | 3.8/33.5/43   |
| **Renewable electricity subsidy** | €/MWh          | €/MWh          |
|                                  | 20/20/0/0/0  | 20/20/0/0/0   |
| **Energy prices/costs**           |                |                |
| **Natural gas**                   | €/MWh          | €/MWh          |
|                                  | 28.7/28.3/25 | 28.7/29.2/30  |
|                                  | .1/22/18.5   | .2/32/33      |
| **Fuel oil, light**               | €/MWh          | €/MWh          |
|                                  | 64.2/64.7/61 | 64.2/66.2/70  |
|                                  | .8/58/54.9   | .75/80        |
| **Fuel oil, heavy**               | €/MWh          | €/MWh          |
|                                  | 41.6/42/39.8 | 41.6/43/1/46  |
|                                  | /37.2/34.6   | /150//53.5    |
| **Coal**                          | €/MWh          | €/MWh          |
|                                  | 8.8/8.9/7.6/6 | 8.8/9.4/9.7/9 |
|                                  | /4            | .7/9.7        |
| **Bio-oil**                       | €/MWh          | €/MWh          |
|                                  | 42/44.5/53.9 | 42/42.6/47.7  |
|                                  | /62.5/71.5   | /53.9/59.5    |
| **Wood chips**                    | €/MWh          | €/MWh          |
|                                  | 20/20/20/0.5 | 20            |
| **Bio pellets**                   | €/MWh          | €/MWh          |
|                                  | 35/44/50/59  | 35/41/45/50   |
|                                  | /78           | .53           |
| **Excess heat**                   | €/MWh          | €/MWh          |
|                                  | 0.56          | 0.56          |
| **MSW**                           | €/MWh          | €/MWh          |
|                                  | -14.5         | -14.5         |
| **Electricity**                   |                |                |
| **Winter cold (1 month)**         | €/MWh          | €/MWh          |
|                                  | 55.2/62.9/98  | 55.2/54.6/63  |
|                                  | /122.2/74.4  | .8/72.5/80.9  |
| **Winter (2 months)**             | €/MWh          | €/MWh          |
|                                  | 54.3/61.4/93 | 54.3/53.7/62  |
|                                  | /2/122.2/74. | .1/70/77.6    |
| **Spring and fall (3 months)**    | €/MWh          | €/MWh          |
|                                  | 51.3/57.9/73 | 51.3/50.8/57  |
|                                  | .1/80/74.4   | .6/60.8/67.5  |
| **Summer (6 months)**             | €/MWh          | €/MWh          |
|                                  | 51.3/64.2/73 | 51.3/50.8/63  |
|                                  | .1/80/74.4   | .2/61.4/67.8  |
The existing DH production in Town is represented in detail, including technologies, fuels input, capacities, efficiencies, lifetimes, availabilities, heat to electricity ratios (only for combined heat and power (CHP) plants), and operation and maintenance costs. The DH distribution network in Town is in the model represented with its seasonal efficiency.

Table 2. Main model input assumptions regarding DH technologies in the LEB areas, Town and the medium and large DH systems, based on [31-32].

<table>
<thead>
<tr>
<th>Technology (Heat capacity)</th>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Combined heat and power plants (Electricity capacity)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biomass CHP (0.6 MW-100 MW)</td>
<td>Efficiency Electricity (Total)</td>
<td>-</td>
<td>0.25 - 0.46 (1.03 - 1.05)</td>
</tr>
<tr>
<td></td>
<td>Specific investment cost [k€/kW_{electricity}]</td>
<td></td>
<td>1.37 - 7.0</td>
</tr>
<tr>
<td></td>
<td>Total O&amp;M cost [% of inv. cost/year]</td>
<td></td>
<td>0.7 - 3</td>
</tr>
<tr>
<td></td>
<td>Total O&amp;M cost [€/MWh_{electricity}]</td>
<td></td>
<td>3.2 (only belongs to 70 MW - 100MW)</td>
</tr>
<tr>
<td>MSW CHP (20.5 MW-28.5 MW)</td>
<td>Efficiency Electricity (Total)</td>
<td>-</td>
<td>0.26 (0.97)</td>
</tr>
<tr>
<td></td>
<td>Total O&amp;M cost [k€/kW_{electricity}]</td>
<td></td>
<td>0.08</td>
</tr>
<tr>
<td>NGCC CHP (10 MW - 400 MW)</td>
<td>Efficiency Electricity (Total)</td>
<td>-</td>
<td>0.48 - 0.58 (0.9 - 1.0)</td>
</tr>
<tr>
<td></td>
<td>Specific investment cost [k€/kW_{electricity}]</td>
<td></td>
<td>0.82 - 1.5</td>
</tr>
<tr>
<td></td>
<td>Total O&amp;M cost [€/MWh_{electricity}]</td>
<td></td>
<td>2.5</td>
</tr>
<tr>
<td>NGGTCHP (5 MW - 125 MW)</td>
<td>Efficiency Electricity (Total)</td>
<td>-</td>
<td>0.42-0.5 (0.82 - 0.92)</td>
</tr>
<tr>
<td></td>
<td>Specific investment cost [k€/kW_{electricity}]</td>
<td></td>
<td>0.46-1.2</td>
</tr>
<tr>
<td></td>
<td>Total O&amp;M cost [€/MWh_{electricity}]</td>
<td></td>
<td>3.4-7</td>
</tr>
</tbody>
</table>

From 2015 investment options for DH supply technologies in Area and Town (Table 2 and Table 3), DH transmission pipeline between Area and Town (Table 4) and DH distribution network (Table 5) and individual heat production technologies (Table 6) in Area are included in the model. All investment options for DH technologies and individual heat production technologies in Area and Town can only made at discrete capacity levels. Thus, these investment options change the linear model into an integer programming model (IP).

Table 3. Main model input assumptions regarding DH technologies in the LEB areas, Town and the medium and large DH systems, based on [26, 31, 32].

<table>
<thead>
<tr>
<th>Technology (Heat capacity)</th>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Heat plants (Heat capacity)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biomass HOB (0.5 MW-50 MW)</td>
<td>Total efficiency</td>
<td>-</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>Specific investment cost [k€/kW_{heating}]</td>
<td></td>
<td>0.17-1.3</td>
</tr>
<tr>
<td></td>
<td>Total O&amp;M cost [% of inv. cost/year]</td>
<td></td>
<td>6.7 (only belongs to 50MW)</td>
</tr>
<tr>
<td></td>
<td>Total O&amp;M cost [€/MWh_{heating}]</td>
<td></td>
<td>5.4</td>
</tr>
<tr>
<td>Oil, Natural gas and Bio-oil HOB (0.5 MW-20 MW)</td>
<td>Total efficiency</td>
<td>-</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>Specific investment cost [k€/kW_{heating}]</td>
<td></td>
<td>0.061-0.13</td>
</tr>
<tr>
<td></td>
<td>Total O&amp;M cost [% of inv. cost/year]</td>
<td></td>
<td>0.05-2.0</td>
</tr>
<tr>
<td></td>
<td>Total O&amp;M cost [€/MWh_{heating}]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Heat pump (0.5 MW-10 MW)</strong></td>
<td>Coefficient of performance (COP)</td>
<td>-</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>Specific investment cost [k€/kW_{heating}]</td>
<td></td>
<td>0.49-1.1</td>
</tr>
<tr>
<td></td>
<td>Total O&amp;M cost [% of inv. cost/year]</td>
<td></td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>Total O&amp;M cost [€/MWh_{heating}]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solar collector (0.5 MWh/m²/yr)</td>
<td>Specific investment cost [k€/m²]</td>
<td></td>
<td>0.23/0.17</td>
</tr>
<tr>
<td></td>
<td>Variable O&amp;M cost [€/MWh_{heating}]</td>
<td></td>
<td>0.57</td>
</tr>
</tbody>
</table>
Table 4. Assumptions for the LTDH transmission pipelines (55/25 °C) to Area, PT-5A and PT-9A.

<table>
<thead>
<tr>
<th>Transmission efficiency $^{[33],[35]}$</th>
<th>Specific investment cost $^{[34]}$</th>
<th>Fixed O&amp;M cost</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Summer/ Spring/ fall / Winter/ Cold winter</td>
<td>[€/kW/km]</td>
<td>[% of inv. cost/year]</td>
<td></td>
</tr>
<tr>
<td>Area</td>
<td>0.65-0.68/0.87-0.92/0.93-0.97/0.97-0.99</td>
<td>1073</td>
<td>0.7</td>
</tr>
<tr>
<td>PT-5A</td>
<td>600</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>PT-9A</td>
<td>180</td>
<td>0.6</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Characteristics and costs of LTDH network (55/25 °C) in Area, PT-5A and PT-9A.

<table>
<thead>
<tr>
<th>Distribution efficiency $^{[15],[33]}$</th>
<th>Spec. inv. Cost $^{[34]}$</th>
<th>Fixed O&amp;M cost</th>
<th>Variable O&amp;M cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summer/ Spring/ fall / Winter/ Cold winter</td>
<td>[€/kW]</td>
<td>[% of inv. cost/yr]</td>
<td>[€/MWh\text{heat}]</td>
</tr>
<tr>
<td>Area</td>
<td>0.63/0.85/0.9/0.915</td>
<td>2830</td>
<td>1.2</td>
</tr>
<tr>
<td>PT-5A</td>
<td>0.68/0.92/0.97/0.99</td>
<td>870</td>
<td>2.6</td>
</tr>
<tr>
<td>PT-9A</td>
<td>0.68/0.92/0.97/0.99</td>
<td>431</td>
<td>3</td>
</tr>
</tbody>
</table>

* The investment cost includes both the cost of DH network and substations. A lifetime of 50 years is assumed for the investments in the DH networks. The linear heat density is equal to 1.29 GJ/m/yr, 3.9 GJ/m/yr and 5 GJ/m/yr in Area, PT-5A and PT-9A, respectively.

RESULTS

The model results of the main case together with the systematic sensitivity analysis for each combination of LEB and DH system together with the LEB area – DH system distance specifies the thresholds for the most cost-effective heat supply option during the entire studied time period.

Figure 1 illustrates that the large heat network with zero transmission distance has the lowest system cost in both scenarios independent of the plot ratio of the LEB area or the DH system scale.

For the main case, i.e. zero distance between Area and Town, the on-site option has a much higher system cost. While the cost of the DH distribution network is equal in the on-site and the large heat network with zero distance, the cost of DH supply in the large heat network option is smaller than the on-site option. The reason is that in the large heat network option the existing and newly-invested DH supply technologies in Town just slightly increase their production to supply heat to Area, whereas in the on-site option new investments are needed to produce any DH (Figure 1).

In the individual option the model only invests in pellet boilers for all types of buildings, except for the small apartment buildings, in both scenarios. For the apartment buildings in the 450PPM, the model invests in pellet boilers in 2015 and in electric boilers in 2050 whereas in the BAU scenario it only invests in electric boilers. The specific heat supply cost for the individual option in the 450PPM (BAU) scenario is equal to 15.2 (14.3) €/GJ.

Table 6. Main model input assumptions regarding individual heat supply options in Area, PT-5A and PT-9A from single family houses to large multi-family buildings, based on $^{[36]}$.

<table>
<thead>
<tr>
<th>Technology (Heat capacity)</th>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bio pellet boiler (6 kW - 1000 kW)</td>
<td>Efficiency</td>
<td>-</td>
<td>0.8-0.85</td>
</tr>
<tr>
<td>Specific investment cost</td>
<td>[k€/kW_{\text{heat}}]</td>
<td>0.2 - 0.63</td>
<td></td>
</tr>
<tr>
<td>Fixed O&amp;M cost</td>
<td>[% of inv. cost/year]</td>
<td>0.2 - 3</td>
<td></td>
</tr>
<tr>
<td>Variable O&amp;M cost</td>
<td>[€/MWh_{\text{heat}}]</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>Heat Pump - brine to water (5 kW – 300 kW)</td>
<td>Coefficient of performance (COP)</td>
<td>-</td>
<td>3.3</td>
</tr>
<tr>
<td>Specific investment cost</td>
<td>[k€/kW_{\text{heat}}]</td>
<td>1.77-4</td>
<td></td>
</tr>
<tr>
<td>Fixed O&amp;M cost</td>
<td>[% of inv. cost/year]</td>
<td>2 - 22.6</td>
<td></td>
</tr>
<tr>
<td>Electric boiler (5 kW- 400 kW)</td>
<td>Efficiency</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>Specific investment cost</td>
<td>[k€/kW_{\text{heat}}]</td>
<td>0.7-0.8</td>
<td></td>
</tr>
<tr>
<td>Fixed O&amp;M cost</td>
<td>[% of inv. cost/year]</td>
<td>1.6 - 15</td>
<td></td>
</tr>
</tbody>
</table>
The sensitivity analysis shows that, compared to our starting point where the Area is within Town in the 450 PPM (BAU) scenario, the system cost of the large heat network option decreases by 6 (9) % and 21 (23) % when Area is located within medium DH and large DH systems, respectively (Figure 1). One reason for the lower cost is the availability of low cost heat sources in these DH systems, i.e. MSW CHP in the medium DH system, and MSW CHP and industrial excess heat in the large DH system. The other reason for the lower cost is the possibility of investments in larger heat production plants with lower specific investment cost in these DH systems. Consequently, the low-cost heat supply in these DH systems allows for increased distances between the LEB urban areas, i.e. extending the length of the DH transmission pipeline, up to 1 km and 2 km in the BAU and 450PPM scenarios, respectively, while still supplying heat to Area with lower system cost compared to the individual option.

The model results also show that the cost-efficient DH transmission pipeline length is scenario dependent. In the 450PPM scenario, with higher CO₂ charges, the cost-efficient pipeline distance is extended compared to the BAU scenario.

In similarity to Area, the large heat network option represents the lowest system cost in PT-5A under the 450PPM (BAU) scenario. The system cost of the large heat network is 44 (40) % and 50 (45) % less than the on-site and individual options, respectively, when PT-5A is located within Town.

Likewise, in PT-9A in the 450PPM (BAU) scenario the large heat network option represents the lowest system cost among the three heat supply options. The system cost of the large heat network is 36 (34) % and 58 (55) % less than the on-site and individual options, respectively, when PT-9A is located within Town.

The individual option has the highest system cost among the three heat supply options for PT-9A. The specific heat supply cost for the individual option in the 450PPM (BAU) scenario is equal to 16.4 (15.5) €/GJ.

**DISCUSSION**

In this study the DH systems were assumed to be LTDH in the LEB areas. The reason is that the concept of LTDH has been recently developed and was successfully tested to overcome the shortcomings of current DH systems, i.e. high heat losses, in areas with low plot ratio and low linear heat density. If instead of LTDH, the current DH system were used, the on-site and large network options would be more costly, especially in LEB areas with plot ratio equal to or less than 0.15.

The model results also show that the cost-efficient DH transmission pipeline length is scenario dependent. In the 450PPM scenario, with higher CO₂ charges, the cost-efficient pipeline distance is extended compared to the BAU scenario.

In similarity to Area, the large heat network option represents the lowest system cost in PT-5A under the 450PPM (BAU) scenario. The system cost of the large heat network is 44 (40) % and 50 (45) % less than the on-site and individual options, respectively, when PT-5A is located within Town.

Likewise, in PT-9A in the 450PPM (BAU) scenario the large heat network option represents the lowest system cost among the three heat supply options. The system cost of the large heat network is 36 (34) % and 58 (55) % less than the on-site and individual options, respectively, when PT-9A is located within Town.

The individual option has the highest system cost among the three heat supply options for PT-9A. The specific heat supply cost for the individual option in the 450PPM (BAU) scenario is equal to 16.4 (15.5) €/GJ.

**Figure 1. Comparison of different heat supply options to LEB areas and the threshold for the cost-effectiveness of large heat networks.**

In PT-5A the specific heat supply cost for the individual option in the 450PPM (BAU) scenario is equal to 14.5 (13.7) €/GJ.

In this study real life data on total heat demand, heat demand of each building and relative location of buildings were used to represent the LEB areas. This was done both due to lack of reported values and since the use of real life data allowed for achieving higher...
precision in the design of the LEB area heat supply options and, thus, in better estimation of the DH distribution network cost. This also included DH distribution costs based on LTDH distribution specifications. The results illustrate, due to the importance of the DH distribution network costs, that good cost estimates of these are critical for the cost-efficiency assessment.

CONCLUSIONS
From the model results, in the long-term the economically optimal heat supply to LEB areas within or near urban areas in Sweden seems to be the large heat network option, i.e. heat production in the DH system of the urban area and transmission to the LEB area by a pipeline. However, in order to keep the large heat network an economically optimal option, these LEB areas cannot be built far from the urban area. Under strict climate policies, corresponding to high CO₂ charges, for the LEB areas with a plot ratio less than one and a linear heat density less than 4 GJ/m/yr the large heat network is the economically optimal option if the area is within a couple of km from a large DH system or within one km from a small or medium DH system. However, for the LEB area with a plot ratio above one and a linear heat density above 4 GJ/m/yr the large heat network is the optimal option even if the area is built up to 3 km away from the urban area. Since a large share of the system cost of the large heat network option is due to the DH distribution and transmission costs, these results are rather robust with respect to climate policies. Under less ambitious climate policies, i.e. low level of CO₂ charges, in some cases the distance between the LEB area and the urban area need to be one km shorter compared to the ones with the high CO₂ charges.

The model results show that with increasing scale of the urban DH system the large heat network is still the economically optimal option at increasing transmission distances. A major characteristic of large DH systems in Sweden is the existence of low cost DH production technologies, e.g. MSW CHP and industrial excess heat in these systems. As the heat supply cost in the large heat network option decreases, the large heat network option can be economically competitive despite the higher DH transmission cost associated with longer transmission distances.

From the model results, for areas with a plot ratio above 0.73, the individual option is the least economically viable one, independent of the future climate policy scenarios. This indicates that a small local DH system is more economically efficient than individual heating solutions even in LEB areas, if they are sufficiently densely built.
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INTRODUCTION

The district heating technology of today is facing new advantages and challenges. Although buildings supplied by LTDH have lower heat demands due to their higher energy efficiency, LTDH also brings potential savings compared to conventional DH technology. This work explores the advantages of connecting LT loads via LTDH substations to a DH network supplied by a Combined Heat and Power (CHP) plant. A techno-economic analysis is performed, through modelling and simulation, in order to evaluate the savings in DH operating costs achieved by LTDH, due to the reduction in return temperature and flows. The savings estimated are related to: (1) the reduction in distribution losses in the return pipe; and (2) lower pumping power needs. Additional earnings are assessed from: (3) improved Power-to-Heat ratio for electricity production; and (4) enhanced heat recovery through Flue Gas Condensation (FGC). The savings per kWh of delivered heat are estimated on the network level as a function of the penetration percentage of the LT load over the conventional DH network. Key outcomes show the trade-offs between the potential savings in operating costs and the reduction in heat demand due to building renovation: relative losses in this scenario are maintained at 13.1% compared to an expected 15.3% with conventional DH; also relative pumping power demand decreases. In other words, the costs of supplying heat are lower, even though the total heat supplied is lower. Thus, this study represents a step forward in the understanding of the next generation DH technologies that will shape the future smart energy system.

ABSTRACT

The 4th generation Low Temperature District Heating (LTDH) is envisioned as a more efficient and environmentally friendly solution to provide heating services to the building stock. LTDH substations at the distribution level are key components that can be implemented as interfaces between the current and new generation DH grids. Although buildings supplied by LTDH have lower heat demands due to their higher energy efficiency, LTDH also brings potential savings compared to conventional DH technology. This work explores the advantages of connecting LT loads via LTDH substations to a DH network supplied by a Combined Heat and Power (CHP) plant. A techno-economic analysis is performed, through modelling and simulation, in order to evaluate the savings in DH operating costs achieved by LTDH, due to the reduction in return temperature and flows. The savings estimated are related to: (1) the reduction in distribution losses in the return pipe; and (2) lower pumping power needs. Additional earnings are assessed from: (3) improved Power-to-Heat ratio for electricity production; and (4) enhanced heat recovery through Flue Gas Condensation (FGC). The savings per kWh of delivered heat are estimated on the network level as a function of the penetration percentage of the LT load over the conventional DH network. Key outcomes show the trade-offs between the potential savings in operating costs and the reduction in heat demand due to building renovation: relative losses in this scenario are maintained at 13.1% compared to an expected 15.3% with conventional DH; also relative pumping power demand decreases. In other words, the costs of supplying heat are lower, even though the total heat supplied is lower. Thus, this study represents a step forward in the understanding of the next generation DH technologies that will shape the future smart energy system.
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The heat demand and linear heat density are two related parameters that determine the profitability of a DH system. However, heat density in the future will decrease due to multiple factors [4],[5], including building renovation and global warming. Consequently relative heat losses are higher, and so, from the supply and distribution perspectives, investment and operating costs increase relative to total heat sales. Since the return of investment in DH systems is based on heat sales which depend on the heat demand over periods of several years, the profitability of new DH networks and/or expansions and refurbishment of the existing ones should be carefully planned and analysed.

The DH industry is thus facing the challenges of lower linear heat density in the existing DH areas on top of servicing newly built energy efficient buildings, whose connection might not be either effective or profitable if the conventional DH technology is used. In light of these issues, the 4th generation Low Temperature District Heating (LTDH) is projected as a solution able to cope with the coming challenges to provide heating services to the building stock in the future. LTDH is characterised by network operating temperatures below 65°C for the forward flow and aiming for 25°C in the return. In [6] the authors have presented a high-level description of LTDH technologies as well as their advantages and challenges.

Due to the lower operating temperatures, LTDH has the potential, among others, to reduce the network distribution heat loss. Lower heat losses then lead to lower temperature drops along the network, thus a lower flow rate is required, and so the pressure drop is also reduced at a given heat demand. This also results in less pumping energy demand [5]. LTDH represents an advantage for DH utilities by keeping relative losses
at margin, and potentially making the connection of low heat density areas economically feasible. Moreover, the DH network coverage could be expanded by servicing more customers with minimum investments.

It is expected that the DH sector will experience a transition period of several decades during which both the conventional DH networks and the LTDH will be operating simultaneously, complementing each other to meet the thermal energy demand of the building stock. Particularly, in countries with a large share of well-established DH systems, LT networks can be integrated to the existing systems as secondary (cascade) networks operating at lower temperatures and pressures. In the longer term, a total penetration of the 4th generation DH technology is the target [1],[6].

**Operating temperatures and distribution costs**

Nominal and operating network temperatures (supply/return) influence investment and operating costs of the system components. Since production and distribution costs are closely related by these temperatures, they are key factors in the overall system techno-economic design and operation, as well as its optimisation [7].

Regarding heat generation costs, the influence of the supply temperature depends basically on the type of heat generation technology in place. On the other hand, the influence of the return temperature on these costs is usually larger, and it benefits renewable energy systems such as solar and geothermal, heat pumps operation, as well as heat recovery from industrial processes and exhaust gases. Likewise, a lower return temperature enables a higher production capacity of electricity at CHP plants. Concerning heat distribution costs, lower operating temperatures in both, supply and return flows, lead to reduced heat losses. Moreover, a decrease of return temperature (or increase of supply temperature) increases the delivery capacity or heat transport per unit mass of flowing water, thus reducing the flow rate in the distribution network and hence the pressure drop. Assuming the same amount of heat shall be supplied, increasing the temperature difference between the supply and return flows lead to lower pumping costs.

In terms of distribution heat losses and pumping energy, there are until now, limited studies on the impact of end-use energy savings on the existing DH systems. In one study [8] the authors compare the optimisation of a conventional DH scenario to a LTDH so as to minimize losses and pumping energy. Then, on a secondary analysis they considered a heat demand reduction of 20% due to end-user energy savings. In another contribution, a methodology to estimate cost savings and additional production resulting from of lower return temperatures was described in [9] and summarized in [7]. However, this methodology is applied on existing DH systems with conventional operation without referencing LTDH technology.

The purpose of this paper is to present an approach of a techno-economic assessment of the impact of LTDH subnets in the conventional DH system. This study considers both the impact of the reduction of the return temperature, as well as the demand reduction as a result of the end-user savings due to renovation and LTDH. Furthermore, besides the thermodynamic analysis of the temperatures, distribution heat losses, and pumping power, an economic evaluation of the savings and potential earnings is performed for the scenario of a small network mainly supplied by a CHP plant.

**METHODOLOGY**

**Scenario Description**

In this study, we assess the impact of introducing LTDH loads into a conventional DH network from a techno-economic perspective. The studied scenario is developed based on a small Swedish DH network studied in [10] supplied mainly by a CHP plant (two-stage extraction) introducing some simplifications and assumptions on the inputs for practical reasons. The total heat supplied is estimated at 82 GWh in one year, from which 10.6 GWh are distribution losses (13%). The load duration curve in Fig. 1 depicts the heat production units, their power and operating hours. The heat input to the DH network is driven by a bio-fueled CHP station such that the heat demand drives the electricity production. The LDC shows that the year could be divided in four periods as far as heat production is concerned:

- **During the period of low heat demand or no space heating load (3100 hrs/yr), all heat is produced by a heat-only boiler.**
- **The largest part of the year (4980 hrs/yr) the supply comes from a CHP unit delivering heat to the network at part load, also producing electricity. The FGC unit does not run during this period in order to generate the maximum electricity possible in the CHP unit.**
  - **When CHP reaches full load, the flue gas condensation unit (FGC) starts operation (330 hrs/yr), adding a maximum of 14% heat.**
  - **During the periods of highest load (350 hrs/yr), when both the CHP and the FGC unit are at maximum capacity, an auxiliary oil boiler enters operation.**

Assuming a moderate building renovation that allows the use of LTDH, it is assumed that the space heating load is 20% lower, leading to a 15% reduction in total annual heat demand when all buildings in the network have been refurbished.
Likewise, necessary to estimate savings and earning are the electricity tariff paid for the pumping work and the electricity market spot price at which the CHP electricity is sold. All prices vary throughout the year, so average values are used for these periods. Table 1 shows the corresponding costs and prices of the heat production units and electricity.

When several heat production units are operating simultaneously, the marginal cost of heat generation is established by the unit with the highest cost, corresponding to the last produced MWh (the most expensive).

Network & Scenario Modelling

In order to study the temperature profile in an accurate and simplified manner, a representative network branch is modelled. The loads on this single branch are assumed to be of the same magnitude and regularly distributed along the length of the branch so as to define a constant baseline. Each load represents a subnet coupled by a substation, all with similar load and temperature patterns. The temperature drop along the pipes due to distribution heat losses is neglected.

The supply flow temperature is defined by the heat production unit. The supply mass flow rate is calculated with Equation (1) as the addition of the flow rates demanded by the individual substations according to the corresponding loads, plus the make-up water flow required to compensate for heat losses.

$$m_{tot} = \sum m_n + \sum q_n (h_s - h_{fr}) + \sum q_{loss} (h_s - h_f)$$ (1)

Where $m$ is the mass flow rate, $n$ the number of

| Table 1. Heat Production Units Capacity and Costs |
|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | Maximum Capacity | Marginal Cost of Heat | Electricity Market Spot Price (CHP) | Electricity Tariff (avg.) | Heat Production (baseline scenario) |
|                 | MW_th           | EUR/MWh          | EUR/MWh          | EUR/MWh          | GWhth/yr/yr   |
| Heat-only boiler | 5               | 69               | -                | 59               | 9.1           |
| CHP (partial load) | 17.5           | 62               | 22               | 55               | 56.8          |
| CHP (full load) + FGC | 17.5 + 2.5 | 62, 10          | 30               | 51               | 7.2 + 0.3     |
| CHP + FGC + Aux. Boiler | 17.5 + 2.5 + 5 | 62, 10, 84    | 30               | 51               | 7.1 + 0.9 + 0.8 |

Table 1.: The characteristics of the heat generation units in place for the standard case are shown. The marginal cost of heat generation depends on each production unit, being the highest for the auxiliary oil boiler. Electricity prices and tariffs vary slightly from summer to winter, so average values are used for each period.
substations, $\dot{q}$ the load per substation, and $h$ the enthalpy of the flowing water. The subscripts are $s$ for supply, $r$ for return, and $sr$ for the substation return.

The return mass flow rate is equal to the supply, but the temperature profile varies depending on the individual substations return temperature and flow. In order to calculate the local temperatures of the return flow a mixing flow equation is used. The temperature is then calculated from the local enthalpy values as in Equation (2):

$$\dot{m}_{tot} h_{tot} = \sum_{i=1}^{n} \dot{m}_{i} h_{s}$$

(2)

**Distribution heat losses**

In DH networks, the magnitude of distribution heat losses commonly have a rather uniform distribution throughout the year, particularly for the return pipe whose temperature has comparatively less variation than the supply pipe [14]. For the latter, losses are slightly lower in summer compared to winter due to the lower supply temperature set by the utility during the non-heating season. Therefore, as absolute losses are rather uniform, relative losses are the highest during summertime when loads are the lowest.

Typically, for a piping type of two buried pipes (or conduits), the ratio of losses from the supply pipe to the return hold a relation of at least 2:1, i.e. for every kW of heat lost in the return pipe, 2 kW or more are lost in the supply pipe. Hence, the heat losses in the return pipe count up, in average, to a maximum of one third of the total heat loss.

In this study, the distribution losses are calculated for steady-state conditions, and the total heat loss in the network is calculated as the sum of the individual heat losses in each pipe section assuming regularly distributed loads. The heat losses per pipe can be calculated as:

$$q_s = (t_s - t_g) \lambda_{eq,s}$$

(3)

$$q_r = (t_r - t_g) \lambda_{eq,r}$$

(4)

Where $q$ represents the heat flow from each pipe in W/m, $t_s$ and $t_r$ are the supply and return temperature of the pipes respectively, $t_g$ the undisturbed ground temperature and $\lambda_{eq}$ the equivalent thermal coefficient in W/m·K. The undisturbed ground temperature is approximated [15] as the average annual air temperature.

In this analysis, the steady-state loss is estimated with a constant average value for thermal resistance; this approach commonly employed yields acceptable results from the engineering point of view. In this case, two values are used: one for the supply pipe and another for the return, in order to account for the dependence on the average supply/return temperatures: $\lambda_{eq,s} = 0.520$ and $\lambda_{eq,r} = 0.505$, which are within the typical value range of DH piping in northern Europe.

Heat losses are also proportional to the pipe diameters, which are larger near the supply unit or backbone distribution loops, and smaller at the end of branches. In this case, the lambda coefficients used assume an equal average pipe diameter [16]. The total distribution heat losses are calculated using an average representative network branch of 20.5 km length.

**Pumping Effort**

Pumping work is necessary to circulate the flow from the heat production unit to the customers. Thus, the pumps have to be able to overcome the pressure drop due to friction and keep the differential pressure between the supply and return pipes of the critical customer above the minimum. For a given load, a reduction in the return temperature increases the temperature difference between the supply and return, and so the delivery capacity of the network. Thus, the total energy input required for pumping and its related costs are lower.

In this analysis, the pumping power is calculated using the characteristic curve of an existing pump and determining the power for the different operating points depending on the volumetric flow and head [17]. As variations in pressure drop are neglected, and with a constant pressure difference required at the critical customer, the pressure head is assumed constant.

**Additional heat and power generation**

Lower return temperatures have a positive effect on cogeneration plants and increase the possible heat recovery from exhaust gases. It also benefits renewable energy systems such as solar and geothermal, as well as heat pumps allowing higher operating efficiencies.

The FGC recovers latent heat of the water vapour content of the exhaust gases from the combustion process. This technology is used to preheat the district heating water before entering the boiler (heat exchanger) resulting in an improvement of the plant efficiency. A lower return temperature increases the cooling capacity of the condenser, so more moisture is condensed and thus more latent heat is recovered from the flue gases.

FGC increases the total heat recovery in a range from 10% to 35% depending on the technology and the fuel characteristics. In this analysis, a maximum value of 14% is used typical for gaseous fuels. Also, in terms of the return temperature, the heat recovery at the FGC unit is assumed to increase 1% over the total heat production per every 5 degree reduction of the return temperature [7].
The economic advantage of the FGC lays on the fact that fuels are priced according to their dry energy content—Low Heating Value (LHV). Therefore, the heat recovered through this technology is virtually ‘free’. For this reason, the marginal cost of heat production of a FGC is very low around 5-10 EUR/MWh compared to the driving CHP plant.

Regarding electricity generation, the return temperature has also an important effect on 2-stage CHP plants where electricity generation is driven by the heat production. The Power-to-Heat ratio, also referred as the alpha value, expresses how many MW of electricity are produced per every MW of heat (Equation 5). Only heat recovered in the condensers is considered (excluding heat recovery from FGC), and is influenced by various operating parameters, the return temperature being one of them. As the return temperature decreases, the alpha value increases making it possible to generate more electricity from every MW of total heat produced.

\[ \alpha = \frac{P_{el}}{P_{th}} \]  

Although the alpha value varies slightly throughout the year, a constant average value of 0.43 is selected as baseline and the increase of electricity production is assumed to be 5 kWel/MWth for every 10 degree reduction of the return temperature [7]. Although this amount may not seem significant enough from the energy perspective, from the economic point of view it is valuable due to the electricity sales in a yearly basis.

**Description of the DH substations**

The DH loads or customers are assumed to be connected to the primary network via individual DH substations. The substations allow hydraulic separation from the main network as well as the operation at different temperature levels. In this analysis, each substation is assumed to operate with conventional DH temperature programs, and they are gradually replaced by LTDH substations. This replacement occurs at the subnet level assuming large buildings are renovated or secondary networks with a group of customers are refurbished. The various load and temperature dynamics inside the substations are aggregated in the substation patterns. It is assumed that all substations present similar patterns and only hourly steady-state conditions are simulated.

In order to compare the impact of the LTDH substations on the primary network, one LTDH substation arrangement is simulated and compared to a conventional substation selected as a reference. The reference substation is based on commercially available equipment [18], suitable for this type of application (a multi-dwelling building with c.a. 50 multi-family households). Figure 2 shows the schematic of the configurations. In the case of the conventional substation (Fig. 2a), the primary DH supply flow goes through the heat exchanger sized for the standard temperature program. The flow leaving the substation on the primary return side is then channelled to join the primary DH return pipe. In the other substation arrangement (Fig. 2b), the main DH return and supply flows are mixed in a 3-pipe shunt arrangement that also regulates the flow rate ratio. The mixed stream then enters the primary side of the heat exchanger sized for a temperature program suitable for the LTDH subnet. The substation return flow is then also discharged into the main return pipe, where it is mixed with the return flow at higher temperature.

This substation requires a larger heat exchanger due to the heavier thermal duty, which is in line with the conclusions drawn in [19] for LTDH substations supplying small dwellings. Although the cost of this substation would be higher, it allows a further cooling of the main DH return flow, and the recovery of some of the energy already present in this flow, thus increasing

![Figure 2a, Conventional DH](image)

![Figure 2b, Mixed-Flow](image)

**Figure 2. Schematic of substation arrangements:** The flow diagrams and operating temperatures for nominal operation are shown for (a) the conventional substation, the (b) Low-Flow, and (c) Mixed-Flow substation types.
the system efficiency.
To study and compare the performance of the substations described above, a thermodynamic simulation model of each system was developed. A particular toolbox [20] was employed based on Matlab/Simulink, and the numerical models are then solved by the software internal optimization algorithm.

Each substation is designed for a nominal load of 250 kWth that is assumed to occur when the outdoor ambient temperature reaches -20°C. For this study, the outdoor ambient temperature distribution data used correspond to a Typical Meteorological Year (TMY) which is a statistically representative year at the selected location, in this case Stockholm, Sweden. The data are obtained from the uniform meteorological data base Meteonorm [21].

**Estimation of savings and additional earnings**
The thermodynamic assessment of the network yields as main outputs: the total mass flow rate of the network, the temperature profile of the return pipe of the branch, and the return temperature at the heating plant. The savings and additional earnings are calculated based on the baseline scenario without LTDH. The savings are in terms of heat losses and pumping energy, while the earnings are the additional electricity generation from the CHP and additional heat recovery from the FGC. The total is calculated using the prices from Table 1, and Equation (6):

$$
S = Q_{ini, ext} \cdot C_{mch} + E_{pump, paras} \cdot C_{el,tariff} - 0.75 \cdot E_{pump, paras} \cdot C_{mch} + E_{CHP} \cdot C_{el,spot} + Q_{FGC} \cdot C_{mch}
$$

(6)

Where $Q$ represents heat saved or produced, $E_{pump}$ the energy saved in the pumps, $E_{CHP}$ the additional electrical energy produced by the CHP; $C_{mch}$ is the marginal cost of heat production; $C_{el,tariff}$ the electricity tariff and $C_{el,spot}$ the electricity market spot price. Note that it is assumed that on average 75% of the pumping work is converted into heat, thus the equivalent saved pumping energy has to be produced as heat at the corresponding marginal cost.

**RESULTS & DISCUSSION**

**Heat recovery from the primary return line**
The mixed-flow substation (Fig. 2b.) allows heat recovery from the primary return to be used in the LT subnet. In this case, once the substation recovers this energy, the substation return flow is then mixed with the primary return flow.

Initially, an overall analysis at the nominal operating point of the network and substations is performed. Figure 3a shows the total energy recovered from the primary return as percentage of the total energy supplied at nominal operation. The maximum achievable for the network is near 5%, and it occurs when the percentage of LTDH is near 58%. After this point, the decrease the primary return temperature is such that adding more LTDH substations don’t increase the total heat recovered from this flow.

The previous result is explained as follows: when having several substations one after the other, because of the reduction in the primary return temperature due to the mixed flow, not all substations can recover the same amount of heat (see Fig. 3b). Moreover, as the percentage of LTDH substations approaches 100%, the return temperature becomes closer to that of the LT subnets level and thus the possible heat recovery from the primary return is minimal.

However, the potential of energy recovery is also dependent on the original primary return temperature.

---

**Figure 3a**

**Figure 3b**

**Figure 3. Energy recovered from the primary return flow:** The total energy recovered from the return flow in respect of the total demand as a function of the percentage of LTDH mixed-flow substations. The figure on the left (a) shows the maximum at 58% of LTDH penetration rate. In (b) the areas under the curves represent the recovered energy considering the substations location. The LTDH substations closer to the end of the branch recover more energy due to the higher temperature of the primary return at this point.
and the low return temperature of the subnet. Considering the same low return temperature at the subnet, if the original primary return temperature of the network would be 10 degrees higher (Tr=53°C) it would be possible to recover 10.5% from the primary return, and with 10 degrees more (Tr=63°C) it would be 18%. In all cases, these maximum is reached at 58% of LTDH penetration.

Network Annual Scenario
The influence of the LTDH subnets on the network operation is also assessed in an annual scenario. The mixed-flow substation type that yields lower return temperatures at the heating plant is considered to gradually replace the conventional DH types, so as to benefit the CHP plant operation.

For this evaluation, the input operating parameters in terms of the average values of each corresponding period are described in Table 2. The reduction on the heat demand due to LTDH building renovation modifies the operating hours of each heat production unit (see Table 2, and in Fig. 1 the dotted line).

**Distribution heat losses and pumping effort**

The first section of these results comprises the impact of the LTDH penetration on the two operating parameters related to distribution costs: heat losses and pumping energy. It is estimated that if this demand reduction would occur at the conventional DH temperature levels, the relative losses would increase from 13% to 15.3%. Figure 4 compares the relative heat losses as a function of the percentage of LTDH load. We found that, despite the lowered heat demand, the reduction on the operating return temperature keeps the relative heat losses at a similar level instead of increasing, and so the same occurs with their cost.

![Figure 4. Relative losses as a function of LTDH load percentage](image_url)

*Figure 4. Relative losses as a function of LTDH load percentage: the two curves refer to both axes, the relative losses shown on the left, and the equivalent annual cost on the right. Due to the renovation with LTDH, relative heat losses are kept in a similar level in spite of the total 15% demand reduction. The dotted line represents the increase in relative heat losses assuming the demand reduction occurs with conventional DH temperature levels.*

![Figure 5. Pumping energy relative to the annual heat demand as a function of LTDH load percentage](image_url)

*Figure 5. Pumping energy relative to the annual heat demand as a function of LTDH load percentage: the relative pumping energy (left axis) and the corresponding related costs (right axis) decrease due to the LTDH return temperature levels; if the demand reduction due to renovation would occur with the conventional DH temperature levels this figure would yield 1.31% at the total penetration rate; instead with LTDH, it decreases to 1.05%.*

<table>
<thead>
<tr>
<th>Operating hours (with 15% demand reduction)</th>
<th>T</th>
<th>S</th>
<th>T</th>
<th>L</th>
<th>L</th>
<th>Relative Losses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat-only boiler</td>
<td>3100 hr/yr</td>
<td>3830 hr/yr</td>
<td>14.9°C</td>
<td>74.2°C</td>
<td>49.7°C</td>
<td>54.8°C</td>
</tr>
<tr>
<td>CHP (partial load)</td>
<td>4980 hr/yr</td>
<td>4560 hr/yr</td>
<td>2.2°C</td>
<td>83.9°C</td>
<td>44.7°C</td>
<td>55.7°C</td>
</tr>
<tr>
<td>CHP (full load) + FGC</td>
<td>330 hr/yr</td>
<td>195 hr/yr</td>
<td>-7.5°C</td>
<td>92.6°C</td>
<td>44.5°C</td>
<td>56.5°C</td>
</tr>
<tr>
<td>CHP + FGC + Aux. Boiler</td>
<td>350 hr/yr</td>
<td>175 hr/yr</td>
<td>-11.3°C</td>
<td>96.5°C</td>
<td>46.9°C</td>
<td>56.3°C</td>
</tr>
<tr>
<td>Network (annual)</td>
<td>8760 hr/yr</td>
<td>8760 hr/yr</td>
<td>5.3°C</td>
<td>81.7°C</td>
<td>46.3°C</td>
<td>55.2°C</td>
</tr>
</tbody>
</table>

Table 2: The operating conditions of the heat production units and the primary and secondary networks are detailed. Relative losses are considerably higher during the periods of low heat demand. The difference in operating hours of the units with higher capacity is due to the building renovation and so the shift in the load duration curve.

### Table 2.

<table>
<thead>
<tr>
<th>Operating hours (with 15% demand reduction)</th>
<th>Tout (avg)</th>
<th>Ts (avg)</th>
<th>Tr (avg)</th>
<th>LTs (avg)</th>
<th>LTr (avg)</th>
<th>Relative Losses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat-only boiler</td>
<td>3100 hr/yr</td>
<td>3830 hr/yr</td>
<td>14.9°C</td>
<td>74.2°C</td>
<td>49.7°C</td>
<td>54.8°C</td>
</tr>
<tr>
<td>CHP (partial load)</td>
<td>4980 hr/yr</td>
<td>4560 hr/yr</td>
<td>2.2°C</td>
<td>83.9°C</td>
<td>44.7°C</td>
<td>55.7°C</td>
</tr>
<tr>
<td>CHP (full load) + FGC</td>
<td>330 hr/yr</td>
<td>195 hr/yr</td>
<td>-7.5°C</td>
<td>92.6°C</td>
<td>44.5°C</td>
<td>56.5°C</td>
</tr>
<tr>
<td>CHP + FGC + Aux. Boiler</td>
<td>350 hr/yr</td>
<td>175 hr/yr</td>
<td>-11.3°C</td>
<td>96.5°C</td>
<td>46.9°C</td>
<td>56.3°C</td>
</tr>
<tr>
<td>Network (annual)</td>
<td>8760 hr/yr</td>
<td>8760 hr/yr</td>
<td>5.3°C</td>
<td>81.7°C</td>
<td>46.3°C</td>
<td>55.2°C</td>
</tr>
</tbody>
</table>
per MWh of heat delivered. This result is similar to that of a previous study [8] where the authors compare the relative heat losses, assuming a 20% annual heat demand reduction, in a conventional DH network compared to a LTDH network. In that study, the authors estimated that the relative losses in conventional DH would increase from 10.9% to 13.1%. Conversely, with the LTDH operation they found it is possible to maintain the relative heat losses at 11.2% maximum on a yearly basis.

With respect to the pumping effort, we analyse the ratio of energy required for pumping throughout the year to the total heat delivered. The results show that the ratio decreases in spite of the reduction in annual heat demand; and this is due to the increase in delta T caused by the lower return temperature, as well as the decrease in distribution losses. If this demand reduction would occur holding the same temperature levels, the relative pumping power would increase to 1.31% (see Fig. 5).

In absolute terms of savings in distribution heat losses and pumping energy, it is estimated that for a 10 degree drop in the return temperature, there is a reduction of 6.7% in total distribution heat losses and 23% in total pumping energy. This occurs when LTDH penetration would reach 75%. According to previous studies [7], for a 10 degree drop in the return temperature the heat loss reduction expected would be 6%, and the pumping energy would be reduced by 40% approximately. The difference in the latter figure is partly due to the fact that this study considers a constant differential pressure at the heating plant assuming constant pressure drop along the network. Yet, this difference is also partly attributed to the fact that in this study we are considering the variation in the pumps efficiency and curves of already existing equipment: the operating pump efficiency decreases as the pumped flow is less.

**Annual Savings and Additional Earnings**

The total savings and additional earnings are calculated using the results from the previous analysis, and taking into consideration the total annual heat delivered. As seen from Fig. 6a, the combined potential earnings and savings increase as the percentage of LTDH also increases. It is possible to conclude that although the annual heat demand decreases due to the renovation, the costs for supplying each MWh of heat also decrease. For percentages below 20% of LTDH there is a steeper slope that is driven by the savings in heat losses as seen from Fig 6b.

It is possible then to consider different points of the curve shown in Fig. 6a. For instance, at 10% penetration of LTDH the total cost reduction would be 19.5 k€/yr distributed as: 68% heat losses, 14% pumping costs, 8% CHP electricity, and 10% FGC heat. This represents 2.8% of the total costs of heat losses of the baseline scenario, achieving a reduction of ~1.5 degrees in the return temperature at the heating plant. Moreover in Sweden, with the green certificate system in place, additional earnings are generated, due to the extra 54.7 MWhel/yr which can be produced by the CHP plant. In a second example: a return temperature drop by 10 degrees (occurring at 75% penetration of LTDH) leads to a total cost reduction of 65.6 k€/yr distributed as: 57% heat losses, 18% pumping costs, 12% CHP electricity, and 13% FGC heat. This represents 9.7% of the total costs of heat losses of the baseline scenario. In this case, 297 MWhel/yr extra are produced by the CHP plant that would become additional earnings from the green certificate system.

With regard to the heat recovery from the primary return flow, the results indicate that a maximum of 4.8% of the total annual heat demand of the whole network can be reached, when the LTDH load reaches...
58% of the total, similar to the case of nominal operation.

**Overall Discussion & Outlook**

With respect to the decrease in operating hours of the heat production units caused by the future heat demand reduction due to renovation, there are both advantages and drawbacks: on the one hand, it reduces the amount of heat produced by the top oil boiler (with higher marginal cost and more GHG emissions) which is beneficial; on the other hand, it also reduces the operating hours of both the FGC which produces heat at a very low marginal cost, and the CHP, such that less valuable electricity is generated during the year. Nonetheless, in a long term perspective it also means that additional LTDH customers can be connected to the network without causing bottlenecks or increasing peak demands, and thus additional investments can be postponed or avoided.

The substitution of conventional DH loads by LTDH is a process that will take place gradually spanning several decades. Therefore, the utilities will have to adapt to the different conditions and plan their investments carefully. We note that using the mixed-flow substation type can yield interesting advantages for low percentage of LTDH loads. Yet, it would be only recommended for a maximum of 20-50% penetration since it is a more expensive substation type and the benefit of heat recovery from the return flow gradually disappears after reaching the maximum. Thus, after a certain point the same advantages can be achieved by using a low-flow substation type.

A possible alternative in order to use the mixed-flow substation for all loads would be the addition of a third pipe to separate the primary return from the low-temperature return. Nevertheless, due to the higher investment costs the returns might not balance the investment.

The impact of changes in the network operating temperatures can be conflictive for costs reduction. Therefore, a careful evaluation is needed with respect to each specific DH system. The potential savings of the combined measures should be then compared with the respective investment costs or depreciation, such that the most economical alternative can be chosen. Still, in most cases, lowering the network operating temperatures leads to reduced operating costs, and if the investment necessary for achieving these lower temperatures based on LTDH are balanced, an improved economic performance is achieved.

**CONCLUSIONS**

This study presented a techno-economic assessment of the impact of LTDH subnets in a conventional DH network considering both reductions in return temperatures and demand. The outcome comprises, besides the technical assessment, an economic estimation of the savings and potential earnings in the defined scenario. The key takeaways of these results are:

- With the lower return temperature, due to the LTDH loads, relative distribution heat losses are maintained at a similar level even though the heat demand is lower.
- Relative pumping power decreases due to the combination of lower return temperatures and lower heat demand.
- For a 10 degree drop in the return temperature, there is a reduction of 6.7% in total distribution heat losses and 23% in total pumping energy.
- With the combination of savings and earnings, despite the demand reduction, the costs for heat supply relative to the total demand still decrease.
- With a ‘cascade’ use of the primary return flow, a maximum of 5% of the annual heat demand can be recovered from this flow, when LTDH percentage is near 58%.

These results represent a step forward in understanding the advantages and drawbacks of the next generation DH technologies that will shape the future smart energy system.
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ABSTRACT

In November 2014, Japan’s first “Smart Energy Network”, an integrated district energy system featured by both demand-side and supply-side control, was implemented in Tamachi, a district in Minato Ward, metropolitan area in Tokyo.

Several low-carbon technologies contribute to remarkable CO₂ reduction and to maintain a high level of energy resilience including supply to a disaster relief facility of Minato Ward, which has become increasingly important since the Great East Japan Earthquake (March 2013).

The Tamachi Smart Energy Network designed to utilize renewable energy reduce CO₂ emission from the area by use of district thermal, electrical and information network. The latest technologies are adopted in order to achieve ambitious goals. We use not only highly efficient natural gas cogeneration units (fuel cells and gas engines) and the waste heat absorption chillers for air conditioning, but also renewable energy sources such as photovoltaic and unused thermal energy generated from water in underground tunnels. An innovative approach based on ICT is also introduced which controls equipment in energy supply plants and further responsible for the optimal control of equipment on the consuming end.

The target of CO₂ emission reduction is shared among the stakeholders, from the district to be 45% of CO₂ emission of the BAU of 1990 level.

This report describes the outline, the performance evaluation of energy saving/CO₂ deduction items of the Smart Energy Network in Tamachi Station North-east District.

2. OUTLINE

Tamachi Station North-east District is located in the center of Tokyo in Japan. This district is broadly divided into two zones, that is, the “Living base zone (Block I)” in the east-side block, which is mainly being developed by Minato Ward, and the “New urban base zone (Block II)” in the west-side block, which is planned to be developed mainly by Tokyo Gas, and step-by-step development has been carried out. (Figure 1)

In Block I, which was developed in advance, the Smart Energy Network was constructed, which connects, via thermal, electrical and information networks, the central Smart Energy Center serving as the regional energy supply base and the facilities such as “Ward Public Facilities”, which is a disaster prevention base in Minato Ward, “Aiiku Hospital”, and “Ward Nursery School”, and the operation of a “low-carbon and disaster resilient city” was started in cooperation with the government and the private sector, with the target...
set at CO₂ reduction in the whole area by 45% (compared to the 1990 level in Minato Ward).

The construction of the Smart Energy Network in new city planning as described above is the first such project in Japan.

The Smart Energy Network in this area aims at optimally controlling the supply and demand and continuously reducing CO₂ in the whole region through construction of thermal, electrical and information networks centered on the Smart Energy Center (hereinafter referred to as the SEC), which is operated by Tokyo Gas Engineering Solutions Corporation, introduction of renewable and unused energies occurring in this region for full-scale use, and connection of the demand side (building side) and the supply side (SEC) via the network. In order to realize such the Smart Energy Network, it is difficult to efficiently operate the network only by improvement of infrastructure in terms of hardware such as "introduction of renewable and unused energy" or "introduction of ICT for connection of the demand and supply sides," and improvement of infrastructure in terms of both hardware and software including "humans" as shown in Figure 2 is important.

3. THE SMART ENERGY NETWORK FACILITIES

At the SEC, the Smart Energy Network is constructed with the aim of making the most of renewable and unused energies occurring in this area. To respond to the customer demand, the heating and cooling source is configured to realize a 6-pipe supply with cold water of 7°C for cooling load, hot water of 47°C for heating load and steam of 782 kPa for hot water supply/humidification load. The system flow is shown in Figure 3.

In the construction of the SEC, the top-runner machines having the highest efficiency at this point in time such as heat source machines and CGS were adopted. In order to realize diversified selection and a stable supply of energy, the best mix heat source is provided, in which not only gas heat source machines but also electric-powered heat source machines such as inverter centrifugal chiller is adopted.

On the other hand, in order to increase the electric power load covered by CGS, Public Facilities and the SEC collectively receive power. The CGS capacity is selected so that the amount of waste heat used by the SEC is maximized.
4. FEATURES OF THE SMART ENERGY NETWORK

Six features of the Tamachi Smart Energy Network are as described below.

4.1. Effective use of renewable energy

Making use of the locational condition that Public Facilities faces a park on its southern side, a large-scale vacuum tube-type solar heat collector was set up on the roof of the deck for pedestrians for the first time as a District Heating and Cooling system in Japan. The vacuum tube-type solar heat collector can produce high temperature water (about 90°C), which is used, together with the waste heat of CGS, in input of the heat source machine for air conditioning throughout the year. (Figure 4)

This solar heat collector is also designed to visualize use of solar heat with the roof of the deck for pedestrians being partially glazed, helping to build environmental awareness in visitors.

In addition, solar power panels and wind power generators are set up on the roof of each building, and renewable energies are positively used in the whole area.

4.2. Effective use of unused energy

The underground tunnel water, which springs out of the tunnel of the subway and is kept at an almost constant temperature of around 20°C throughout the year, is used as cooling water for the screw compressor chiller in summer and as heat source water for the Heat recovery type steam absorption heat pump in winter. As a result, a substantial improvement of the Coefficient Of Performance (COP) of the heat source machines is exhibited throughout the year as the COP of the cold heat source machine has been increased from 5.5 to 8.1 in summer and the COP of the hot heat source machine has been increased from 0.8 to 2.3 in winter. The use of the underground tunnel water in this way is also the first attempt as a District Heating and Cooling system in Japan. (Figure 5)

4.3. Increase of resilience performance

This area includes important facilities, such as Public Facilities and Hospital, which serve as disaster prevention bases in the event of a disaster. Therefore, it is necessary to increase the resilience performance and enhance the self-sustaining degree of energy in the whole region.

4.4. Connection of buildings and Smart Energy Center

To that end, we have studied with the parties concerned in the region about optimum distribution of energy during an emergency. Specifically, concerning heat, it has been estimated that the SEC can supply heat for the maximum cooling and heating load of Hospital continuously for 72 hours. The electric power is to be continuously supplied from the CGS using medium-pressure gas, which is set up at the SEC, and the emergency power generators owned by the buildings to Public Facilities serving as the disaster prevention base. Therefore, it has been planned so that electric power can be supplied to important loads for a longer period even in the event of a disaster such as a blackout.

Figure 4. System Flow Using Solar Heat [1]

Figure 5. Method of Using Unused Energy [1]
Network and Energy Management System) is used to keep track of the outside air temperature, the status of energy used by air conditioners, and so forth, and the operational status of the heat source machines. The collected data is analyzed in real time, and not only the heat source machines (on the supply side) but also the air conditioners (on the demand side) are controlled, realizing low-carbonization in the whole area. In addition, the collected data is used to effectively visualize use of smart energy for promotion.

Such an optimum control of supply and demand in which the supply side moves into the demand side is also the first attempt as a District Heating and Cooling system in Japan. (Figure 6)

In addition, the following efforts are also conducted in relation to interaction between supply and demand in this area: in order to minimize the supply pressure of chilled and hot supply water to be fed to the customers, actual terminal pressure control is introduced, where the terminal pressure of the heat exchanger for each customer is measured and the supply water pressure is optimized based on the measured value, and in order to positively save energy and reduce CO₂ emissions through reduction of conveying power, the temperature difference of chilled and hot water is secured. Here, the SENEMS® implemented in this area is specifically introduced.

In the SENEMS®, demand is predicted from the past heat load records, air conditioner operation schedule, and weather forecast, an optimum simulation of heat source machines and air conditioners is conducted based on the predicted load, and an optimum operation plan for the next day of heat source machines and air conditioners is devised. On the day, the weather data and customers' event data, as external information, the setting and operation status data for air conditioners, and so forth, from the building BEMS, and the setting data for heat source machines or CGS from the central monitoring system of the SEC are collected, and based on the data, the optimum operation plan devised on the previous day is revised. After that, in order to make the operation status of air conditioners and heat source machines more ideal, the control commands for temperature setting and change of schedule for air conditioners and heat source machines are transmitted to each piece of equipment by the SENEMS®, thereby optimally controlling supply and demand. In this way, the important concept is that the supply side does not always meet the amount of heat requirement from the demand side. Instead, customers' thermal comfort is kept with less amount of heat supply through the control of heat demand from the supply side. It contributes further energy saving/CO₂ reduction in the area.

In addition, the optimum supply temperature of chilled water is determined from the customer's loading status and the amount of energy used in the region, and command is issued to the heat source machines.

Through effective use of the collected data, visualization toward promotion of user's energy saving activities is implemented, and verification of the effect and study of improvement of energy saving measures and long-term equipment planning are conducted.

4.5. Establishment and operation of the Smart Energy Management Committee

For construction of the Smart Energy Network and to obtain the maximum effect, the important points are not only an optimum design of the energy system but also its appropriate operation after completion. It is also necessary to make not only improvements in terms of hardware but also improvements of infrastructure in terms of both hardware and software including "humans".

To that end, in this area, on the planning stage, the SEC and the building-side concerned parties started up the "Smart Energy Management Committee," which functions as something similar to a neighbourhood association for energy, toward efficient and effective energy use, and it has come into operation. (Figure 7)
Table 2 List of energy saving/CO₂ reduction Major items [3]

<table>
<thead>
<tr>
<th>System</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smart Energy Center</td>
<td>Solar heat</td>
</tr>
<tr>
<td></td>
<td>Underground tunnel water</td>
</tr>
<tr>
<td></td>
<td>Increase in the efficiency of heat source machines, etc.</td>
</tr>
<tr>
<td>SENEMS® Connection of Building and SEC</td>
<td>Supply water pressure control</td>
</tr>
<tr>
<td></td>
<td>Large temperature difference control</td>
</tr>
<tr>
<td></td>
<td>Chilled water supply temperature control</td>
</tr>
<tr>
<td></td>
<td>Heat load peak shift control</td>
</tr>
<tr>
<td></td>
<td>Air conditioner temperature control</td>
</tr>
<tr>
<td></td>
<td>Start prevention control of the heat source machines</td>
</tr>
<tr>
<td>Customer</td>
<td>High air tightness/high thermal insulation/shielding</td>
</tr>
<tr>
<td></td>
<td>Super-low carbon atrium</td>
</tr>
<tr>
<td>Air conditioning</td>
<td>Outdoor air cooling</td>
</tr>
<tr>
<td></td>
<td>CO₂/CO control</td>
</tr>
<tr>
<td></td>
<td>Heat recovery</td>
</tr>
<tr>
<td></td>
<td>Air conditioning in areas occupied</td>
</tr>
<tr>
<td></td>
<td>Natural ventilation</td>
</tr>
<tr>
<td></td>
<td>VAV/VVW</td>
</tr>
<tr>
<td></td>
<td>Low- friction-loss duct</td>
</tr>
<tr>
<td>Electricity</td>
<td>LED lighting</td>
</tr>
<tr>
<td></td>
<td>High-efficiency OA equipment</td>
</tr>
<tr>
<td>Sanitation</td>
<td>Use of rain water</td>
</tr>
<tr>
<td>Renewable energy</td>
<td>Solar power</td>
</tr>
</tbody>
</table>

In this Smart Energy Management Committee, all concerned parties in this area participate and conduct preparations and check for "setting a CO₂ reduction target in the whole area," "improvement of the guideline toward connection of the SEC and the buildings," "adjustment of execution of work for realizing cooperation," "verification of effect after operation," "study about visualization," and so forth.

4.6. Efforts for visualization

In this area, the efforts for visualization to understand how energy is produced and used in the whole city and to check whether energy saving or CO₂ reduction is properly conducted are positively made. Specifically, a website was created to make the efforts in this area known to the public, the CO₂ reduction state in the whole area is visualized, and a special site is available so that the customers can check the position of each building's energy saving efforts. In addition, digital signage has been set up in Public Facilities and Hospital to visualize the real-time energy supply and demand data, thereby trying to build environmental awareness in visitors.

5. ENERGY SAVING AND CO₂ REDUCTION ITEMS THAT FORM THE SMART ENERGY NETWORK

In completed Block I of the Tamachi Smart Energy Network, the CO₂ reduction target is a 45% reduction of CO₂ emissions in the whole area as compared with those in 1990 (when CO₂ reduction measures were not taken).

To evaluate the achievement of the target by CO₂ reduction measures, it is necessary to verify the effects of the CO₂ reduction measures planned for the buildings/SEC. So, the evaluation for the whole of area I and each energy saving item is conducted by the SENEMS®. Table 1 shows the list of major item of 37 items.

Optimum control by the SENEMS® covers not only control of the SEC side but control of the building side. In verification of the effects, since some methods that are effective in energy saving on the SEC side may increase energy consumption on the building side, an integrated evaluation is conducted and measures are taken so that energy consumption in the area is minimized.

In this paper, 3 items of energy saving is described. 3 items are “Solar heat”, “Use of underground tunnel water” and “Supply water pressure and large temperature difference control”. These evaluations are based on results data from April, 2015 to March, 2016.
6. PERFORMANCE EVALUATION OF USE OF RENEWABLE ENERGY AND UNUSED ENERGY

6.1. Performance evaluation of solar heat (renewable energy)

The solar heat collecting amount by the solar heat collector and the solar heat utilization amount are shown in Figure 8.

In the year, the collecting amount is 439GJ/year, but the utilization amount is 328GJ/year. Because the operating time for heat source machines using solar heat was short in May, June, September and October. It is considered because chilled water load according to the time has a bigger change than expectation, and other machines are operated for the optimum operation plan inspection. So the rate of solar heat utilizing can be improved by adjustment of SENEMS® (optimum operation plan and control).

6.2. Performance evaluation of underground tunnel water (unused energy)

The amount of underground tunnel water used and the underground tunnel water temperature are shown in Figure 9, and the monthly average COP of these machines using underground tunnel water is shown in Figure 10 and 11. By the plan, the underground tunnel water is used in the steam absorption heat pump from November through April and used in the screw compressor chiller from June through September.

For a plan, the amount of underground tunnel water is small in Term A (from June to September) and Term B (from November to February). In Term A, it is considered 2 reasons. Because the underground tunnel water temperature is over 22°C, the screw compressor chiller used a highly efficient cooling tower without using the underground tunnel water. And other machines are operated for the optimum operation plan inspection which was confirmed various mode except unused energy priority mode. In Term B, in addition to a reason same as Term A, it is considered because the steam absorption heat pump was not able to operate by a request of the underground tunnel water manager and the maintenance. So the operating time of these machines can be improved by adjustment of SENEMS® (optimum operation plan and control) and proper operation.

The monthly average COP of these machines includes partial load. So COP of the steam absorption heat pump is smaller than rated value. COP of the screw compressor chiller is larger than rated value. In conclusion, we confirmed that these machines showed performance as planed.
7. THE ENERGY SAVING OF SUPPLY WATER PRESSURE AND LARGE TEMPERATURE DIFFERENCE CONTROL

7.1. Configuration of chilled/hot water systems

In the SEC, the supply water pressure and large difference temperature control is applied in the chilled water system and the hot water system. The customers indirectly use the heat from the SEC for chilled water and hot water separately and via a plurality of heat exchangers. The heat source machines are a primary pump type that means it supplies chilled and hot water to consumers only with a pump connecting to the machines.

The configuration of the primary pump is shown in Table 2. The flow control range is 50 to 100% according to the specification of the heat source machines. For the steam/hot water heat exchanger, there is no restriction by the specification of the heat source machines and the flow control range is 25 to 100%.

7.2. Design concept

In control of the heat exchanger of the heat receiving equipment in the customer's building, generally, the flow regulating two-way valve on the heat supplying side (primary side) of the heat exchanger is controlled so that the flow according to the heat load of the customer side (secondary side) is provided by each heat exchanger. Therefore, in a heat exchanger with a small differential pressure, wasteful conveying power is generated in order to secure the flow on the primary side that adapts to a large differential pressure caused by throttling the flow regulating two-way valve more than necessary.

Table 2 Configuration of the primary pump [4]

<table>
<thead>
<tr>
<th>System</th>
<th>Name of machine</th>
<th>Specification of pump</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chilled</td>
<td>Steam absorption chiller</td>
<td>151.2m3/h × 45kW</td>
</tr>
<tr>
<td>Chilled</td>
<td>Steam absorption heat pump</td>
<td>74.1m3/h × 37kW</td>
</tr>
<tr>
<td>Hot</td>
<td></td>
<td>83.0m3/h × 30kW</td>
</tr>
<tr>
<td>Hot</td>
<td>Steam/hot water heat exchanger</td>
<td>197m3/h × 45kW × 2</td>
</tr>
<tr>
<td>Chilled</td>
<td>Gas absorption chiller-heater</td>
<td>151.2m3/h × 45kW × 2</td>
</tr>
<tr>
<td>Hot</td>
<td>Centrifugal chiller</td>
<td>151.2m3/h × 45kW</td>
</tr>
<tr>
<td>Chilled</td>
<td>Screw compressor chiller</td>
<td>45.4m3/h × 18.5kW</td>
</tr>
</tbody>
</table>

Figure 12. Supply water pressure control using valve information [4]

In order to minimize the conveying power associated with circulation of heat medium, a control method by which the primary side TCV is fully opened was considered, and the "variable differential pressure water supply control according to the information of TCV opening degree on the primary side of the heat exchanger" was implemented. (Figure 12)

7.3. Outline of the control

Step 1: Operation of the TCV

The primary side TCV is controlled so that the supply temperature of the secondary side (building side) becomes the setting temperature.

Step 2: Supply water pressure control

The opening degree of the TCV and the opening degree of the reference valve (= target value on control) are compared, and according to the result, the setting value for differential pressure is changed. The setting value for the supply differential pressure is reduced till at least one of the primary side TCVs of the heat exchangers of all consumers becomes fully opened. (See Figure 13) As a result, the conveying power is reduced by inverter control of the pump.
By a combination of supply water pressure control and large difference temperature control, realize reduction of the conveyance power of both supply and demand. In large difference temperature control, both control the SEC side and building side is important.

7.4. Performance evaluation

The supply water pressure control and the constant flow control are shown in Figure 14 and 15. “The supply water pressure control” is result values from April 2015 to March 2016, and large difference temperature control is considered. “The constant flow control” is the calculated value that supply differential pressure is constant using non-inverter pump, and large difference temperature control isn’t considered.

The quantity of annual energy saving (reduction rate) was 307MWh (93.8%) for chilled water system and 226MWh (87.4%) for hot water system. Through the year, a big effect was provided. When both the supply water pressure control and the large difference temperature control function, the big effect can be realized. Generally, in Japan, it is difficult to functionalize both control with winter chilled water, summer hot water, but can realize it in this area. It is considered that Not only this is the system which installed both control, but also it adjusted this control in both the SEC and building through the Smart Energy Management Committee. So it is confirmed that both control is effective.

8. PERFORMANCE EVALUATION OF THE CO2 EMISSION REDUCITION

In March 2016 from April 2015, the quantity of CO2 reduction is 3,603ton-CO2/year in the whole area, and 1,577ton-CO2/year in the SEC in that. A CO2 reduction rate is near to a target (= reducing 45% compared to 1990) in the whole area. The effect of solar heat, underground tunnel water and supply water pressure/large difference temperature control is 314ton-CO2/year (20% of the SEC). It is a big effect.

Further energy /CO2 reduction target would be achieved by more effective use of solar heat and underground tunnel water through adjustment of SENEMS® and proper operation.

9. CONCLUSION

In the construction of the Smart Energy Network, it is necessary that the concerned parties, including not only the building owners but also the designers, and the Smart Energy Network operator closely cooperate, study the utilization methods for renewable or unused energies occurring in the region, and conduct technological studies about integrated operation of the buildings and the Smart Energy Center and establishment of a BCP function for incorporation into the design.

In city planning in harmony with the environment and toward advancement of urban functions, it is indispensable to put ICT technologies such as SENEMS® introduced here to full use to optimally control the energy supply and demand in the area and unitarily manage the collected data.

Specifically, some major items of performance regarding energy saving/CO2 reduction have been evaluated at the Tamachi Smart Energy Network. A big effect is supply water pressure control and large difference temperature control. Solar heat and underground tunnel water, it is considered that a further effect is expected by adjusting SENEMS® and proper operation. So we can expect the achievement of the target of CO2 reduction (= reducing 45% compared to 1990).

As described above, in Tamachi Station North-east District, the Smart Energy Network was constructed and a low-carbon and disaster-resistant city.

In the future, the Smart Energy Network will be expanded step-by-step according to the progress of city planning, including connection with the Second SEC, which is in the planning stage, along with the development of Block II, continuously realizing a low-carbon and disaster-resistant city.
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ABSTRACT

South Korea summit’s 2030 target of reducing greenhouse gas (GHG) emissions by 37 percent from business-as-usual levels to UNFCCC and encourages industry to cut its GHG emissions. As district energy sector emits 2.81% of total national GHG emissions in South Korea [1], we studied the contribution of district energy business mainly based on including Combined Heat and Power (CHP) plants as a means of securing reduction GHG emissions and saving energy efficiently. Firstly this paper examines that the actual carbon intensity by electricity production of conventional power plants and district energy which are mainly based on CHP plants. To allocate the GHG from CHP plants, two of different methods, Alternative Method and Power Bonus Method, are investigated. The carbon intensity for electricity production of district energy plants (0.43 tonCO₂e/MWh) is relatively lower than conventional gas-fired power plants (0.57 tonCO₂e/MWh). Secondly we analysed the cost effectiveness in reduction GHG emission of CHP based district energy sector compared to the other means using TIMES model method. We find that GHG marginal abatement cost of CHP plants (~$134/tonCO₂) is even below than renewable energy sources such as photovoltaic power generation ($87/tonCO₂). Finally the GHG emission reduction potential is reviewed on the projected GHG emission emitted when same amount of energy produced in combination of conventional power plants and individual boilers as substitution of district energy. It showed there were 10.1~41.8% of GHG emission reduction potential in district energy compared to the combination of conventional power plants and individual boilers.

BACKGROUND

As results of previous researches, there have been conclusion of energy efficiency of district energy system based on CHP. Since many countries have set its ambitious greenhouse gas reduction targets to strongly deal with global warming, studies related to CHP or district energy become more focusing on effects of greenhouse gas reduction by supplying district energy and show CHP plants have potential in energy efficiency and greenhouse gas emission. [2] In 2014, 15.1% of all houses were supplied by district heating in South Korea. Along with that the government is planning to expand district energy continuously for its economic and environmental benefit. To assess feasible effect of expanding district energy in South Korea, we surveyed the actual greenhouse gas emission, energy consumption and plant efficiency of 23 major district energy providers and analysed their emission reduction potential.

RESULTS

1. District Energy Operation in South Korea

District energy that includes heating, cooling, power generation distributed from a central source can be divided into residential/commercial and industrial use by its consumers and main fuel. There were differences clearly between the two types of district energy businesses in South Korea and the table below describes district energy operation in 2014 in South Korea. Power to heat ratio means electricity generation per heat production.

Table 1. District energy operation in South Korea (2014) [3]

<table>
<thead>
<tr>
<th>Type of district energy</th>
<th>Number of district energy provider</th>
<th>Heat produced, Tcal</th>
<th>Electricity generated, GWh</th>
<th>Average power to heat ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>For residential and commercial use</td>
<td>31</td>
<td>20,736</td>
<td>16,063</td>
<td>1.34</td>
</tr>
<tr>
<td>For industrial use</td>
<td>29</td>
<td>56,135</td>
<td>11,941</td>
<td>0.14</td>
</tr>
<tr>
<td>Total</td>
<td>60</td>
<td>76,871</td>
<td>28,004</td>
<td>-</td>
</tr>
</tbody>
</table>
1-1. Fuel Sources in district energy

District energy for residential and commercial use must be placed near the village where home and commercial buildings are and supply heat and power. Those district energy plants has the main characteristic that usually burning natural gas emits relatively lower air pollutant as the air around the village should be cleaner by more strict air pollution control act. As a result of actual research, the sources of district energy for residential and commercial use in South Korea in 2014 were natural gas (92.6%), heavy oil (5.9%), landfill gas (0.8%), wood chip (0.6%) and kerosene (0.1%) in 13 major providers. On the other hand, District energy plants for industrial use produce hot and high pressure steam for factories in the industrial park. As its purpose is different to the plants above, most of these district energy plants prefer cheaper fuel price due to the competitive productivity of those factories. The sources of district energy for industrial use in South Korea in 2014 were bituminous coal (81.7%), heavy oil (8.8%), natural gas (3.5%), petroleum coke (2.2%), and fuel gas (2.05%) in 10 major providers.

2. Influence on GHG emission reduction by district energy supply

In 2013, emissions of greenhouse gases (CO₂, CH₄, N₂O, HFCs, PFCs, SF₆) by the electricity & district energy sector in South Korea were 267,859 kilotons which contributes about 38% of national emissions of greenhouse gases. The separate emissions of greenhouse gases of district energy sector were 19,286 kilotons, or about 2.8% of national emissions of greenhouse gases. However 19,286 kilotons were emit by only 23 major district energy providers not all of 60 providers because it was only obligatory whom emit the greenhouse gases over 50,000 metric tons a year to assess and report on their emission in South Korea. As the emissions of rest of those district energy providers were negligible, we only covered 23 major district energy providers for this study. The emission was reported in accordance with Korea Greenhouse Gas & Energy Target Management Scheme which applies IPCC emission factor and national emission factor depends on the size of emission from an installation.

Although the energy consumption of district energy for residential and commercial use is higher than industrial use, the greenhouse gas emission is lower as its main source is natural gas which emit less greenhouse gases than coal.

### Table 2. GHG emission in power & district energy sector in South Korea

<table>
<thead>
<tr>
<th>Sector</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>District Energy (A)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residential and commercial use</td>
<td>7,491</td>
<td>8,382</td>
<td>8,442</td>
</tr>
<tr>
<td>Industrial use</td>
<td>10,596</td>
<td>10,489</td>
<td>10,844</td>
</tr>
<tr>
<td>Total</td>
<td>18,087</td>
<td>18,871</td>
<td>19,286</td>
</tr>
<tr>
<td>Power (B)</td>
<td>233,406</td>
<td>239,534</td>
<td>248,573</td>
</tr>
<tr>
<td>Power &amp; District Energy (A+B)</td>
<td>251,493</td>
<td>258,405</td>
<td>267,859</td>
</tr>
</tbody>
</table>

2-1. Carbon intensity

To compare the carbon intensity with a various type of conventional power plants, we calculated carbon intensity of district energy plants for electricity generation which is the common product of a various type of CHP plants. To calculate the carbon intensity, we collected annual data such as GHG emission, electricity generation and heat production of 23 major district energy providers from 2011 to 2014. Both of allocation method, Power Bonus Method and Alternative Generation Method were applied for the allocation of greenhouse gas emission from 2011 to 2014. The efficiencies for heat and power production of alternative plants directly affect to the proportion of allocated emission. Heat production efficiency value was 85% that assumed as an individual boiler for residential use fired by natural gas. We estimated 41.9% of power generation efficiency value by calculating weighted average of efficiencies from the amount of power generation of each power sources in South Korea. After determining the fraction of emissions for heat and power, we calculated carbon intensity by dividing allocated emissions into electricity generation.

\[
f_h = \frac{H}{\eta_{\text{heat}} + \eta_{\text{power}}}\]

(1)
\[
\eta_{alt \text{ heat}} = \frac{H}{\eta_{alt \text{ power}} \left( \frac{H}{\eta_{alt \text{ heat}}} + \frac{P}{\eta_{alt \text{ power}}} \right)}
\]

\(f_h\) : Allocation factor for heat, \(f_p\) : Allocation factor for power

\(\eta_{alt \text{ heat}}\) : Heat production efficiencies of producing thermal energy via an alternative plant

\(\eta_{alt \text{ power}}\) : Power generation efficiencies of producing power energy via an alternative plant

\(H\) : Heat production, \(P\) : Power generation

With the power bonus method the primary energy allocated to the electricity produced in the CHP-plant will be equal to the primary energy that would have been used to produce the electricity in an alternative production, usually the electricity that will be replaced by the electricity produced in the CHP-plant. [6] Primary energy factor of district heating is calculated according to (2).

\[
f_{P,DH} = \frac{\sum_i Q_{F,i} \cdot f_{P,F,i} \cdot W_{chp} \cdot f_{P,alt}}{\sum_j Q_{c,j}}
\]

\(f_{P,DH}\) : Primary energy factor for the district heating system

\(f_{P,F,i}\) : Primary energy factor of the i-th fuel or final energy input

\(f_{P,alt}\) : Primary energy factor of replaced electrical power

\(Q_{c,j}\) : Sum of the heat energy consumption

\(W_{chp}\) : Power generation of CHP plants

\(Q_{F,i}\) : Fuel input to the heating plants and to the CHP plant of the i-th fuel

\[
A_{heat} = \frac{f_{P,DH} \cdot Q_{c,j}}{Q_{1(tot)}}
\]

\[
A_{power} = 1 - A_{heat}
\]

Primary energy factor of district heating is calculated according to equation (2) then allocation proportion for heating can be calculated as in equation (3).

The average carbon intensity by electricity generation in district energy plants was 0.44 tonCO2e/MWh (tons of carbon dioxide equivalent per MWh) in case of Power Bonus Method. When we applied Alternative Method it was lower than Power Bonus Method, 0.43 tonCO2e/MWh. Especially in the case of the district energy for residential and commercial use, their carbon intensity were 0.35~0.40 tonCO2e/MWh which is a little higher or similar to gas fired combined cycle power plant. Besides of district energy, the carbon intensity by other energy sources was previously researched. [7]
Table 4. Cost assumption by GHG emission reduction technologies in Power & District Energy sector

<table>
<thead>
<tr>
<th>Technologies</th>
<th>Cost assumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>USC generation</td>
<td>Investment costs of USC generation are 38% more expensive than coal (bituminous) fired power plant</td>
</tr>
<tr>
<td>CCS</td>
<td>Investment costs are 3 times more expensive than coal (bituminous) fired power plant and fixed costs are 60%</td>
</tr>
<tr>
<td>Expansion of renewable energy power generation</td>
<td>Photovoltaic power generation: Compare to coal (bituminous) fired power plant, Investment costs are 490% and fixed costs are -50%. Windmill power: Compare to coal (bituminous) fired power plant, Investment costs are 82% and fixed costs are -54%. We assumed operation costs of both of power generation were none.</td>
</tr>
<tr>
<td>Expansion of CHP plants</td>
<td>Compare to coal (bituminous) fired power plant, Investment costs are 21% and fixed costs are -83%.</td>
</tr>
<tr>
<td>Reduction of heat loss during distribution</td>
<td>We assumed the cost for reduction of heat loss in distribution pipe as 0.1% of ($75 per Gcal) heat price for residential use.</td>
</tr>
</tbody>
</table>

2-2. GHG marginal abatement cost

The TIMES modelling tool was developed as part of the IEA-ETSAP (Energy Technology Systems Analysis Program) and we applied TIMES modelling tool to calculate the GHG marginal abatement cost of several technologies related to district energy. Since there haven’t been very specific prospect related to emission reduction technologies in the power & district energy sector, we set scenario bring in emission reduction technologies. The emission reduction technologies are Ultra-Supercritical (USC) generation, Carbon Capture and Storage (CCS), expansion of renewable energy power generation, expansion of CHP plants and reduction of heat loss during distribution.

Cost assumption for modelling is assessed by greenhouse gas emission reduction technologies in Power & District Energy sector as the table below.

We compared the cost and greenhouse gas emission of the expansion of CHP plants scenario to base scenario. Base scenario were based on the demand applied the second energy supply basic plan of South Korea government as well as the portion of each source of electricity generation. The greenhouse gas marginal abatement costs are calculated as a gap between costs of two scenarios per a gap between greenhouse gas emission ($/tonCO2e). As the quantity of each greenhouse gas emission reduction is based on the assumption not a specific plan, the quantity would be depends on the scenario. Therefore the quantity of emission reduction was not considered on this study.

2-3. GHG reduction potential in district energy

To access the integrated GHG reduction potential in district energy, we assumed that the same amount of heat and power from district energy plant were produced in individual heating and conventional power plant and compared the GHG emission. As two different type of district energy providers have dissimilar characteristics such as fuel and purpose of heating, we separately assumed and calculated for each district energy provider.

2-3-1. GHG reduction potential in district energy for residential and commercial use

Heat loss (10%) and power loss (1.6%) during its distribution were considered on this calculation. The amount of heat was calculated as ((Amount of heat sold by district energy * (1-heat loss)) / efficiency of individual heating) and electricity was calculated as ((Amount of electricity sold by district energy * (1-power loss)) / efficiency of individual heating) to apply to individual boilers and conventional power plants.

2-3-2. GHG reduction potential in district energy for industrial use

Heat loss during distribution would be zero for these providers as their customer mainly factories were placed very close to central energy source. We assumed 1.6% of Power loss. Also we compared to
coal fired power plant for electricity generation because their main fuel was coal. Calculation of amount of heat and power was same as above.

The GHG reduction potential of these district energy was 10.1% that lower than the GHG reduction potential for residential and commercial use (12.1%~41.8%) but it shows still there are reduction of the GHG emission.

Table 5. Assumption criteria by type of installation

<table>
<thead>
<tr>
<th>Type of installation</th>
<th>Efficiency of installation</th>
<th>Fuel</th>
</tr>
</thead>
<tbody>
<tr>
<td>District Energy</td>
<td>Actual GHG emission data</td>
<td></td>
</tr>
<tr>
<td>Power generation</td>
<td>43.1%</td>
<td>Coal (67%) Heavy oil (4%) Natural gas (29%)</td>
</tr>
<tr>
<td>(Fuel mixed)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power generation</td>
<td>49.1%</td>
<td>Natural gas (100%)</td>
</tr>
<tr>
<td>(Gas fired)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual boiler</td>
<td>85%</td>
<td>Natural gas (100%)</td>
</tr>
<tr>
<td>for residential use</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. GHG reduction potential in district energy for residential and commercial use by each scenario

<table>
<thead>
<tr>
<th>Type of installation</th>
<th>GHG reduction potential</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power generation</td>
<td>41.8%</td>
</tr>
<tr>
<td>(Fuel mixed) &amp; Individual heating for residential use</td>
<td></td>
</tr>
<tr>
<td>Power generation</td>
<td>12.1%</td>
</tr>
<tr>
<td>(Gas fired) &amp; Individual heating for residential use</td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Assumption criteria by type of installation

<table>
<thead>
<tr>
<th>Type of installation</th>
<th>Efficiency of installation</th>
<th>Fuel</th>
</tr>
</thead>
<tbody>
<tr>
<td>District Energy</td>
<td>Actual GHG emission data</td>
<td></td>
</tr>
<tr>
<td>Power generation</td>
<td>38.9%</td>
<td>Coal (100%)</td>
</tr>
<tr>
<td>(Fuel mixed)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual boiler</td>
<td>76.0%</td>
<td>Coal (83%) Heavy oil (8%) Natural Gas (10%)</td>
</tr>
<tr>
<td>for industrial use[3]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

CONCLUSION

Summarizing the study, Our result that TIMES modelling was applied indicates that CHP for district energy supply is more efficient and cost effective way in the emission mitigation as the GHG marginal abatement cost is minus (-). Also we assessed the comparison between the emission in district energy and the emission in conventional power plants & individual boilers. The emission reduction rate in district energy is found to be 10.1~41.8%. To deal with global action driven by post-2020 climate change agreement, district energy could be profitable and effective energy source in mitigation of emission.
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ABSTRACT

Combined heat and power (CHP) can increase electricity production efficiency and decrease global CO₂ emissions. Studies have shown large unrealised economic CHP investment potentials. An assessment of profitable CO₂ reduction based solely on net present value (NPV) implicitly assumes unlimited investment resources. This study analysed the impact of the assumption of unlimited/limited investment resources on the assessment of profitable reduction potential of global CO₂ emissions due to CHP investment. The correlation between changes in direct and global fossil CO₂ emissions was also analysed. This was done by evaluating alternative CHP and heat-only boiler investments in a district heating system. When investment resources were unlimited, NPV was used to determine whether an investment was profitable and to rank the profitability of the investment. When investment resources were limited, equivalent annual annuity ratio (EAAR) was used to rank the investment's profitability and determine whether its level of profitability was acceptable.

The results showed that the profitability ranking of an investment can change depending on whether investment resources are considered unlimited or limited. Moreover, an investment with positive NPV may be regarded as insufficiently profitable when investment resources are limited. This could have an important impact on profitable CO₂ reduction potential. Furthermore, when CHP investments are considered, local views on CO₂ emissions may be counterproductive for global CO₂ emission reductions.

INTRODUCTION

Combined heat and power (CHP) is advocated by the EU as a technique for increasing energy efficiency and thereby reducing fossil CO₂ emissions [1], [2]. Stankeviciute and Riekkola [3] found that the electricity output of profitable European CHP is potentially around 43 % greater than with existing CHP. Danestig et al. [4] found potential in Stockholm for profitable bio-fuelled CHP that was more than 100 % higher than the CHP production at that time. The existence of unrealised profitable energy-efficiency measures is often referred to as the energy-efficiency gap or paradox. As in the work of Stankeviciute and Riekkola [3] and Danestig et al. [4], studies on the assessment of profitable energy-efficiency potential are often based on the standard net present value (NPV) rule [5]. NPV is the net present value of the initial investment and all future changes in costs and revenues that are affected by the investment [6]. According to the standard NPV rule, all independent investments with positive NPV should be accepted in order to maximise a company's value [6]. Assessments of profitable energy-efficiency investments based solely on NPV implicitly assume that investment resources are unlimited, but in reality this is not always the case [7]. If investment resources are limited, the productivity of these limited investment resources should be maximised. Some discounting methods have been developed indicating how net cash flow relates to the investment cost, which can be used with NPV when investment resources are limited [7]. One method is to rank investments according to NPVR, which is the ratio of NPV to the initial investment (I₀) [6]-[8]. The alternative with the highest ratio is then considered the most beneficial investment. Swedish literature also includes the annuity of NPVR, here called the equivalent annual annuity ratio (EAAR) [7], [9]. EAAR measures the annual increase in value or the annual “interest” gained in addition to the cost of capital. The investment alternative with the highest value is considered to be the most beneficial. EAAR is suitable for repeatable projects [7].

The aim of this study was to analyse the way in which the assumption of unlimited or limited investment resources affects the assessment of profitable reduction potential of global fossil CO₂ emissions due to bio-fuelled CHP or heat-only boiler (HOB) investment in CHP-based district heating systems (DHS). The correlation between changes in direct and global fossil CO₂ emissions for investments in CHP or HOB in a CHP-based DHS was also analysed. This was done by evaluating alternative investments in a real investment decision case at a local energy utility, using two cash flow-based investment measures: NPV and EAAR.
Related work

Academics have offered different explanations for the energy-efficiency gap, such as asymmetric information, organisational barriers, split incentives and market failures [10]-[12]. Jaffe and Stavins define the energy-efficiency gap as the difference between actual and optimal use of energy [10]. They found that the economists’ economic potential is reached when “market failures in the market for energy-efficiency technologies” are removed, while the technologists’ economic potential requires high discount rates due to irreversible investments and uncertainty to be eliminated, inertia around the dispersion of new technologies to be overcome and any heterogeneity to be ignored [10].

A number of studies concerning energy-related investment decisions are based on the real options theory, which assumes that the irreversibility of an investment and the uncertainty of future prices of fuel or electricity, for example, can increase the value of postponing an investment [13]. Using ex-post data, Löfgren et al. [5] studied the impact of uncertainty in the future price of polluting fuel. They found that the price of the polluting fuel would need to be 2.7-3.6 times greater in order to trigger the realised investments according to the standard NPV rule [5]. Sundberg and Sjödin [14] conclude that companies applying different rates of interest when calculating the profitability of investment may prioritise differently between CHP and HOB. Wickart and Madlener [15] developed an economic model for handling “the decision-making problem under uncertainty”, taking volatile energy prices into account. They found that the standard NPV rule can be misleading when choosing between an investment in CHP or HOB since it does not consider uncertainties in policy measures or volatile energy prices. Investments often involve some kind of risk taking. Studies show that risk management can include the adjustment of discount rates or the adjustment of cash flow, for example [16], [17]. Another method of risk management that is sometimes used in practice is to apply safety margins, for example to EAAR [7]. The main contribution of the present study to this body of work is an analysis of the impact of the assumption of unlimited or limited investment resources on the assessment of profitable reduction potential of global fossil CO₂ emissions due to CHP investment in DHS. To the authors’ knowledge, this is an area that has not previously been studied.

BACKGROUND

The northern European electricity market

NordPool Spot AS (NPS) operates the common day-ahead electricity spot market in the Nordic and Baltic region, including Sweden. NPS and three other power exchanges use a single price-coupling algorithm to calculate day-ahead electricity prices and optimise the interconnectors within and between the countries of north-western Europe (NWE) (Fig. 1).

Shared data are used to calculate hourly bidding area prices, other reference prices and transmission flows between the bidding areas [20]. Electricity is traded for delivery each hour the next day. When producers and buyers have submitted their orders, hourly prices are calculated on the equilibrium point between the aggregated supply and demand curves [20]. The price at the equilibrium point reflects both the most expensive production source needed to balance the system and the highest price that buyers are willing to pay to meet their demand [21].

Bidding area prices are used to price electricity traded on the day-ahead electricity spot market. An hourly system price (SP), used as a reference price for financial contracts, is calculated for the NPS area, disregarding any transmission limitations (Fig. 2). The city of Linköping, where this case study takes place, is located in the Swedish bidding area Stockholm (SE3). The single price-coupling algorithm causes competition between electricity production within Sweden and electricity production in the other participating countries taking limitations in transmission capacity into consideration, resulting in import/export of electricity [22]. The extent to which the price at the equilibrium point for SE3 correlates with the short-term variable costs for coal condensing and gas-fuelled power plants is shown in Figure 2.

The European emissions trading system

The European emissions trading system (EU ETS) is an EU tool for meeting its commitments on GHG emissions reductions under the Kyoto Protocol. Companies are required to hand in EU allowances (EUA) equivalent to their emissions of fossil CO₂. Fossil fuels such as oil, coal and rubber waste require EUAs [26], [27].
reinvestment and maintenance of the Kraftvärmeverket CHP plant were debated and consideration given to increasing the reserve capacity for heat production. The present study used the bio-fuel based investment scenarios from the TvAB project, including cost and price assumptions and capital budgeting measures used by TvAB.

Annual district heating (DH) production in Linköping is about 1600 GWh and electricity generation in the CHP plants is about 350 GWh. The maximum heat demand is about 500 MW. The base for production of Linköping DH is energy recovery from household and industry waste at the Gärstadverket CHP plant, which at the time of this study had four boilers and two steam turbines (Table 1). During the TvAB project, the mid-merit production of heat took place at Kraftvärmeverket, an older CHP plant comprising three boilers jointly connected to three steam turbines (Table 1). In addition to the CHP plants, there are a number of oil-fuelled HOBs for peak and reserve purposes. The production strategy is that heat demand is always met, whereas electricity is produced when profitable. Electricity is sold on the NPS spot market. Electricity production is principally limited by the heat demand, but some production of condensing power is possible. Boilers fuelled by waste or biofuel are equipped with heat recovery by flue gas condensation (FGC) [30]. TvAB’s DHS is connected to that of Mjölby-Svarttadalen Energi AB (MSE) in Mjölby by a 30-km-long transit main. TvAB and MSE co-optimise their production on a daily basis and share the savings in production costs. At the time of the TvAB project, MSE’s base production of DH consisted of three bio-fuelled HOBs (Table 1), and it bought about 40 % of its total heat demand of just over 200 GWh/year from TvAB [30].

**METHOD**

**Economic optimisation of DHS**

Linköping DHS is optimised using an optimisation framework called MODEST [31]-[33], which is designed to model and optimise operations and investments in local and national energy systems. It can include many components and energy flows, from sources through conversion to demand. Linear programming is used to find the solution with the lowest present value of future system costs (FSC). FSC includes costs and revenues of operation for meeting a certain energy demand, by means of existing and new optional components, such as HOB or CHP. FSC also include capital costs for investments in new components. A flexible time division can be used to reflect yearly, seasonal, weekly and diurnal variations in input data, such as energy demand, capacities and prices. MODEST has been tested and applied to over 50 local Swedish energy systems in studies on, for example, CHP potential [4].
the impact of energy conservation measures [34] and the integration of ethanol production into a DHS [35].

In this study, MODEST was used to minimise the present value of FSC for a pre-determined heat demand at Linköping DHS. Essential input data were costs for investments, operations and maintenance, costs and income for economic policy instruments and prices of fuels and electricity, including annual real increases where relevant. Time was subdivided into 88 periods per year, reflecting variations in heat demand, electricity prices and boiler maintenance periods. Optimisations were made for a 20-year period. For the reference scenario, the DHS was modelled with existing plants only, resulting in optimal production of heat and electricity representing business as usual. For each investment scenario, the DHS was modelled with existing plants and one optional investment, resulting in an optimal size of investment and an optimal production plan for the DHS. The four investment scenarios included the following mutually exclusive optional investments:

S1: Replacement of the existing coal- (and rubber-) fuelled boiler and a turbine at the Kraftvärmeverket CHP plant with a bio-fuelled boiler and a new turbine

S2: Replacement of the existing oil-fuelled boiler and a turbine at the Kraftvärmeverket CHP plant with a bio-fuelled boiler and a new turbine

S3: Construction of a new bio-fuelled CHP plant

S4: Construction of a new bio-fuelled HOB plant.

The results obtained in this study were thoroughly checked against other calculations and real data for the DHS.

**Capital budgeting measures**

The financial solidity required by TvAB’s owner limited the total size of the company’s loans, thereby limiting available investment resources [30]. In addition to NPV, TvAB therefore also used relative investment measures such as EAAR to rank competing investments. Investments due to regulatory requirements and necessary replacement needs were prioritised first. Thereafter, investments due to profitability generally needed EAAR of 4-5% in order to be accepted at the time of the TvAB project. However, low-risk investments with EAAR of 2-3% could be accepted, while investments with high risk, e.g. uncertain contribution margin and long implementation time, needed EAAR of at least 6-8% [30]. In this study, NPV was used to determine whether an investment was profitable and to rank the attractiveness of an investment when investment resources were unlimited. When investment resources were considered limited, EAAR was used to rank the attractiveness of the investment and to determine whether the profitability of the investment was acceptable, i.e. sufficiently high.

\[
NPV = I_0 + \sum_{t=1}^{n} \frac{CF_t}{(1+r)^t} \tag{1}
\]

\[
EAAR = \frac{NPV}{I_0} \times \frac{1}{\frac{1}{(1+r)^n}-1} \tag{2}
\]

where \(I_0\) is the initial investment in period zero, \(CF_t\) is the expected net cash flow in period \(t\), \(r\) is the cost of capital (interest) and \(n\) is the lifetime of the investment.

MODEST presents an optimal (minimised) present value of FSC, before corporate taxes, for the reference scenario and each investment scenario. NPV is the decrease in the present value of the FSC that is achieved in the investment scenario compared with the reference scenario. Costs and revenues stated in MODEST results are used as input data when calculating NPV and EAAR, all after Swedish corporate taxes.

**Calculation of the net effect on global fossil CO\textsubscript{2} emissions**

The net effect of DHS changes on global fossil CO\textsubscript{2} emissions was estimated here using a general systems approach, as used by [4], [34], [36] for example. The net effect on global GHG emissions is defined as:

\[
\Delta GHG_{global} = \Delta GHG_{direct} - \Delta GHG_{avoided} \tag{3}
\]

where the direct net effect on local GHG emissions (\(\Delta GHG_{direct}\)) and the indirect net effect on GHG emissions avoided elsewhere (\(\Delta GHG_{avoided}\)) are defined as:

\[
\Delta GHG_{direct} = \sum_{k=1}^{f_k} \Delta F_k \times f_k \tag{4}
\]

\[
\Delta GHG_{avoided} = (\Delta E_{CHP} - \Delta E_{use}) \times f_E \tag{5}
\]

where \(\Delta F_k\) is the change in use of a specific fuel \(k\) for production of heat and electricity at the local DHS, \(f_k\) is the emissions factor for that specific fuel, \(\Delta E_{use}\) is the change in electricity use, \(\Delta E_{CHP}\) is the change in electricity production in the CHP plants in the local DHS and \(f_E\) represents the emissions factors of the replaced electricity production in the electricity system. In the present study only GHG fossil CO\textsubscript{2} was considered.
Assumptions and limitations

There are different opinions on how the use and production of electricity affect global warming [37]. It was assumed that the future electricity market in northern Europe will work as it does today, with marginal electricity production consisting of the most expensive electricity production needed to balance the system. This was an important assumption in the present study.

Here, the cap on the EU ETS [26], [27] was not considered to be rigid in the long term due to the risk of carbon leakage and future political decisions [37], [38]. It was therefore assumed that reductions within the EU ETS would contribute to the reduction of global GHG emissions.

Biomass is a limited resource. However, CHP with FGC is a very efficient method of utilising biomass. In this study, it was assumed that CHP is the best energy use for biomass.

| Table 2. Assumed costs for challenged boilers and the optional investment of each scenario [25], [30] |
|--------------------------------------------------|---------------------------------|-----------------|---------|
| Investment costs                                | Operation and maintenance       |                   |         |
| [k€/MW\(_{\text{steam}}\)] | [€/MW\(_{\text{steam}}\) and year] | [€/MWh\(_{\text{steam}}\)] |         |
| Coal-fuelled boiler                             | -                               | 16.2             |         |
| Oil-fuelled boiler                              | -                               | 11.7             |         |
| S1                                               | 650                             | 26.5             | 1.9     |
| S2                                               | 650                             | 26.5             | 1.9     |
| S3                                               | 950                             | 20.9             | 1.9     |
| S4                                               | 40                              | 29.9             | 2.2     |

Input data

All input data were retrieved from the TvAB project. All costs and prices given in this study are 2010 values using an exchange rate of € 0.1 / 1 SEK.

By using much of the existing infrastructure in the old plant, lower initial investments costs were assumed for S1 and S2 compared to S3 (Table 2).

Furthermore, it was assumed that all bio-fuelled boilers are equipped with FGC and, due to a lack of space, the maximum capacity of replacement boilers for the old CHP plant (S1 and S2) was limited to 100 MW\(_{\text{steam}}\). The power-to-heat ratio was assumed to be 0.5 for S3 and 0.4 for S1 and S2. The investment cost for oil-fuelled HOBs, a value needed to make the scenarios equivalent regarding available heat production capacity for peak and reserve purposes, was assumed to be € \(1 \times 10^5\) / MW\(_{\text{heat}}\). The lifetime of all optional investments was assumed to be 20 years and a nominal bank interest rate of 6 % was used for optimisations. Assumed prices of fuels and financial control mechanisms are shown in Figure 3 and Table 3 [30].

Emission factors used for fuels in this study were 0 kg CO\(_2\)/MWh for bio, 327 kg CO\(_2\)/MWh for coal, 274 kg CO\(_2\)/MWh for oil and 204 kg CO\(_2\)/MWh for natural gas [41]. In a sensitivity analysis of replaced electricity production, two alternative technologies of future marginal electricity production were assumed: coal-fuelled or natural gas-fuelled plants, with efficiency of 46 % and 58 % respectively, which is representative of plants being built now [25]. This results in emission factors of 711 and 352 kg/MWh electricity respectively for these plants. Figure 4 shows the assumed electricity prices for all days, except five winter days per year when prices are assumed to peak at € 89/MWh for ten hours each day and € 169/MWh for one hour each day [30].

RESULTS AND DISCUSSION

Studies using NPV only when assessing profitable CO\(_2\) reduction potential through CHP investments implicitly assume unlimited investment resources. In reality, however, investment resources are not always regarded as unlimited. This study analysed how the assumption of unlimited or limited investment resources affected the assessment of profitable reduction of CO\(_2\) emissions by evaluating CHP and HOB investments in a DHS at a local utility using two cash flow techniques.
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Figure 4. Assumed prices of electricity, except for peak days. Annual real increase assumed to be 1.5 % [30]

Table 4. Initial investment (I₀) and capacity of new boiler for each scenario

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>69.4 (64.5)</td>
<td>100</td>
<td>56</td>
<td>49</td>
</tr>
<tr>
<td>S2</td>
<td>74.4 (64.5)</td>
<td>100</td>
<td>130</td>
<td>99</td>
</tr>
<tr>
<td>S3</td>
<td>93.8 (93.8)</td>
<td>99</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S4</td>
<td>17.1 (9.6)</td>
<td>24</td>
<td>0</td>
<td>75</td>
</tr>
</tbody>
</table>

*Investment costs in brackets do not include the costs of additional oil-fuelled HOBs

The optimal investment for each scenario, the investment that gives the lowest present value of FSC for the DHS, is presented in Table 4. Based on the assumptions made, similar boiler capacities were reached for all three CHP scenarios (S1-S3). However, the boiler capacities for replacing boilers (S1 and S2) were limited to 100 MW due to a lack of space and would otherwise have been higher. The replacement scenarios (S1 and S2) had lower initial investments than the new bio-fuelled CHP (S3) since the existing building and much of the auxiliary equipment could be reused in the replacement scenarios. This was not outweighed by the costs for additional oil-fuelled HOBs with which the replacement scenarios were burdened in order to make the scenarios equivalent with regard to available heat production capacity for peak and reserve purposes. When the optional investment was a bio-fuelled HOB (S4), the optimal bio-fuelled boiler capacity was comparatively low. The owner of this DHS deemed that it was impractical to handle such a small HOB given the size of the changes in heat demand [30].

The base production of heat with waste-fuelled CHP was the same in all scenarios (Fig. 5). For the CHP scenarios (S1-3) the mid-merit production was similar, although the replacement scenarios (S1 and S2) had a slightly higher heat production capacity from the replacing bio-fuelled CHP due to the lower power-to-

heat ratio compared to S3. However, the peak production of the CHP scenarios differed since S1 and S2 comprised the replacement of the coal-fuelled and oil-fuelled CHPs respectively. In addition, the order of priority for MSE bio HOBs was affected in all CHP scenarios due to limitations in the capacity of the transit main. The production of S4 with the new bio-fuelled HOB was similar to the reference scenario. However, the new bio-fuelled HOB increased the total capacity of bio-fuelled HOBs, decreasing the operation time of the oil-fuelled CHP and oil-fuelled HOBs.

The change in electricity production for each scenario (Fig. 6) compared to the reference scenario (325.5 GWh/year) was used when estimating avoided CO₂ emissions. All CHP scenarios (S1-S3) increased total electricity production by the DHS. The new bio-fuelled CHP (S3) generated the greatest increase in electricity production due to a higher power-to-heat ratio and because no existing CHP capacity was replaced. In contrast, a new bio-fuelled HOB (S4) replaced some of the heat production of existing CHPs, thereby decreasing total electricity production by the DHS.

When investment resources were considered to be unlimited, NPV was used to determine whether an investment was profitable and to rank the investments. The replacement of the existing oil-fuelled CHP (S2) was the preferred investment since it had the highest NPV, although it was just 1.6 % higher than the new bio-fuelled CHP (S3) (Fig. 7). The negative NPV for the new bio HOB (S4) is noteworthy. Although this bio-fuelled HOB had a lower present value of FSC before corporate taxes than the reference scenario, NPV dropped below zero when Swedish corporate taxes were considered.

When coal-fuelled electricity was replaced, the greatest total global reduction in CO₂ came from the new bio-fuelled CHP (S3) (Fig. 7), correlating with the greatest increase in electricity production in the DHS (Fig. 6). The same applied when natural gas-fuelled electricity was replaced, but less clearly.

However, based on the EAAR measure used to complement the NPV result when investment resources were limited, the most profitable investments were the two replacement scenarios (S1 and S2) (Fig. 8). EAAR of these investments was almost 30 % higher than EAAR for investing in a new bio-fuelled CHP (S3). EAAR of the bio-fuelled HOB was negative since it had a negative NPV.
Emissions reduction per euro invested is of interest when investment resources are considered limited. Here, both replacement scenarios (S1 and S2) gave a higher reduction per euro invested than the new bio CHP (S3) (Fig. 8) due to the high initial investment of the new bio-fuelled CHP (S3). The replacement of the coal-fuelled CHP (S1) had the highest global reduction effectiveness when replacing coal-fuelled electricity production. When natural gas-fuelled electricity production, which has a lower emissions factor than coal-fuelled electricity production, was replaced, the replacement of the coal-fuelled CHP (S1) and the HOB alternative (S4) were approximately equal in terms of global reduction per euro invested. Finally, when only direct reduction was considered (which is equivalent to assuming that electricity production with zero CO₂ emissions is replaced), then the new bio-fuelled HOB (S4) produced the greatest emissions reduction per euro invested (Fig. 8).

Thus if investment resources are unlimited, in this case study the replacement of the oil-fuelled CHP (S2) was the preferred investment. The new bio-fuelled CHP was a good runner-up and would also result in a greater reduction in global CO₂ emissions. On the other hand, if investment resources are limited, both replacement alternatives (S1 and S2) would clearly be preferred over the new bio-fuelled CHP (S3), both from a profitability perspective and when considering global reduction effectiveness. The replacement of the coal-fuelled CHP (S1) had the highest global reduction effectiveness.
However, an investment with positive NPV may not necessarily be considered sufficiently profitable to be implemented when investment resources are limited. Uncertain price forecasts and long implementation times entail greater risk for the investments included in this study, whereby EAAR of at least 6-8 % would be required by the owner of the DHS. With EAAR of 4.2-5.4 %, it is less likely that any of these CHP alternatives would be accepted as an investment and therefore less likely that the associated CO₂ emissions reductions would be achieved.

The correlation between changes in direct and global fossil CO₂ emissions was also analysed. One important assumption of this study was that the electricity market in northern Europe would work as it does today, with marginal electricity production consisting of the most expensive production needed to balance the system. Two alternative technologies of future marginal electricity production were assumed: coal-fuelled and natural gas-fuelled plants. Changes in direct emissions from the DHS system and the investment’s effect on global CO₂ emissions were calculated. Based on the assumptions made, the results showed that investment in a bio-fuelled CHP (S1-3) in a CHP-based DHS could reduce global CO₂ emissions more than direct emissions when electricity from coal-fuelled or natural gas-fuelled electricity production was replaced. Between 15 and 41 ktonne of CO₂ reduction per year could take place outside Sweden. They also showed that investment in a bio-fuelled HOB, when introduced to a CHP-based DHS, could reduce global CO₂ emissions less than direct emissions would be reduced. When investments in CHP or in measures that affect production in existing CHP are considered, a local view of direct and global emissions showed that when investments in CHP or in measures that affect production in existing CHP are considered, a local view of direct and global emissions showed that when

**CONCLUSIONS**

Based on the assumptions made, the results showed that the profitability ranking of investment alternatives can differ depending on whether investment resources are considered to be unlimited or limited. Furthermore, the results indicated that this difference in ranking could bring about a smaller reduction in global CO₂ emissions when investment resources were considered to be limited than when they were considered to be unlimited. Investments that are profitable according to the NPV rule may, however, not be implemented at all since they are not necessarily considered to be sufficiently profitable when investment resources are regarded as limited. Consequently, whether investment resources are assumed to be unlimited or limited can have a significant impact on the assessment of profitable global CO₂ reduction potential.

Information about whether investment resources are assumed to be unlimited or limited, as raised by Stankeviciute et al. [3], is therefore of interest when presenting an assessment of profitable CO₂ reductions, since this can affect the conclusions drawn. If assessments are based on the assumption of unlimited investment resources, relevant information regarding prospective investments could be provided if, for example, a method indicating how net cash flow relates to investment costs for the prospective investments were included. Alternatively, basic information on assumptions about cost of capital (interest), lifetime and estimated NPV and investment costs, for example, is vital.

The analysis of the correlation between the abatement of direct and global emissions showed that when investments in CHP or in measures that affect production in existing CHP are considered, a local view on CO₂ emissions could be counterproductive to the reduction in global CO₂ emissions. This could be an important factor to take into consideration, for example when developing climate goals for municipalities, nations or other geographical areas.
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ABSTRACT

To rapidly develop sustainable energy systems is crucial for the whole society’s transition towards sustainability. System efficiency and reduced climate impact are important parts of this. Swedish district heating systems are fairly well developed and mainly based on non-fossil fuels. Increased use of district heating is therefore considered as a way to phase out fossil energy for heating purposes. Furthermore, the increased use of district heating provides a basis for further combined heat and power production. Considering that coal condensing is the marginal production of electricity in Europe, enhanced use of district heating leads to even greater reductions of global carbon dioxide emissions when considering an energy system with combined heat and power production.

The aim of this paper is to study system impact of increased demand of district heating by analyzing a collaboration on heat supply between the local energy supplier of Ludvika in Sweden and a nearby mine. The heating demand of the mine is analyzed and the consequences of connecting the heat demand of the mine with the municipal district heating system is analyzed using the cost optimization model MODEST. The results show that when the heating demand of the mine is integrated with the local district heating production in the city of Ludvika, the overall energy system cost of the combined system of the energy utility and the mine is reduced with about 120,000 euro per year. The integration of the district heating system and the mine also leads to reduced emissions of global carbon dioxide.

INTRODUCTION

Energy systems of today significantly contribute to society’s unsustainable situation [1], [2]. In Europe electricity use has a distinct connection to high CO₂ emissions [3]. Energy efficiency measures (EEMs) to lower the use of electricity are therefore particularly interesting. The potential of reducing electricity use is especially high within industry [4]. In Sweden, per-capita use of electricity is among the highest in the world and a large part is used for processes that are not electricity specific, such as heating and drying. A likely explanation for such a high use is the historically low price of electricity [5]. Thus, both from a climate point of view and a more short-term economic point of view, there are good reasons for Swedish industries to make their use of electricity more efficient and, in some cases, to also convert from electricity to other types of energy carriers. There are also wider sustainability potentials from a systems perspective. Electricity-related EEMs in industry can free up electricity for vehicles, allowing for reductions of fossil fuels in the transportation sector. And most importantly, EEMs can pave the way for more renewable energy. With a more efficient use of energy, the total volume of renewables needed to replace current energy sources will be smaller and therefore easier to accomplish within sustainability constraints. Furthermore, the economic savings resulting from EEMs can be invested in development of renewables. Identification and implementation of EEMs should consequently be of great importance for Swedish industry in order to maintain its competitiveness as well as for society to promote sustainability in general. In the view of the high use of electricity in Swedish industries, energy audits have been performed in, e.g., industrial Small- and Medium-Sized Enterprises (SMEs). Generally, these studies show that there is a great potential for improved energy efficiency and that many of the identified measures would in fact be profitable (e.g. [6], [3], [7], [8]). For example, to study if and how Swedish industries can reduce their use of electricity and thereby change the relation between electricity and fuel, over 50 industrial SMEs in the Swedish municipalities of Oskarshamn, Örnsköldsvik, Ulricehamn, Borås and Vingåker were analysed. In the municipality of Oskarshamn, ten industrial energy audits were carried out in 2001 [6]. The municipalities of Örnsköldsvik, Ulricehamn, Borås and Vingåker were part of a pilot project of the programme “Sustainable Municipality”, financed by the Swedish Energy Agency. The energy audits were carried out during 2003-2004.
in about ten industrial SMEs in each of these municipalities [9], [10], [11]. The result of the study showed an average possibility to reduce the use of electricity within the range from 20% to 58%.

In the same way, previous studies have shown how cooperation on heat between an industry and a local district heating utility will lead to reduced system cost for the combined energy system [6].

The aim of this paper is to study system impact of increased demand of district heating by analyzing a collaboration on heat supply between the local energy supplier of Ludvika in Sweden and a nearby mine.

METHOD

The method used in this study consists of 2 different scenario calculations using the linear optimization program MODEST.

MODEST is an abbreviation of "Model for Dynamic Optimization of energy systems Time-dependent components and boundary conditions". MODEST is used to optimize the production of electricity, steam, heat and cold. The model calculates how the demand of energy should be met at the lowest cost taking into account variations in the short and long term when considering for example electricity prices and heating use. Other measures that can be modelled and studied with the MODEST model are consequences of more efficient use of electricity and conversion between electricity and heat.

The figure below shows schematically how MODEST is constructed by input, optimization and performance.

The optimisations aim to minimise the total system cost of supplying the demand for heat and steam by finding the most optimal types and sizes of new investments and the best operation of existing and future plants. The total system cost is calculated as the present value of all capital costs of new installations, operation and maintenance costs, fuel costs, taxes and fees. In this study the system is optimised over a period of 10 years and the capital costs are based on a discount rate of 6%. Each year in the optimisation model is divided into seasons, which are then divided into daily periods to give a total of 28 different periods during one year [12].

The method assumes perfect conditions where the capacity of the plants is available and the demand for district heating and electricity is known. It is vital to stress that MODEST is not primarily a tool for operational optimisation, even if such an optimisation can be done in an approximate manner. MODEST has also no other aim than total minimisation of cost such it is also vital to stress that the MODEST model has its limitations as for example:

- Hourly and daily operations are not the aim of the model, although every hour of the year could be reflected. Even faster or continuous fluctuations can, however, not be treated at all.
- Binary variable and mixed-integer linear programming included in the model. This means that start-up costs cannot be represented and minimum operation capacity consequently must be modelled manually.
- Investment costs are stated per output unit (SEK/MW). This is important to point out since smaller installations are characterized by higher cost per capacity than larger installations.

Further limitations within the MODEST model are described in [12]

CASE STUDY

In this paper the energy utility in Ludvika are studied together with a nearby situated mine, Blötberg. The energy utility in Ludvik, VB Energi (Västerbergslagen Energi AB), is owned by Vattenfall. The total production of heat is about 100 GWh annually.
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<table>
<thead>
<tr>
<th>Tabel 1 Ludvika energy system</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Boiler 1, pellets</strong></td>
</tr>
<tr>
<td><strong>Boiler 2, pellets</strong></td>
</tr>
<tr>
<td><strong>Flue gas condensor</strong></td>
</tr>
<tr>
<td><strong>Accumulator</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tabel 2 Scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scenario BAU</strong></td>
</tr>
<tr>
<td><strong>Scenario COOP</strong></td>
</tr>
</tbody>
</table>

The heat demand of the mine Blötberget has been estimated to 6,4 GWh [13].

To study a collaboration on heat supply between the local energy supplier of Ludvika and the nearby mine Blötberget a model of the analysed energy system was designed using MODEST. Two different scenarios were analysed; (1) scenario BAU describing the existing energy system where the energy system of the municipality of Ludvika is not connected with the mine, and (2) scenario COOP which analyses the consequences of cooperation on heat supply between the mine and Ludvika district heating system.

RESULT

Analyzing the result from the two modeled scenarios gives possibilities to compare the system cost for the existing system and the combined system. Analyses show that when the two systems are not connected (scenario BAU) the total system cost for satisfying the heat demand of the mine and of the municipality of Ludvika is about 26 MEUR for the studied period of ten years.

When modelling a cooperation on heat, i.e when there is a pipeline connecting the district heating system of Ludvika with the mine (scenario COOP) the corresponding system cost is about 25 MEUR for the studied period of ten years. This indicates that building a pipeline that connects the two energy system will lead to a more resource efficient use of energy and thus lower the joint system cost with about 120,000 EUR per year.

Connecting the two system will also lead to lower emissions of carbon dioxide. When connecting the heat system of the mine with the local district heating system the heat demand for the mine will be supplied by heat from Ludvika district heating system. This will lead to a more resource efficient energy system compare to when the mine has its own production of heat from local placed boilers.

CONCLUDING DISCUSSIONS

In a future sustainable energy system with high percentage of renewable energy source and in the same time low and volatile electricity price it will be of even greater importance to find measures that will support a full balanced energy system. More efficient use of electricity and conversion between electricity and district heating will play an important role. Increased use of district heating in combined heat and power (CHP) system will consequently lead to higher possibilities to increase the production of electricity. This gives CHP and district heating a prominent role in the design of a secure and fully balanced energy system.

In this study the effects of collaboration on heat demand between a municipal energy system and a nearby mine are analysed. Combining the two energy system will increase the heat load for the municipal district heating system. The result show that when these two separated energy system of the mine and of the municipality are connected in a way that there is a collaboration on heat, the total system cost will be reduced which indicates that it is more resource efficient to concentrate the production units on one geographic place compared to two having to different production sites.

The increased use of district heating will also open up possibilities to invest in a combined heat and power plant for the municipal energy system. This concludes that the suggested cooperation on heat will not only reduce the total system cost but also give possibility to produce electricity.

To further study the consequences of similar cooperation on heat different energy market scenario with variations regarding for example policy instruments and fuel prices needs to be analysed. In the same way it is recommend for further study how alternative solutions for the heating demand of the mine will effect a future cooperation on heat.
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ABSTRACT

Many papers have been written over the last years addressing the potential of decentralized solar thermal systems in District Heating Networks (DHN), assuming that the network can be used as a virtual storage so that prosumers can release excess solar energy into the network and use it later when it is needed.

When looking at the district heating systems in detail, many questions still remain unanswerered. Is it possible to feed in all the surplus solar energy into the net? How does the solar input affect the network and the other prosumers? Is it sensible from the energy balance perspective? We have studied an existing DHN in an attempt to answer these questions.

A simulation model of the DHN in the Southern German city quarter Ludwigsburg-Sonnenberg was developed and extended to include decentralized feed-in of heat from solar thermal collectors to evaluate their potential contribution to network demands. It could be shown that prosumers supply during summer period significantly more heat than they demand, so that the thermal network could operate as an autonomous micro-grid.

By comparing the amount of electrical pumping energy that is needed to feed heat to the DHN with usable solar thermal energy, the benefit ratio of feeding heat into the DHN can be quantified.

INTRODUCTION

The present paper forms part of a larger research project investigating the intelligent management of an existing heating network.

The main objective of this project is the simulation of the integration of distributed renewable heat sources in the existing district heating network of Ludwigsburg-Sonnenberg and its extensions.

Among other possibilities contemplated within the project, this paper studies the integration of distributed solar heat generation and local storage in the new branch of the DHN, which will be built to feed a planned extension of the district (shaded area in Figure 1). The new buildings to be constructed will become prosumers as they will be able to “consume” energy from the net as well as “produce” renewable energy for self-consumption or feeding into the net thanks to a solar thermal system.

The term “prosumer” is already used in the power sector [1],[12], and in recent years, starts to be also used in the thermal energy sector [2],[3],[9],[10],[11],[16], although we do acknowledge that this terminology is incompatible with the first law of thermodynamics.

BACKGROUND

Some papers have been written over the last years addressing the potential of decentralized energy systems in DHN as well as some of the possible technical problems that this connection could provoke.

Excess energy has first been discussed for the industrial sector in terms of the thermal energy contribution to DHN [13],[17].

More recently the concept has been extended to the residential sector.

An interesting overview of the state of the art includes distributed solar energy in DHN in combination with seasonal storage or using heat pumps [9]. The influence of excess heat production with seasonal storage has also been analysed [14].

Others investigate the benefits of local thermal storage for direct utilisation of heat from solar collectors in a dwelling connected to a DHN, but with no injection into...
The impacts of feed-in to the net have also been studied, in particular how the temperatures, pressure or flow rates and velocities can be affected by the introduction of small scale prosumers into the DHN [9]. But these past studies tend to treat the network as an ideal storage facility without constrains on capacity or dynamics, so that prosumers can release excess solar energy into the network and use it later when it is needed [2],[3],[7],[14]. This idealisation may lead to optimistic results especially for the warm seasons.

Thus, this study takes into account the possible thermal saturation of the net by simulating it together with the prosumers.

The simulation software INSEL8.2 [8] has been used to dynamically model the net thermodynamics [4], as well as the thermal (but not hydraulic) behaviour of the prosumers. The weather and the heat demand of the prosumers are considered as inputs to the model.

CASE STUDY AND MODEL DESCRIPTION

Geographical area and heat demand

Ludwigsburg is a city located in Baden-Württemberg in the South-west of Germany. Annually, this temperate region receives around 1.2 MWh/m² solar irradiation (Figure 2).

The city quarter Ludwigsburg-Sonnenberg, where the new residential area extension will be built, is mainly composed of dwellings that are connected to a 1.1 km long DHN that operates between 40°C and 70°C, supplied by a cogeneration engine (235 kW thermal) and a heat pump (200 kW thermal) with vertical geothermal heat exchangers.

An existing heating network branch in Sonnenberg, close to the new area has been selected to be modelled so that the obtained solar thermal potential can be extrapolated to the new area.

The selected branch has two different kinds of dwellings, five single-family and two multi-family houses (SFH and MFH respectively). Most are constructed according to the current energy saving standards, here denominated class 100 of the German financing institution KfW, but SFH1 is a passive house and SFH4 is class 55. This means that these buildings have a lower heating demand, around 20% and 55% of the upper permissible limit.

The dwellings have been numbered in the same order as they are connected to the DHN, first the five SFH and last the two MFH. Upstream of the SFH1 can be found the central heat source SFH1 can be found, which can deliver heat to the other nodes.

The space heating demands of the dwellings has been simulated using EnergyPlus [6] and the DHW demand with DHWcalc [15] using local Test Reference Year [5] weather data. Both demands together have been compared with the annual consumption during two different years measured and provided by the energy supply company of Ludwigsburg, from which a good match has been confirmed (Figure 3).

The only exception is SFH1. Taking into account that in passive houses the inhabitants’ behaviour plays a much bigger role, the mismatching may be induced by
this fact. Nevertheless, this paper does not go deep into the demand simulation, so the obtained results have been considered good enough for the study especially when considering that in absolute terms the demand of SFH1 is only about 3% of the total demand. These demands, together with the weather file are the main inputs of the model.

Figure 4 shows the daily resolved annual demand for both DHW of 22 kWh/m² annual and space heating of a multi-family house (MFH).

During the winter, the space heating demand dominates, while in summer there is only DHW demand.

**The solar systems**

In these buildings a solar thermal system was simulated with two different configurations, one for SFH and another for MFH (Figure 5 and Figure 6 respectively).

The main difference between them lies in the presence of a second storage tank with an intermediate heat exchanger in the case of MFH.

The same components of the system were selected for all dwellings. Table 1 and Table 2 show the simulation parameters of the collectors and tanks.

The primary storage tank volumes depend on the case, but the secondary tank ones are always 0.5 m³.

![Figure 5. Solar thermal system for SFH](image)

![Figure 6. Solar thermal system for MFH](image)

**Table 1. Solar thermal collector data**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude (UTM)</td>
<td>48.77</td>
</tr>
<tr>
<td>Inclination of solar collector</td>
<td>30</td>
</tr>
<tr>
<td>α₀ at normal incidence</td>
<td>0.644</td>
</tr>
<tr>
<td>Linear heat loss coefficient</td>
<td>2.247</td>
</tr>
<tr>
<td>Quadratic heat loss coefficient</td>
<td>0.015</td>
</tr>
<tr>
<td>IAM</td>
<td>0.9</td>
</tr>
</tbody>
</table>

**Table 2. Storage tank data**

<table>
<thead>
<tr>
<th>Fluid</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall heat loss coefficient</td>
<td>0.5</td>
</tr>
<tr>
<td>Ambient temp. around tank</td>
<td>8</td>
</tr>
</tbody>
</table>

The heat exchangers used in the solar systems as well as those connecting to the network are counterflow, with an overall heat transfer coefficient of 3 kW/K.

Those connected to the network have a pressure loss of 200kPa on the primary side.

Finally, a control system for pumps and valves with the following strategy has been included:

- Whenever the radiation is high enough, the solar collector pumps start working to feed the tank.
- If the tank is full (of energy), its energy is supplied to the net.
- If the tank is empty and the solar input is insufficient, the deficit is supplied from the net.
- The pumps or valves on the demand side work whenever there is a corresponding demand.

**The scenarios**

Our modelling scenarios are based on the characteristics presented in Table 3. Apart from the reduction factor (Rᵢ), which indicates the energy standard as a percentage of the legal requirements (KfW value or the passive house standard), two other criteria have been defined: the reference heated area ratio (RAR) and the maximum solar area.

System dimension are similar for all dwellings of the same type, but take into account the reference heated area ratio as well as the construction type. So, the solar area for each dwelling \( i \) is calculated as in (1):

\[
A_{\text{coll}}^i = A_{\text{coll}}^{\text{ref}} \cdot \frac{R_i}{100} \cdot RAR
\]

Moreover, we assume that no more than half of the roof area is available for installation of solar collectors.
In all cases we considered a solar volume flow rate of 54 l/(hm²), and the following control constraints:
- Maximum solar collector temperature: 100 °C
- Maximum tank temperature: 97 °C
- Temperature to feed the net: 83 °C
- Minimum irradiance for starting solar pumps: 150 W/m²

RESULTS

The first interesting output from the study is that, even though the solar energy collected increases with the solar area and also with the tank volume this does not necessary lead to bigger savings.

Figure 7 compares cases 1, 2 and 7, increasing the collector area but conserving the volume ratio.

Figure 8. Monthly mismatch

Different scenarios have been proposed to study the impact of the solar systems as shown in Table 4.

Case 1 is considered the base case, to which several modifications have been tested.

The effect of increasing the solar collector area is shown comparing cases 1, 2 and 7. Comparing cases 3 and 4 with case 1, the effect of modifying the storage tank volume is studied.

Cases 5 and 6 show the importance of modelling the district heating net together with the prosumers, so the effect of the saturation of the network can be taken into account. Case 5, is normally connected to the network and case 6 is connected to a network with infinite virtual storage.

The saturation of the network is one of the main issues found in the literature, where in most cases the network behaves as an infinite virtual thermal storage system. This idealisation normally leads to optimistic results.
It can be seen how the collected solar energy increases with the collector area, but from case 2 to 7 there isn’t substantial reduction in the imported energy. This is due to asynchronicity in periods with higher demand and higher solar energy conversion. (Figure 8).

A similar situation occurs when increasing the tank volume. Up to a certain point increasing the volume leads to an increase in the solar energy collected and a reduction of the imported energy. But if the volume is too big, the extra solar energy collected is mainly used to reach the operation temperatures. Also a higher volume means higher tank losses (Figure 9).

Furthermore, a bigger tank implies bigger losses and, therefore, more imported energy during winter time (Figure 10.).

Figure 11 shows the difference between imported and exported energy to the network, called here “net imported”.

As expected, this net imported energy is negative during the summer season, the magnitude depending upon the solar system capacity (the figure shows the results for the smaller and bigger systems considered in this study). The negative values mean that during those months the dwellings export more energy that they import from the net. This energy, as there is no storage considered in the network branch, is transformed into net losses or exported out of the branch to the main network. Nevertheless, this suggests that isolation of the branch is feasible.

Looking more closely, it can be observed that a storage facility in the branch is needed to actually carry out this disconnection. That is true especially at the extremes of the period (Case 4 in Figure 12) and not that pronounced for intermediate months (Figure 13). An increase of the total storage volume of the prosumers is another option but can increase demand for imported energy during winter as discussed before. Furthermore, seasonal storage in the branch could extend the period of disconnection.
Finally, Figure 17 how saturation of the net impacts on downstream neighbours. The more remote the dwelling from the starting point of the branch, the difference between the ideal exported energy of case 6 and the exported in case 5 grows. A bigger difference means the more difficult it is to export the energy into the net. This is due to the rise of the temperature of the return line. Every subsequent dwelling experiences a reduced temperature drop; reducing the capacity to export heat.

Table 5 and Table 6 summarise the main results from this study. The annual demand for all the cases is 311.1 MWh.

Figures 14 to 17 show the behaviour of the system with or without the idealisation of the network.

Figure 14 shows how including the thermodynamics of the net in the simulation (Case 5) results in a decrease of heat exported compared to the ideal case (Case 6). This leads to a reduction of the total solar energy that the system is able to collect, which is more prominent during the summer season (Figure 15 and Figure 16).

The energy consumed by the pumps has been calculated assuming that the pumps operate with a constant efficiency always, as the dynamics of the prosumer are not simulated. A correlation of the power of the pumps as a function of the mass flow has been extracted from a water pumps catalogue.

\[ E_p = \sum_i P_i \cdot h_i \]  

(2)

Where \( h_i \) are the hours of operation of each pump and \( P_i \) its power calculated with the correlation as in (3).

\[ P_i(W) = 7.897 + 35.104 \cdot \dot{m}_i (kg/s) \]  

(3)

The first column in Table 6 presents the energy savings that are calculated as the total demand minus the imported energy (it is assumed that the reference case is a consumer dwelling which has no internal system and takes all the needed energy from the net). Between 20 and 25% of the total demand can be saved by the solar thermal systems. As discussed before, the larger energy savings result from the larger solar area but with an adequate storage volume ratio. For example, case 3 has smaller savings because the volume ratio is too big.

The second column compares the specific solar energy collected. The values are in in general rather low, but they could be increased if the network had a storage facility to store the exported energy (compare cases 5 and 6).

Finally, two ratios are calculated and presented in the table. The first one is the specific energy used by pumps which gives an idea of how much electrical energy is needed for every kWh saved. The ratios are
The potential contribution of the solar systems is between 20% and 25% of the total demand, with specific auxiliary energy requirements lower than 7%.

### Table 5. Results summary 1

<table>
<thead>
<tr>
<th>Case</th>
<th>Collector area (m²)</th>
<th>Tank volume (m³)</th>
<th>Solar collected (MWh/a)</th>
<th>Heat imported (MWh/a)</th>
<th>Heat exported (MWh/a)</th>
<th>Net imported (MWh/a)</th>
<th>Net exported heat (MWh/a)</th>
<th>Pump for exporting heat (MWh/a)</th>
<th>All pumps consump. (MWh/a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>341.5</td>
<td>18.1</td>
<td>92.6</td>
<td>244.5</td>
<td>5.6</td>
<td>238.9</td>
<td>0.183</td>
<td>2.9</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>499.5</td>
<td>26.0</td>
<td>121.7</td>
<td>233.9</td>
<td>14.0</td>
<td>219.9</td>
<td>0.292</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>341.5</td>
<td>69.3</td>
<td>121.7</td>
<td>262.5</td>
<td>1.0</td>
<td>261.5</td>
<td>0.017</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>341.5</td>
<td>9.1</td>
<td>67.7</td>
<td>250.0</td>
<td>5.5</td>
<td>244.5</td>
<td>0.131</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>537.0</td>
<td>16.6</td>
<td>114.5</td>
<td>233.1</td>
<td>18.7</td>
<td>214.4</td>
<td>0.292</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>6 (ideal)</td>
<td>537.0</td>
<td>16.6</td>
<td>137.9</td>
<td>233.1</td>
<td>43.3</td>
<td>189.8</td>
<td>0.077</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>537.0</td>
<td>27.9</td>
<td>129.7</td>
<td>232.6</td>
<td>7.9</td>
<td>224.7</td>
<td>0.321</td>
<td>3.8</td>
<td></td>
</tr>
</tbody>
</table>

### Table 6. Results summary 2

<table>
<thead>
<tr>
<th>Case</th>
<th>Energy savings (MWh/a)</th>
<th>Specific solar energy (kWh/m²a)</th>
<th>FEp /FEs (%)</th>
<th>FEp / FEe (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>66.6</td>
<td>271.1</td>
<td>3.8</td>
<td>8.3</td>
</tr>
<tr>
<td>2</td>
<td>77.2</td>
<td>243.7</td>
<td>6.1</td>
<td>5.3</td>
</tr>
<tr>
<td>3</td>
<td>48.7</td>
<td>356.2</td>
<td>5.0</td>
<td>4.5</td>
</tr>
<tr>
<td>4</td>
<td>61.1</td>
<td>198.4</td>
<td>4.0</td>
<td>6.1</td>
</tr>
<tr>
<td>5</td>
<td>78.0</td>
<td>213.1</td>
<td>6.6</td>
<td>4.0</td>
</tr>
<tr>
<td>6 (ideal)</td>
<td>78.1</td>
<td>256.8</td>
<td>6.3</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>78.6</td>
<td>241.5</td>
<td>6.6</td>
<td>4.6</td>
</tr>
</tbody>
</table>

During the summer season, this contribution is high enough to enable the branch to be isolated for about three months (depending on the size of the solar thermal system). The period can be increased if a seasonal storage facility is added to the branch. Furthermore, the study indicates that bigger solar systems do not necessarily imply higher savings, mostly because of the asynchronicity in periods with higher demand and higher solar energy conversion. Again, seasonal storage in the net could help to increase the total savings for bigger systems.

Finally, the thermodynamics of the network must to be taken into account. When the network is not idealised, the influence of the first prosumers to the others is considered, as well as the total thermal capacity of the net, resulting in lower but more realistic values of exported energy.
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ABSTRACT

The present study conducts energy and exergy analyses on four different user-side thermal facilities of Korean district heating systems with different thermal configurations and operation conditions. Exergy analysis method is developed and applied to the field test results of the user-side facilities to calculate their exergy destructions and efficiencies. From the present exergy analysis results, the overall exergy efficiencies of Korean user-side thermal facilities are ranging within 50-70%, and the main exergy destructions are observed in the heat exchangers for residential heating and hot water supply.

INTRODUCTION

In Korea, district heating system are supplying thermal energy to 1.36 million households in many urban areas, and it is composed of cogeneration power plants producing thermal energy, thermal pipe networks transporting the thermal energy and user-side thermal facilities supplying end-users the thermal energy. Therefore, the thermal efficiency of the Korean district heating system can be improved by reducing energy losses of the three subsystems. The cogeneration plant and the thermal pipe networks have been being efficiently operated by the Korean District Heating Corp.(KDHC) as public-sector supplier. However, for past 30 years, the most of Korean user-side thermal facilities have not shown any significant technological advances in energy saving because they have been owned and operated by private-sector users. For this reason, there are growing R&D demands and concerns on high efficiency user-side thermal facility.

Exergy is known as very useful concept for analyzing available energy in thermal system and its analysis methods were applied to various thermal systems and showed remarkable energy saving effects[1,2,3]. Therefore, in order to reduce energy loss and improve thermal efficiency of Korean user-side thermal facility, exergy analysis method can be applied to investigate the locations and the magnitudes of energy losses of facility and used to find the methods for energy loss reductions.

In the present study, the exergy analysis method is developed and applied to investigate the operation and energy utilization status of four different user-side thermal facilities of Korea. Prior to exergy analyses on the Korean user-side thermal facilities, on-site measurements are made on the operation conditions of each facility component such as temperature, pressure and mass flow rate, and then exergy analysis method is applied to the measured results. From the present exergy analysis results, the locations and the magnitudes of exergy destruction/loss are determined and then component and overall facility exergy efficiencies are calculated.

CONFIGURATION OF KOREAN USER-SIDE THERMAL FACILITY

As shown in Fig.1, Korean user-side thermal facility is composed of two heat exchanger units where the thermal energy of heat source water supplied from the distribution network of KDHC is utilized for the residential heating and the hot water supply of households. The heat source water stream from the KDHC is distributed to two streams for residential heating(HX1) and hot water supply(HX2 & HX3) heat exchangers to heat up water streams recirculated through households. As can be seen in Fig.1, in residential heating heat exchanger(HX1), some part of supplied water(DHS) is bypassed and then mixed with returned water(DHR). Hot water supply heat exchangers(HX2 & HX3) are installed to reheat the temperature of returned water(HWR) upto the supplied water(HWS) and to preheat make-up water. It is noted that all the heat exchangers used in the Korean facilities are plate-types, and linked at three mixing points(MP1, MP2 and MP3). In addition to the above-mentioned heat exchangers, there are auxiliary components such as pumps, valves and flow meter equipped on water pipelines in the user-side facility.
EXERGY ANALYSIS METHOD

According to the theoretical formulation by Wu et al.[3], the specific flow exergy of open system is defined as

$$ e_x = h - h_\infty - T_\infty (s - s_\infty) $$

where \( h, s \) and \( T \) are specific enthalpy, entropy and temperature of water liquid, and subscript \( \infty \) stands for surrounding condition.

Applying and integrating the equation (1) from inlet to outlet of heat exchanger, total exergy variation(\( \Delta E_x \)) of water fluid for heat exchanger as open system can be determined as

$$ \Delta E_x = m C_p \left( T_o - T_i \right) - m v \Delta p $$

where \( m, C_p, v \) and \( T \) represent mass flow rate, specific heat and specific volume of water, and subscripts \( o \) and \( i \) mean outlet and inlet of heat exchanger.

Referring to Fig. 2, the energy effectiveness(\( \varepsilon \)) and the exergy effectiveness(\( \varepsilon_e \)) as heat exchanger performance indices[4] are defined as follows:

$$ \varepsilon = \frac{T_{h_i} - T_{h_f}}{T_{h_i} - T_{h_{\infty}}} = \frac{\text{actual energy transfer rate}}{\text{maximum possible energy transfer rate}} \leq \varepsilon_e $$

$$ R = \frac{\text{actual energy transfer rate}}{\text{maximum possible energy transfer rate}} $$

$$ \varepsilon_e = \frac{\text{exergy transfer rate}}{\text{net exergy input to facility}} $$

$$ \varepsilon = \frac{E}{T_{h_i}} , \quad \varepsilon_e = \frac{E}{T_M} $$

where \( \Delta p \) and \( \text{NTU} \) represent pressure drop and the number of transfer unit of heat exchanger, and subscripts \( c, h \) represent cold, hot streams of heat exchanger.

EXERGY ANALYSIS RESULTS

The present study considers four Korean user-side thermal facility models(A, B, C and D) with different configurations and operation conditions. Referring to Fig. 1, the models of A, B and D have no HX3, while the model C has HX3. Prior to the exergy analyses on four different Korean user-side thermal facilities, on-site measurements were conducted on the operation parameters of water streams in the facilities, temperature, pressure and mass flow rate. The present measurements were made at the outside conditions of

Figure 1. Process Flow Diagram of Korean User-side Thermal Facility

Figure 2. Typical heat transfer profile in a heat exchanger.
Based on the on-site measurement results, the present study conducts energy/exergy analysis on each flow element such as heat exchanger, valve or mixing point. After the energy/exergy calculation of each flow element, system exergy analysis is carried out to determine to overall facility exergy destruction/loss and efficiency. In calculating entropy and exergy of water from the measured data, the present study uses the IAPWS (The International Association for the Properties of Water and Steam) formulation[5].

Fig. 3 shows the magnitudes and the locations of exergy destruction/losses in the four facilities. Comparing the magnitude of exergy destruction/loss of each location in a facility, regardless of facility model, the exergy destruction in HX1 is much bigger than those in other locations. This means that the thermal efficiency reduction of facility would be influenced mainly by the inefficient operation of residential heating heat exchanger(HX1). As also shown in Figs. 4 and 5, HX1 is operated with very low energy or exergy effectiveness of 10−20% or 10−15%.

Table 1 summarizes the operation conditions of three heat exchangers in the four facilities. From the results of Table 1, it can be known that all the heat exchangers are operated at relatively low supply-return temperature differences, 6−24 °C, compared with the heat source water temperature difference, 46−56 °C. Table 1 also shows the most of residential heating heat exchangers(HX1) are operated with high by-pass ratio within 18−25%. These operation modes of the heat exchangers with low supply-return temperature difference and high by-pass ratio cause very low energy, exergy effectiveness or NTU.

### Table 1 Comparisons on the operation parameters of heat exchangers

<table>
<thead>
<tr>
<th>Description</th>
<th>Energy Effectiveness(%)</th>
<th>NTU</th>
<th>Energy Effectiveness(%)</th>
<th>Supply-return Temp. Difference(°C)</th>
<th>Bypass Ratio(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HX1</td>
<td>21.9</td>
<td>A</td>
<td>10.8</td>
<td>0.2590</td>
<td>10.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>10.0</td>
<td>0.1041</td>
<td>16.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>6.14</td>
<td>0.1027</td>
<td>11.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>9.69</td>
<td>0.1027</td>
<td>9.6</td>
</tr>
<tr>
<td>HX2</td>
<td>15.3</td>
<td>A</td>
<td>9.7</td>
<td>0.3877</td>
<td>6.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>9.6</td>
<td>0.1027</td>
<td>9.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>9.69</td>
<td>0.1027</td>
<td>9.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>9.69</td>
<td>0.1027</td>
<td>9.6</td>
</tr>
</tbody>
</table>

Table 1 shows the magnitudes and the locations of exergy destruction/losses in the four facilities. Comparing the magnitude of exergy destruction/loss of each location in a facility, regardless of facility model, the exergy destruction in HX1 is much bigger than those in other locations. This means that the thermal efficiency reduction of facility would be influenced mainly by the inefficient operation of residential heating heat exchanger(HX1). As also shown in Figs. 4 and 5, HX1 is operated with very low energy or exergy effectiveness of 10−20% or 10−15%.

### Table 1 Comparisons on the operation parameters of heat exchangers

<table>
<thead>
<tr>
<th>Description</th>
<th>Energy Effectiveness(%)</th>
<th>NTU</th>
<th>Energy Effectiveness(%)</th>
<th>Supply-return Temp. Difference(°C)</th>
<th>Bypass Ratio(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HX1</td>
<td>14.3</td>
<td>C</td>
<td>15.1</td>
<td>0.3154</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>10.5</td>
<td>0.1043</td>
<td>9.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>6.14</td>
<td>0.1027</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>9.69</td>
<td>0.1027</td>
<td>22.2</td>
</tr>
<tr>
<td>HX2</td>
<td>8.3</td>
<td>C</td>
<td>12.3</td>
<td>0.0873</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>7.85</td>
<td>0.1020</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>7.85</td>
<td>0.1020</td>
<td>7.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>7.85</td>
<td>0.1020</td>
<td>4.7</td>
</tr>
<tr>
<td>HX3</td>
<td>87.2</td>
<td>-</td>
<td>1.4001</td>
<td>50.7</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>6.14</td>
<td>0.1027</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>9.69</td>
<td>0.1027</td>
<td>22.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>6.14</td>
<td>0.1027</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>9.69</td>
<td>0.1027</td>
<td>22.2</td>
</tr>
</tbody>
</table>

Fig. 4. Energy effectiveness of heat exchanger

Fig. 5. Exergy effectiveness of heat exchanger

Fig. 6. Exergy efficiencies of component and system
Fig. 6 shows the comparisons on the component and the overall facility exergy efficiencies of the four thermal facilities. The exergy efficiencies of heat exchangers (HX1, HX2 and HX3) are within 36~70%, while all the mixing elements (MP1, MP2 and MP3) are operated with the high exergy efficiencies of 90~99%. The overall facility exergy efficiencies are within 53~67%. These comparison results also show that the overall facility exergy efficiencies are reduced mainly due to the inefficient operations of heat exchangers and the mixing elements have minor effects on overall facility efficiency.

CONCLUSION

Exergy analyses are made on four Korean user-side thermal facilities, and their analysis results are investigated to determine the magnitudes and the locations of exergy destructions/losses in the facilities. The present analysis results show that the main exergy destructions occur at the heat at heat exchanger units and overall facility exergy efficiencies are within 53~67%. The overall facility exergy efficiency can be improved by increasing the supply-return temperature difference and/or decreasing the by-pass ratio of heat exchanger.
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ABSTRACT
Fluctuating power production in combined heat and power (CHP) plants may cause unwanted disturbances in district heating (DH) systems, which leads to the situation that the best efficiency in CHP production is not achieved. DH -systems are often automated, however, supply temperature is still primarily chosen manually by the operator. This is because of the uncertain heat demand in near future and uncertain behaviour of delay from heat supplier to consumers, which make the temperature scheduling problematic.

In this work, future heat demand and return water temperature are predicted based on outdoor temperature forecast and process data history using neural network estimators. Consumers in network are presumed to be similar, but their distances from production site vary thus creating a distribution function of range. Delay is modelled as a distribution function based on the distances between heat consumers and the suppliers, which weights the supply temperatures from last few hours calculating the average supply temperature received by the consumers. The derived function models how the temperatures develop along the network, finally covering the entire network.

A brute force optimizer was developed to minimize both pumping costs and heat losses as well as to smooth temperature gradient originated thermal stresses. System delays are fixed during an optimization cycle, and after each cycle the delays are updated according to new system flowing rates and the optimization is recalculated. The resulting supply temperature curve is a discrete curve that cuts the heat load peaks by charging and discharging the energy content of the District heating network (DHN). Optimization keeps the supply water temperature and flow rates in control and stabilizes the network smoothly and efficiently after disturbances. Optimization is demonstrated by using case data of one year from a district heating system in Finland.

INTRODUCTION
Control of district heating systems (DHS) consists of pressure controls and temperature controls. Pressure controls regulate the pump stations to produce desired mass flow and pressure difference for DH customers. Dynamics of pressure transients are relatively rapid enabling the utilization of basic control methods. Transient dynamics of temperature behaviour along the network is related with the flow rate of DH water typically resulting to delays of several hours. Varying transport delay behaviour, estimation of heat consumption, and definition of optimal supply temperature are issues that have contributed for the current situation of low level of automation in temperature controls. For those reasons the supply temperature is usually set manually by operator according to the time of the day and the outdoor temperature.

With functional supply temperature controls the heat losses and pumping costs can be balanced to provide minimum running costs of the system. It also enables the utilization of DH network energy storage capacity to avoid temporary starts of supporting heat stations with significantly higher running costs. According to [1]…[5] the supply temperature is usually set too high if it is ran manually.

There are not many DHS applying advanced control methods to control supply temperature even though the subject has been studied a lot. Production optimization has been studied already in 1980s and [6] studied supply temperature optimization in early 90s. Temperature optimization is usually connected with the solution of the unit commitment and economic dispatch problems [5]. Other optimization methods are presented in [7]…[9]. Supply temperature can also be controlled by model based control methods [2], [10], [3] and [11]. However, most of the methods do not consider pressure dynamics but assume that mass flows can be produced within certain boundaries. Including pressure dynamics to the system model improves the results slightly, but complicates the calculations significantly.

The result of optimization can be at its best as good as the forecast used for heat consumption and customer return temperature estimation. Consumption and return temperature can be determined by stochastic black box
and grey box models as ARX [2], neural network [12], and soft computing [13].

District heating network (DHN) can be modelled from one generalized customer to all real customers. There is a significant potential to create exact models of pipe networks as there usually exist a lot of measured data from the network. The challenge is the decision of the level of generalization. Whole DHN of Uppsala in Sweden was modelled in [3] by TERMIS, but the simulation was too slow to be used for control purposes. Hereby the model should be simple. However, the heat delivery distribution can be modelled as a distribution function based on real DHN dimensions, which is presented in this paper.

**HEAT LOAD MODEL**

The heat consumption depends on customer behaviour affected by weather and daily routines. Process model, such as neural network model can be trained to model that behaviour. In this work, the heat load and return water temperature are both modelled by a neural network. Inputs to neural network presented in Figure 1 are heat loads from 24, 48, 72 hours and 7 days ago. Also the average heat load from last 24h, outdoor temperature forecast and day of the week as a binary variable are used as model inputs. There are 10 neurons in the hidden layer that are trained using Levenberg-Marquardt algorithm.

It is assumed that all heat consumers behave similarly according to the average consumption. When the whole DHN is reduced into one consumer, the consumption can be presented as [14]

\[ \phi_c = \bar{m}_c c_p (T_{r_{	ext{ref}}} - T_{s_{	ext{ref}}}) . \]  

(1)

where customer heat load \( \phi_c \), is calculated from mass flow \( \bar{m}_c \) at the customer, supply water temperature \( T_{s_{	ext{ref}}} \), return water temperature \( T_{r_{	ext{ref}}} \) and heat capacity \( c_p \) of water. Heat consumption can be determined by data collected from consumer substations. However, online data from customer substations is not usually available and so the heat consumption has to be calculated from production plant data as [2]

\[ \phi_c(t) \sim \bar{m}_c(t) c_p (T_{s_{	ext{ref}}}(t - t_r) - T_{r_{	ext{ref}}}(t + t_r)) . \]

where \( T_{s_{	ext{ref}}} \) is the supply water temperature and \( T_{r_{	ext{ref}}} \) the return water temperature at heat supplier. \( t_r \) is the delay from supplier to customer and \( t_r \) the delay from customer back to supplier.

**Return water temperature model**

Return water temperature depends on weather and similar to heat load follows a daily pattern. Therefore it is modelled according to the same principle except the heat loads are replaced with return water temperature measurements.

**DELAY DISTRIBUTION MODEL**

Delay distribution is a function to model the different transport delays to customer around the DHN. According to Figure 2, there are \( d \) customers that have similar delays. Each consumer is fixed such that 1\(^{st}\) consumer has delay of 1 time step, 2\(^{nd}\) consumer delay of 2 time steps etc. The current heat load is distributed to the consumers based on mass flow rate such that during high flow rate the heat load is weighted on consumers with short delays.

In the example case, the distribution function is based on the real distances from production plant to customer along with DH delivery pipes. It is assumed that the water flows to the customers along the shortest route.

All the real individual customers have reference consumptions \( \phi_{c_{\text{ref}}} \) and certain distance from presumed production plant that is dependent on current production plan. With the exact network data, it is possible to calculate how much consumption exists within certain range from suppliers.

\[ \phi_p = \sum_{x=1}^{k} \phi_{c_{x}} . \]  

(3)
where \( p \in \mathbb{R} \) is the range interval between suppliers and customers, \( r \) is the distance of customer to presumed supplier and \( \phi_p \) is the total heat load within certain range. Histogram of heat load is formed using (3) and placed into

\[
 f_{\text{range}} = \frac{1}{\sum_{p=1}^{P} \phi_p} \begin{bmatrix} \phi_1 \\ \phi_2 \\ \vdots \\ \phi_P \end{bmatrix},
\]

where unscaled probability vector \( f_{\text{range}} \) is based on predetermined heat load distribution on range axis. The distribution is scaled according to reference mass flow of the network \( n_j \) to fit into time scale \( j = 32 \) time steps. The probability function is scaled into time axis by scaling function \( f \) with following inputs. The discrete moment of time \( k \in \mathbb{Z} \) and the discrete time step of optimization \( \Delta t \) is a constant, such that \( \Delta t \in (0, \Delta t) \). \( f_{\text{time}}(k\Delta t) = f(f_{\text{range}}, n_j(k\Delta t)) \).

Function \( f \) scales \( f_{\text{range}} \) according to scaling parameter \( n_j \), such that low value spreads the function in time scale. Finally \( f \) fits the scaled probability function into vector of \( f \) time steps. Theoretical customer temperature \( T_{c,\text{theo}} \) without disturbances is

\[
 T_{c,\text{theo}}(k\Delta t) = \left[ T_{x_0}(k\Delta t) T_{x_1}((k-1)\Delta t) \cdots T_{x_2}((k-j)\Delta t) \right] f_{\text{time}}(k\Delta t).
\]

Delay distribution model also considers heat losses and pumping energy, which are considered with network-specific parameters in equation

\[
 T_{x_p}(k\Delta t) = T_{c,\text{theo}}(k\Delta t) - K_{x_p} f(k\Delta t)(T_{c,\text{theo}}(k\Delta t) - T_g(k\Delta t)) + K_{x_p} n_j(k\Delta t)^{x_p},
\]

where \( K_{x_p} \) is heat loss factor, \( t \) the average delay, \( K_{x_p} \) pumping energy factor, \( T_g \) temperature of ground surrounding the pipes and \( x \) the parameter to determine the relation between pressure difference and mass flow.

**BRUTE FORCE OPTIMIZER**

Because of the process nonlinearity with varying distributed delay, derivation of a linearized process model is a complex task. Instead, brute force search will calculate all the possible trajectories of supply water temperature within prediction horizon. There might be restrictions in gradients, upper and lower boundaries, fixed initial and final values, which must be included in the calculation. The optimizer calculates the mass flow presented in Eq. (1), according to supply temperature \( T_{s,c} \) by Eq. (7), estimated return temperature and heat demand.

Trajectories are formed within certain constraints to exclude the unreasonable ones before the calculation.

- Optimization is discrete with time step \( \Delta t = 0.5 \) hour. The dynamics of DHN is slow and rapid fluctuations in temperatures stress the network. Therefore shorter time step would not give any advantage.
- Trajectories have 7 possible gradients. \( 0 \text{°C}/\Delta t, \pm 1 \text{°C}/\Delta t \) for minor changes, \( \pm 2 \text{°C}/\Delta t \) for moderate changes and \( \pm 5 \text{°C}/\Delta t \) for extreme changes
- Only the first 6 time steps are optimized, while next 18 steps are fixed during optimization of one time step. Fixed time steps ensure that the final accumulation level of the network is same in all of the trajectories.

Thus the optimization of 24 hours horizon is formed by 48 stepwise optimizations. The cost function of optimizer is based on total production and delivery costs and penalty cost for rapid control changes

\[
 J(k\Delta t) = C_{\text{pump}}(k\Delta t) + C_{\text{heatloss}}(k\Delta t) + C_{\text{penalty}}(k\Delta t),
\]

which consists of simplified cost functions

\[
 C_{\text{pump}}(k\Delta t) = a_1 E_{\text{el}}(k\Delta t) \Delta p(k\Delta t) n_j(k\Delta t),
\]

\[
 C_{\text{heatloss}}(k\Delta t) = a_2 E_{\text{fuel}}(k\Delta t) \frac{\Delta T}{n_j(k\Delta t)},
\]

\[
 C_{\text{penalty}}(k\Delta t) = a_3 \left[ T_{x_1}(k\Delta t) - T_{x_2}((k-1)\Delta t) \right]^{x_2},
\]

where \( a_1 \) and \( c_2 \) are and constant parameters depending on system dimensions, \( a_1 \) is adapted according to other parameters, \( \Delta p \) is the reference
pressure difference over the pumps, $T_g$ the ground temperature around the DH pipes, $E_{fuel}$ is the average price of fuels used hourly and $E_e$ the total price of electricity based on hourly spot price.

**CASE STUDY**

Optimization was applied in a municipal case study using DHN of Kuopio located in Eastern Finland. The DHN is operated by Kuopion Energia Oy, which has 5778 customers with total annual consumption of 865 GWh. There are two CHP plants at the same location near the city centre that produce 97 % (2015) of the annual heat demand. The plants use peat and biomass as main fuels and one of them is equipped with a flue gas condenser. Rest of the heat is produced by a small biogas CHP engine and eight oil-fired heat-only stations. The electricity production is maximized in CHP plants, because the electricity price is most of the time high enough to make it profitable. Hereby DHN should support electricity production by being operated with as low DH supply water temperature level and high flow rate of DH water as possible. Low return water temperature is also targeted as it increases the efficiency of flue gas condenser. Currently the supply water temperature is controlled manually in order to accumulate network before peak loads. The baseline is good, but without predictive controls the future events are difficult to calculate. [15]

**RESULTS**

Results are based on consumption data from customer substations and production data from automation system of power plants and DHN.

**Heat load and return water temperature predictors**

Neural network prediction error to target value depends on the quality of input data. Heat consumption and customer return water temperature predictions can be calculated from production data, but not accurately.

<table>
<thead>
<tr>
<th>Substation data as input</th>
<th>Production data as input</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD (MW)</td>
<td>5.69</td>
</tr>
<tr>
<td>SD (%)</td>
<td>7.82</td>
</tr>
<tr>
<td>VAR (MW2)</td>
<td>56.5</td>
</tr>
<tr>
<td>SD (°C)</td>
<td>0.59</td>
</tr>
<tr>
<td>VAR (°C2)</td>
<td>0.67</td>
</tr>
</tbody>
</table>

The challenge may be that consumer substation data cannot be gathered online. In that case the consumption has to be estimated by using Eq. (2) Standard deviations (SD) and variances (VAR) of prediction errors are presented in Table 1. Histogram of the heat load predictor accuracy is presented in Figure 3.

Accuracy of return temperature predictor can be seen in Figure 4.

It can be seen that real substation consumption data provides better prediction results than the production data. However, in this optimization case the production data is used as input data as the substation measurements are not available for distributed control system.
Customer supply water temperature modelling

To model customer supply water temperature, customers’ distances from heat producers at certain heat loads are noteworthy. In Figure 5, heat production is distributed into three generation plants, Haapaniemi CHP plant (red, 258 MW), Bio heat station (green, 2 MW) and Saarijärvi Heat station (blue, 40 MW). On the right there is a histogram of distances from the supplier to consumers. The shape of heat distribution function is the same as the histogram.

During a medium or high load, the delay responses are almost linear to mass flow, but on low demand the delay is shorter than modelled. This phenomenon was corrected by weighting more the temperature difference.

There were problems on modelling the summer temperature as can be seen in first graph of Figure 6. By multiplying the heat loss term in (7) with correction factor \( \left( \frac{T_{\text{meas}}-T_{\text{ref}}}{T_{\text{ref}}} \right)^{0.8} \), the model was able to match the real customer temperature accurately enough. The correction factor parameters were solved by data fitting to match the measured and modelled supply water temperatures. With the correction term the \( T_{\text{scc}} \) could be modelled more accurately with SD=0.35 °C. Modelled and measured customer supply temperatures with correction term are presented in lower graph of Figure 6.

Optimization

The optimized supply temperature is compared with the measured supply temperature (Meas) during observed period. Figure 7 introduces an instructional control curve proposed by Energiateollisuus ry (ET, Finnish Energy Association) to Finnish district heating operators to operate their networks as a function of outdoor temperature [16]. This curve is used as the second baseline in the simulations.
The actual electricity consumption of DH pumps was not available in the measurement data. Therefore exact balance between pumping cost and heat loss cost was not able to be determined. However, there is a tuning parameter for that and the optimization was performed with three different values giving three optimization results (Opt1, Opt2 & Opt3). The effect of parameter links straight to mean supply temperature by raising the cost of pumping. For optimizations the parameters were chosen such that the mean supply temperature is around the mean value of ET -curve. Opt3 was chosen for inspection in Figures 8…10, because the daily variations can best be compared with measured values, as the mean supply water temperature of Opt3 is highest of the optimizations and closest to the measured.

There is a comparison between three –control methods in Figure 8. Measured supply temperature ‘Meas’ is quite noisy, whereas outdoor temperature and instruction curve based ‘ET’ is smooth because of the smooth behaviour of the outdoor temperature. The optimized supply temperature curve is quite conservative because of the penalty for unnecessary fluctuations and steep gradients. The upper limit of the supply water temperature in DHN is 110 °C, which was reached in some conditions. Additionally, Figure 8 shows the three different strategies and their impact on flow rate and heat production.

Figure 9 shows optimized supply temperature at the supplier and the modelled supply temperature at customer in another case example. Also the predicted consumption and production are shown on top of the figure in addition to measured values as comparison. There are extremely high electricity price peaks during Wed – Fri.

According to Figure 9, the peaks in heat consumption and electricity price lead to a raise of the supply temperature. Therefore, optimization works very well minimizing pumping during high electricity price and maximizing during low price.

Supply temperatures of the three methods (Meas, ET and Opt3) are plotted into same graph as a function of outdoor temperature in Figure 10. Even though the mean temperature of optimization is only 0.88 °C higher than ET, it diverges from the ET more than Meas on cold temperatures. This is partly based on anticipation of delay in optimization and partly because of the electricity price variation.

Time period 2.1. – 30.12.2015 was optimized using predicted heat load and return water temperature. Delay distribution was used to determine supply temperature at customer and return temperature at the plant.
To compare the benefits of the three optimizations, they are compared to two baselines: measured $T_s$ (Meas) and ET –curve (ET). Optimization period is 2.1.–30.12.2015. Results are presented in Table 2 and 3, such that (-) is for decrease and (+) increase because of optimization. The differences between the optimizations are based on the different level of supply water temperature caused by a different pumping cost term.

According to Table 2 and 3, the mean supply temperature of Opt1 is below Meas and ET such that heat loss is smallest and pumping costs highest of all. The supply temperatures of Opt2 and Opt3 are between ET and Meas. Heat production is clearly proportional to supply water temperature as heat losses increase along with increased supply water temperature. Respectively pumping power reduces along with increased supply temperature. However, pumping costs are dominating in optimizations compared to pumping power as optimizer increases pumping during low electricity price and vice versa. Pumping power measurements should be done to determine which of the three optimizations fit best for the real set-up.

**Impact of prediction error on flow rate and heat production**

Prediction error in heat load and return water temperature predictions may lead to false optimization. Error in the supply temperature will result an error in flow rate if the real consumption and return temperature do not match with the estimates. Error in flow rate is directly reflected into current heat production. Table 4 presents error mean (EM) and error standard deviation (SD) of error caused by neural network prediction error. As the prediction error SD of heat load is 9.71 %, and return temperature is 0.83 °C, the 11 % of SD in heat production is only a little bit higher.

### Table 2. Optimization results compared to measured supply temperature. Values are differences between optimization and baseline (Opt - Meas).

<table>
<thead>
<tr>
<th></th>
<th>Opt1</th>
<th>Opt2</th>
<th>Opt3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total cost (%)</td>
<td>-1.52</td>
<td>-1.33</td>
<td>-1.18</td>
</tr>
<tr>
<td>Heat production (GWh)</td>
<td>-14.00</td>
<td>-9.22</td>
<td>-5.72</td>
</tr>
<tr>
<td>Heat production (%)</td>
<td>-1.63</td>
<td>-1.07</td>
<td>-0.66</td>
</tr>
<tr>
<td>Return temperature (°C)</td>
<td>-0.32</td>
<td>-0.22</td>
<td>-0.15</td>
</tr>
<tr>
<td>Supply temperature (°C)</td>
<td>-2.75</td>
<td>-1.82</td>
<td>-1.13</td>
</tr>
<tr>
<td>Pumping energy (%)</td>
<td>+11.17</td>
<td>+6.88</td>
<td>+3.92</td>
</tr>
<tr>
<td>Pumping cost (%)</td>
<td>+9.12</td>
<td>+4.52</td>
<td>+1.42</td>
</tr>
</tbody>
</table>

### Table 3. Optimization results compared to supply temperature by ET -curve. Values are differences between optimization and baseline (Opt - ET).

<table>
<thead>
<tr>
<th></th>
<th>Opt1</th>
<th>Opt2</th>
<th>Opt3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total cost (%)</td>
<td>-0.53</td>
<td>-0.53</td>
<td>-0.63</td>
</tr>
<tr>
<td>Heat production (GWh)</td>
<td>-4.20</td>
<td>+0.58</td>
<td>+4.08</td>
</tr>
<tr>
<td>Heat production (%)</td>
<td>-0.49</td>
<td>+0.07</td>
<td>+0.48</td>
</tr>
<tr>
<td>Return temperature (°C)</td>
<td>-0.07</td>
<td>+0.03</td>
<td>+0.10</td>
</tr>
<tr>
<td>Supply temperature (°C)</td>
<td>-0.74</td>
<td>+0.19</td>
<td>+0.88</td>
</tr>
<tr>
<td>Pumping energy (%)</td>
<td>+3.76</td>
<td>-0.24</td>
<td>-3.00</td>
</tr>
<tr>
<td>Pumping cost (%)</td>
<td>+1.69</td>
<td>-2.59</td>
<td>-5.48</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Meas</th>
<th>ET</th>
<th>Opt1</th>
<th>Opt2</th>
<th>Opt3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured (EM) (MW)</td>
<td>0.010</td>
<td>0.019</td>
<td>0.026</td>
<td>0.029</td>
<td>0.030</td>
</tr>
<tr>
<td>Measured (SD) (MW)</td>
<td>5.37</td>
<td>5.36</td>
<td>5.36</td>
<td>5.36</td>
<td>5.36</td>
</tr>
<tr>
<td>Measured (SD) (%)</td>
<td>10.9</td>
<td>11.0</td>
<td>11.0</td>
<td>11.0</td>
<td>10.9</td>
</tr>
<tr>
<td>EM (kg/s)</td>
<td>1.20</td>
<td>1.11</td>
<td>0.80</td>
<td>0.76</td>
<td>0.73</td>
</tr>
<tr>
<td>SD (kg/s)</td>
<td>36.2</td>
<td>37.9</td>
<td>38.6</td>
<td>37.7</td>
<td>37.0</td>
</tr>
<tr>
<td>SD (%)</td>
<td>6.56</td>
<td>6.55</td>
<td>6.52</td>
<td>6.52</td>
<td>6.52</td>
</tr>
</tbody>
</table>
DISCUSSION

The role of the CHP production together with DHNs exploited as an energy storage will increase significantly in the future. This is because the more alternating renewable power generation will be connected in the power systems, the more flexible generation will be needed to balance the systems. The total thermal efficiency of CHP-generation is about twice as good as that of the conventional condensing power generation. For this reason it is reasonable to utilize CHP-generation as much as possible.

The storage capacity of DHN can be utilized to decouple the power generation in a CHP plant from temporary heat load. However, utilization of the storage capacity of the DHN requires that the dynamic behaviour of the DHN can be monitored/estimated reliably. The primary function of the CHP-generation is to produce the required heat load to customers together with the production units in the DH network during every moment of the year. Thus, the utilization of the heat storage capacity of the DHN is constrained by the customers' heat demand. Another important issue in using the DHN as an energy storage is thermal stresses caused by temperature gradients in the system. Charging and discharging rates of the stored energy in the system must be constrained according to the maximum temperature change rates determined for the DHN structures. Hot water accumulators connected with the DHN will increase the degree of freedom when planning the operation of the system.

The level of optimization in the operation of DHNs has been traditionally pretty low. The reasons for that come from the complex dynamics of the DHN and the lack of measurement information from geographically extensive systems. Thus, the operation strategy of these systems is mostly based on empirical result and the results may be far from optimal regarding to fuel consumption and other operation costs, e.g. pumping costs. However, progress in computation capacity and IT-technology has made it possible to apply more sophisticated control methods also to DH-systems, which is a fundamental requirement to be able to utilize the flexibility potential of CHP and DH-systems.

The neural network predictors act as they are trained. They are tools that process the input data providing some result. It is good tool for this application, if the data has some repetitive cyclic behaviour and strong connections to target data. The success of prediction is dependent on choosing and processing the input data and choosing the time scale such that the DHS functions similarly whole time period.

As neural network predictor, also the optimizer is a tool that provides a solution according to defined cost functions and delay distribution model. In this study, the cost functions were created to serve DHS, such that power production was excluded. Optimization minimizes the flow rate during high electricity price to avoid expensive pumping. However, to maximize the production of CHP the condensing heat load of steam turbine should be as high as possible to enhance the power output of turbine and boiler. Thus the flow rate should be high to provide a maximum cooling load. Pumping costs and condensing load are partly in contradiction. Therefore, condensing load should be in cost function to provide an optimization that fully satisfies the requirements of CHP suppliers.

CONCLUSIONS

This research was carried out because of the low level of supply water temperature controls in district heating systems (DHS). The aim was to find some solution to control the supply temperature such that there would be more flexibility and predictability in perspective of heat and power co-generation. Also, improved cost and energy efficiencies were objectives. Heat load demand and return water temperature of district heating (DH) customers were predicted by neural network predictors. The dynamic response of supply temperature was modelled through delay distribution model. The supply water temperature was optimized by brute force optimizer that minimizes the total costs of heat loss and pumping. The research was carried out by modelling the DHN of Kuopio by scaling and validating the models with the system data and measurements.

The optimization was performed for period of one year with three different values of cost tuning parameters. Optimizations were compared with measured supply temperature and instructional supply temperature curve. Compared with measured values, supply water temperature reduced in range 1.1 – 2.8 °C, reducing the total operating costs 1.2 – 1.5 %. Cumulative error caused by prediction error was rather small as the standard deviation of heat production was only 11 %. However, better accuracy would be achieved if neural network predictor was trained for each season separately.

The results of optimization are good and in accordance with the definitions. The most remarkable factor determining the supply water temperature, was the rapidly fluctuating electricity price that sets the pumping costs. The results did not give remarkably high savings in total operating costs as the supply temperature could not be lowered that much, as measured supply water temperature was fitted near to the instructional green line presented in Figure 9. However, the results can be tuned with other weight factors in cost function case specifically.
In the future the optimization should be extended to CHP-production, such that DHN could support electricity production by supply temperature control.

Additionally, to improve the optimization algorithm, linear parameter varying (LPV) state-space model could enhance the speed and accuracy of the optimization. The varying delay is challenging for basic state-space models. LPV model of DHS would be similar to marine cooling systems, which is modelled in [17]. LPV model is also formulated for DHS, but was failed to implement due to numerical difficulties [18].
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ABSTRACT

Increasing penetration of intermittent renewable energy production in power systems will remarkably increase the need of flexible and controllable power generation. Subsidised renewable generation has revolutionized energy markets and brought down electricity prices leading to lack of investments to new controllable generation plants. As numerous existing thermal power generation units have been closed down, there is no doubt that all the possible flexibility available in power systems should be harnessed to stabilize the power systems. Combined heat and power (CHP) generation is widely used in district heating (DH) systems. As total heat production into the DH network needs to be balanced with the total heat consumption, this sets significant limitations to the long term power production. However, the coupling between the heat load and electric production can be decoupled temporarily by using the heat storage capacity of DH network consisting of network volume and optional heat accumulators. This paper presents the results of research work dealing with the analysis of dynamic operability of interconnected CHP plants and district heating networks. The flexibility of generation capacity was compared with the requirements set to power producers to be able to participate the Automatic Frequency Restoration Reserve (FRR-A) market. For that, two case studies were presented that include FRR-A tests in two municipal CHP plants that utilize a heat only boiler and a DH accumulator to balance the heat production variations that are caused by changes in power production. The results indicate that both cases fulfill the requirements and that the DH network operation is affected only slightly. However, the rapid power level change is a disturbance to CHP boilers and DH networks that the process components and automation systems must adapt to. Therefore, these aspects must be considered carefully when applying such new operation practises in existing CHP plants.

INTRODUCTION

As a global trend, the capacity of intermittent renewable power production, i.e. wind and solar power, has increased rapidly and the drive to carbon neutrality ensures the upward trend also in the future. As the life cycles of energy system components are traditionally very long, it is cost and resource efficient that the existing systems can be modified compatible to new operation environments with accelerated dynamics and flexibility. The special need is for the momentary change and especially the increase of the power production so that the other production and consumption units shall have time to adapt to a new state, e.g. additional boilers to start-up or running plants to increase their power output, or some consumers to reduce their consumption in a well-organized manner. A review of energy system flexibility measures that are applicable in existing technologies to enable variable renewable electricity is presented in [1].

District heating (DH) is a system for distributing heat that is generated in centralized units. DH has a high coverage especially in North, Central and Eastern Europe and it is primarily based on combined heat and power (CHP) production supported by heat only boilers. In CHP production, back-pressure turbo generators that produce electricity and heat at fixed ratio are very common. As total heat production into the DH network needs to be balanced with the total heat consumption, this sets significant limitations to the power production. This issue is important, as CHP production and DH are seen as a future prospect to lower CO2 emissions [2].

The momentary power increase in CHP production can be conducted in two ways, when the steam turbine is not yet running at its full capacity. The first option to increase the power production is to disconnect the fixed ratio of heat and power production in the unit, e.g. by controlling the bypassing reduction valves of turbines (by-pass), by reducing internal steam consumption (condensate stop) or other respective actions. The second option to momentarily increase the power production is to maintain the fixed ratio but increase the boiler power output, and to store or waste the excess heat that is produced along with electricity. The storing can be conducted by utilizing heat buffers [8-10]. In practise, the solution can be a combination of these both methods, depending on the required power change rate and capacity requirements. The second approach is studied in this article.
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The most effective exploitation of the flexibility potential of CHP plants take place when the plant owners are able to take part in some market where the flexibility in electricity production can be tendered. One of such market is Automatic Frequency Restoration Reserve (FRR-A) in the Nord Pool power market in Nordic countries. The market structure defines the change rate and capacity requirements to enter the market. The attainment of the requirements depends on the CHP plant and DH network structures and their momentary operation regions. Therefore, it is useful to analyse the potential of different flexibility sources, to assess the possibility to take part in different markets and to analyse how the plant operates during momentary change of power level driven by external control signal. However, the flexibility markets are still developing, and as a part of the process the FRR-A is not currently active in Nordic countries. However, it provides indication of possible requirements and prospects in the future market structures.

In FRR-A type of operation, an external signal activates the power set point change without a prior notice, which can be considered as an external disturbance that will affect the operation of the boiler and the DH network and its nearby components such as heat accumulators and heat only boilers. When considering the effect of a sudden power level increase in a typical CHP boiler, the steam flow through the turbine increases. As the result, the steam pressure starts to drop, which the steam pressure controller starts to compensate by increasing the fuel power set point. The pressure control is typically assisted by feedforward connection from live steam flow to fuel feed. The pressure drop is modest if the fuel feeding system components, especially the coal mills, are fast enough to compensate the fuel power drop. On the other hand, the power increase will contribute also to increased heat power to DH network with fixed heat to power ratio. If the DH network is in balance before the disturbance, the supply water temperature will increase, which will again affect the operation of nearby DH accumulators and heat only boilers. Therefore, the sudden power set point change will affect widely the operation of the whole system and can be considered as external disturbance that the processes and automation systems must tackle. However, this kind of operation principle with fast dynamics is unfamiliar to existing and especially to municipal CHP plants, as the components, automation systems including controller tunings are not designed for that kind of operations and disturbances. Therefore, in addition to analysing the capability of CHP plants to fulfil the requirements of FRR-A, the operation of other system components and automation system should also be analysed carefully, to discover the possible operational bottle necks that might actually limit the utilization of rapid power change rate and volume in practise.

This paper studies technical flexibility potential of CHP production in DH network by analysing measured data to estimate the transient capability of CHP production and DH in relation to FRR-A requirements. For that, analyses of two case studies are made from two municipal CHP plants and DH networks. Although FRR-A requirements are of special concern of this article, the principles are somewhat the same in different flexibility market mechanisms but with different change rate and volume requirements, and hence the study is applicable to other markets as well.

The structure of this article is such that first the general control principles in DH network are described. After the introduction of principles and requirements of the FRR-A market, two case studies are presented that include FRR-A tests in CHP plants that utilize a heat only boiler and a DH accumulator to balance the heat production variations that are caused by changes in power production. Finally, the results are discussed and concluded.

**DYNAMICS AND CONTROL OF DH NETWORKS**

Control of DH systems consists of pressure controls and temperature controls. Pressure controls regulate the pump stations to produce desired DH mass flow and pressure difference for the DH customers. Dynamics of pressure transients are relatively rapid enabling the utilization of standard control methods. Instead, dynamics of temperature behaviour in DH network is related with the flow rate of DH water typically resulting to delays of several hours that vary depending on load and production characteristics and the structure of the network. Due to varying time delay, the uncertainty in estimation of heat consumptions and definition of optimal supply temperatures at different times are issues that have contributed for the current situation of low level of automation in temperature controls. For those reasons the supply temperature is usually adjusted manually by the system operators according to the time of the day and outdoor temperature, and empirical knowledge about the system characteristics. However, with functional supply temperature controls the heat losses and pumping costs can be balanced to provide minimum running costs of the system. As the pumping costs are significantly lower than the heat losses, it is desirable that the supply temperatures in DH networks are kept as low as possible still to meet the load requirements [11].

The option to increase momentarily the supply temperature and flow in DH network enables the utilization of DH network as an energy storage capacity to avoid temporary start-ups of supporting heat stations.
with significantly higher running costs, and especially in the future to utilize the DH network to accumulate heat in case that CHP plants increase their power output according to power grid requirements. However, there is a limit for temperature gradients (ΔT), in order to keep the thermal stresses of network structures at permissible levels. For this reason some rule of thumbs are provided for ΔT max in literature: maximum of 1–2°C in 6 minutes that is generally applied in Finland. In practise, some of the DH operators have much more conservative change rates, which is understandable when the increase of ΔT is not really required, e.g. due to objective to minimise thermal stress. However, the opposite goals are also presented [12]. In addition to the change rate, there is a limit that supply water temperature from a CHP plant should not differ more than 10 °C from that of other units on operation in the same DH network to avoid excess thermal stresses in boundaries where the supply waters mix [13]. As a conclusion, the ΔT supply to supply should be constrained when utilizing the DH network accumulation capacity in varying process conditions.

ELECTRICITY MARKET IN NORD POOL

Nord Pool is a power market that offers trading, clearing and settlement in day-ahead and intraday markets across nine European countries: day-ahead market in the Nordic, Baltic and UK and intraday market in the Nordic, Baltic, Germany and UK. Additionally, balancing power and reserve markets exist in the countries that contribute to joint transmission system grid operation. [www.fingrid.fi] Finland is a Nordic country, and the Finnish market is of special concern in this article, although the markets in other Nordic countries are similar.

The reserve market products available in Finland are divided in respect to activation timeframes (seconds to hours) and procedures (manual and automatic), which are illustrated in Figure 1. Frequency Containment Reserves (FCR) are used for the constant frequency control in second-minute time scale. Frequency Restoration Reserves (FRR) are used for returning the frequency to its normal range and to release activated FRC back into use up to fifteen minutes. Replacement Reserves (RR) release the activated FRR’s back to back-up, but this market is not currently active in Nordic power system. [www.fingrid.fi]

An applicable reserve market product for CHP plants is Automatic Frequency Restoration Reserve (FRR-A)

which enables that the frequency backup (upward and downward) capacity can be tendered in hourly market but are only activated in special cases when the frequency in Nordic transmission grid is significantly deviated from the reference 50 Hz. If the bid is accepted in the market, the operator receives a separate energy compensation based on regulation carried out in addition to the capacity payment. In those cases, the FRR-A operation is activated based on external activation signal by the local transmission system operator (TSO), which is Fingrid in Finland. There are two types of activation signals depending on the plant performance to change the power level. For the slower processes, e.g. for CHP plants, the reaction time requirement to activation signal is presented in Figure 2, which illustrates that at least 90 % of the power change must be achieved in less than seven minutes. The dashed line corresponds to transfer function f(t) = 1/(1+sT), where ‘s’ is Laplace variable and the time constant T is 35 seconds. [14]

When joining the FRR-A market, a contract is signed between a resource owner and the local TSO, in order to provide at least 5 MW el in the defined time frame. The reserve unit can consist of one or several production units, which enable company level contributions. Before joining the market, activation test that include step changes up and down in a predetermined matter must be approved. [14] An indication of the test runs are presented in next section.

---

1 Application of FRR-A was interrupted for the present in December 2015 due to delays in development of capacity and energy markets in Nordic countries [Nord Pool]
FRR-A TEST CASE STUDIES

For the study, step response tests were made in two municipal coal fired CHP plants. The plants are located in Finland and they produce electric power to the Finnish power grid and district heat to their local municipal DH networks. The CHP units in both cases consist of pulverized coal fired boilers connected to single-stage back-pressure turbines. The first CHP plant is roughly half of the capacity compared to the second one. In the first plant, there is a heat only boiler in parallel with the CHP unit. It is used as a base load capacity, which can be used to compensate heat production variations in the CHP plant. In the second plant, there is a DH accumulator in parallel with the CHP unit which is used as buffer and back-up capacity to stabilize the misbalance between DH consumption and production. Other balance methods, e.g. turbine by-pass, additional condensing LP-turbine, or condensate stop for feed water preheating, were not applied during the tests.

Next the test results are presented and discussed. In both cases, first the operation of the boilers is studied followed by the responses to the DH networks.

Case 1

In the first case study, the validation test of FRR-A was conducted with the fixed power to heat ratio. Before the test, the CHP plant was operated at ca. 80 % of its nominal load. The electric power production was manipulated based on FRR-A type of control signal, which is presented in scaled form along with the response in Figure 3 (up). It can be seen that the measured power production followed the set point excellently. After the set point changes, the power levels started to change within 15 seconds and the desired power levels were reached in less than 3 minutes, which satisfy the FRR-A requirement clearly. Next in Figure 3, the set point signal for fuel power from the live steam pressure controller (middle) and relative steam pressure and its set point (low) are presented. The boiler automation system is able to control the fuel power accurately and fast enough that the variations in the steam pressure remain low. Figure 4 (up) presents the supply water temperature of the CHP unit (measurement and set point) in addition to the supply water temperature of total (CHP + heat only boiler) flow to the DH network. It can be seen that the manipulation of fuel and hence the heat power of the CHP unit to the DH network affects the supply water temperature to a minor extent. The middle and lower figures at Figure 4 present the relative DH flows and powers from the CHP unit, heat only boiler and their total effects. It can be seen that the effects of power production variations are compensated by the heat only boiler, and hence the DH network is not affected.

As a conclusion for Case 1, the disturbance affected by the FRR-A test to the DH network is negligible. The boiler and its components were fast enough to compensate the effect of the disturbances smoothly without significant fluctuations. Therefore, the CHP plant is ready for FRR-A operation as such.

Case 2

In the second case, the similar validation test of FRR-A was conducted with the fixed power to heat ratio, but at this time the disturbed heat production was compensated by manipulating heat power output of the DH accumulator. In the current control structure, the district heating pumps control the DH supply temperature of the CHP plant, and the DH accumulator is used to control the pressure in the DH network. In the test the output temperature of the DH accumulator was constant 87 °C, and the return water temperature from the DH network was constant 41.8 °C.

During the test, the electric power production was altered based on FRR-A type of control signal, shown in scaled form along with the response in Figure 5 (up). As the capacity of the CHP plant is roughly the double compared with the plant presented in Case 1 and the magnitude of power level changes were also double, the relative power set point changes were roughly same in both CHP units. It can be seen in Figure 5 that the measured power production followed the set point fairly well, despite at time period ca. 800-1600 seconds. The reason for the overshoot was a human error in operation when conducting the test. Additionally, the turbine inlet pressure controller limiting the load change rate conducted by turbine controller was undesirably active at period 0–5000 seconds. Despite that, the power levels started to respond within 30–40 seconds after the set point changes and the desired power levels were reached within 2–3.5 minutes, which satisfy the FRR-A requirement. Additionally, Figure 5 presents the set point signal for fuel power from live steam pressure controller (middle), and the relative live steam pressure and its set point (low). Despite the operation of the inlet pressure controller, there were significant fluctuations in live steam pressure that were caused by the rather slow dynamics of the coal boiler. The plausible explanation for the slow response is the sluggish response of coal mills, which might have time delays of several minutes without the excessive overloading of mill air feeds. Therefore, the fuel set point was not reached in fast transients and hence the steam pressure fluctuated. Despite that, the desired FRR-A requirements were fulfilled, and the results were adequate for the boiler that is not designed for such the fast transients.

Figure 6 presents similar figures presented in Figure 4 in Case 2.
Figure 3. Case 1: Relative FRR-A control signal and generated power (up), set point signal for fuel power from live steam pressure controller (middle), and live steam pressure and its set point (low).

Figure 4. Case 1: Supply water temperature of the CHP plant (measurement and set point) and total (CHP + heat boiler) flow to the DH network (up), relative DH flows (middle) and relative DH supply powers (low).
Figure 5. Case 2: Relative FRR-A control signal and generated power (up), set point signal for fuel power from live steam pressure controller (middle), and live steam pressure and its set point (low).

Figure 6. Case 2: Supply water temperatures from accumulator and from heat exchanger (CHP) (up), relative district heating flows (middle) and relative DH supply powers (low).
As a conclusion, the slow response of coal mills and performance significantly. Retuning of control loops is likely to improve the loops interfere with each other in large transients, so the discharge of accumulator that compensates the supply water temperature variation and after a delay in excessive DH flow compensation can be seen in and flow to oscillate due to overcompensation. The level changes start the DH supply water temperature extent in smaller power changes, but the largest power level changes start the DH supply water temperature and flow to oscillate due to overcompensation. The excessive DH flow compensation can be seen in supply water temperature variation and after a delay in the discharge of accumulator that compensates the power fluctuations. Therefore, it seems that the control loops interfere with each other in large transients, so retuning of control loops is likely to improve the performance significantly.

As a conclusion, the slow response of coal mills and hence the slow dynamics of the boiler load change limited the dynamic change rate of the CHP plant. Additionally, the heat power fluctuations caused fluctuations in the DH network which can to significant extent be compensated by improved controller tunings that also consider the cases of fast and sudden disturbances caused by momentary power level changes. Despite of these facts, the dynamic transient requirements of FRR-A were clearly fulfilled, which is a good result from a CHP system that was not originally designed for such operation.

**DISCUSSION**

CHP production can contribute to balancing the power grid and increase power production flexibility in two ways that are either relatively small amounts of power that can be obtained fast or relatively significant amount of power that can be obtained slowly. The first category was considered in this article. In the presented case studies, the first CHP plant is able to satisfy the FRR-A requirement without causing any disturbances to boiler pressure stability or to DH network. The second CHP plant is also able to meet the FRR-A requirement, but the slow dynamic responses of coal mills cause more fluctuations to the steam pressure. Additionally, the DH network was affected. The significance and value of all these flexibility actions depend on the amount of uncontrollable renewable power production compared to controllable power production, in addition to development of power consumption, storage technologies and other flexibility measures. However, cost correlation should be maintained in the new energy system, and therefore the primary and secondary effects of the flexible operation in existing CHP systems should be considered carefully e.g. in maintenance costs and emission control. In the short term the increased amount of renewables contribute to changes in operation practices of existing CHP systems and in long term to changes in dimensioning of the plants and their components, e.g. in coal mills, boiler energy capacity, turbine, materials etc. In all these cases the bottle necks must be identified and carefully considered, in order to provide safe and sound operation of the plants also in the future.

As was discussed, the reserve unit taking part in FRR-A can consist of one or several production units, which enable company level contributions. Therefore, all the existing system components can contribute to flexibility if they do not pass the test individually or the secondary effects of rapid power level changes are not acceptable for some reason, which is very advantageous in order to exploit all the flexibility there reasonably exists.

**CONCLUSION**

In this paper, utilization of district heating network to provide flexibility in CHP production was studied. In special interest were the properties of the grid balancing market (FRR-A) that sets requirements for change rate and volume in power production. For that, two case studies were presented that include FRR-A tests in two municipal CHP plants that utilize a heat only boiler and a DH accumulator to balance the heat production variations. The sudden and rapid power level changes are disturbances to CHP units and the DH networks, which the automation systems must take care of. Therefore, the operation of the whole system must be considered, not just the power change properties. Despite of some operational aspects, the dynamic transient requirements of FRR-A were clearly fulfilled with both CHP plants, which is a good result from CHP systems that are not designed for such operation.

In order to provide dynamic flexibility to power production and when considering the CHP production, the dynamic bottle neck can be in the dynamics of boiler or in the DH network. For relative small power variations, e.g. provided in FRR-A market, the DH network operation is not affected that much, but this depends on the properties of the CHP unit, the DH network and the prevailing conditions. In cases where the variations in power output of CHP unit to the DH network can be compensated by the operation of DH accumulator or heat only boiler, the dynamics of the boiler might be the limiting factor. An indication of this was observed in Case 2 where the limiting factor for fast power changes were the properties of the coal mills. However, the operation of control systems should be carefully studied when new operation principles are put into operation.

In the future, the effect of flexibility to boiler and component structures should be studied thoroughly in
order to operate the existing systems safely in operation environments that they are not designed for. Also the other dynamic balancing methods, e.g. turbine by-pass, additional condensing low pressure turbine, or condensate stop for feed water preheating should be studied. Additionally, district cooling should be included in the flexibility studies, since the application of district cooling has started to increase rapidly and it provides possibilities to improved overall energy efficiency. Additionally, the effect of power level to dynamic flexibility in CHP systems should be studied in the future.
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ABSTRACT

Pre-insulated district heating pipes (DHP) have been in use during the last forty years. Many improvements and development have been done in the system. However, life-time prediction is still an uncertain issue. This paper is a part of a bigger project with the objective to determine mechanisms related to the deterioration of the mechanical and insulation properties of pre-insulated heating pipes as a result of ageing. The focus in this project is on degradation mechanisms of the PUR material at high temperatures. In this paper some results of the two types of exposure are presented. The first type comprises a condition where the new pipes are subjected to accelerated ageing at three different temperatures. The second type comprises condition, when the PUR material itself is aged in different atmospheres in order to identify different degradation mechanisms. The chosen ageing temperatures in the first condition were 130 °C, (close to the supply temperature), 150 °C and 170 °C, (accelerated ageing temperature in EN 253). Changes in thermal insulation and the adhesion force between the PUR and the steel pipe were evaluated using the transient plane source (TPS) technique and the SP plug method respectively. The results of ageing show that the degradation of PUR is a multi-stage process composed of a rapid change in properties followed by a plateau phase which changes later to a gradual deterioration of the properties. The results of the PUR material exposure at 150 °C in air and in nitrogen showed significant differences in the degradation characteristics between the two environments as were revealed by DSC and FTIR methods.

INTRODUCTION

Thermal energy makes up about 50% of the worldwide energy use and all over the world goals are made to reach lower and lower energy consumption. For example under the EU Energy Performance of Buildings Directive (2002/91/EC, EPBD), EU member states are required to achieve near zero energy status for all new constructions by 2020. All these goals demand development of more sustainable district heating systems (DHS).

Pre-insulated district heating pipes (DHP) have been in use during the last forty years in different countries. A pre-insulated pipe contains a steel pipe as media pipe, polyurethane (PUR) foam as insulation and a high density polyethylene (HDPE) pipe as mantel. Until now, many improvements in manufacturing methods have been introduced and some developments of the pipe component materials have been performed [2]. The most important was the phase-out of the chlorofluorocarbons (CFC) in the 1990s and the use of high-density polyethylene for the casing pipe in order to improve the pipe’s long-term property. Changing uni-modal HDPE to bi-modal and foam gas from CFC to cyclopentane has improved some functionality and technical performance, however, life time prediction is still an uncertain issue. Improvement of thermal insulation and mechanical properties of the PUR foam has a great relevance to minimize energy losses from the DHPs. The importance of studying thermal degradation, understanding the processes occurring during thermal stress as well as the parameters affecting the thermal stability of PUR insulating material are essential in order to effectively design the pipe and in particular polyurethanes properties suitable for a certain environment. Furthermore, the foam is expected to restrain axial movement due to thermal changes of the pipeline. Most of the studies related to the parameters that can have impact on ageing are focused on the analyses of gas diffusion through PE jacket or diffusion process and associated change in the cell gas composition in the PUR insulation [3], [4]. These works have focused on the relation of the diffusion of oxygen and replacement of the cell gases to the decrease of the foam strength.

As district heating networks operate with high service temperatures up to 120 °C, a good long-term heat resistance is necessary to maintain the most important properties e.g. good adhesion of the foam to the pipe and good insulation efficiency. The minimum properties the foam must fulfil are outlined in the European quality norm for pre-insulated bonded pipe systems for buried hot water networks, EN 253. This standard, prescribes the life time prediction of pipes by testing and
evaluation of the adhesion strength between PUR and steel pipe after accelerated ageing at an elevated temperature of 170 °C. The expected life time for PUR insulation is calculated using Arrhenius relationship.

To understand how the thermal and mechanical properties of PUR foam are related to each other and how they are changed with time at high service temperatures further studies are needed.

This paper reflects a part of a Ph.D. research project. The main aim is to study and determine the different degradation mechanisms in PUR foam over time. Furthermore, another objective is to improve the model used to calculate the expected service life of a DHP.

EXPERIMENTAL

Results from the previous projects have shown that a better understanding of the degradation mechanisms of PUR when it is aged at high temperatures is needed [5]. In this project, three DHP DN50/160 of length 4 m with a 3 mm thick PE casing were placed in a chamber with a controlled ambient temperature. The DHPs were manufactured by Power Pipe in Gothenburg using the traditional discontinuous, pour-in-place method filling the pipe from the middle, which gives some variations in the overall density of the PUR.

The chosen ageing temperatures were 130 °C, which is very close to the highest working temperature of DHS, 150 °C and 170 °C, which is used as accelerated ageing temperature in EN 253. The steel pipes of the DHP were connected to a controlled electric source. Before blowing of the polyurethane mantel, some temperature sensors were placed in the DHP to follow the internal temperature at the contact surface between the PUR and the steel serve pipe during the experiments. These sensors were placed along the steel service pipe; one of the sensors was placed in the middle of the DHP and the other two sensors in the ends.

In the same way, two special thermal sensors made by Hot Disc AB were placed in the PUR insulation of the DHP at two distances from the steel pipe viz. 5 mm and 30 mm. The sensors are both heat source and temperature sensor, which means, they are able to measure the thermal transport property and the real temperature in the PUR during the tests. This measurement is based on the transient plane source (TPS) technique, which is a faster method in comparison with steady-state techniques and can be used in place without taking out large sample pieces.

To evaluate the degradation of DHP after specified ageing intervals, mechanical and thermal properties were followed. The thermal conductivity of the three pipes were measured first at the corresponding ageing temperatures and then the DHPs were allowed to cool down to room temperature, and the measurements were carried out again. At this temperature, the DHPs were also subjected to mechanical stress test to measure the loss of adhesion between the PUR and steel service pipe. The method used was the SP plug method as described in [5]. A torque was applied manually and recorded by a static torque transducer. The maximum torque needed to separate the test sample (PUR) from the steel service pipe was registered.

Basic research has established that degradation of PUR is a complex heterogeneous process that consists of several partial degradation reactions. In order to better understand the material performance as well as to obtain characteristic thermal decomposition data for further studies we exposed PUR foam only, to high temperatures in air and in nitrogen atmosphere. The exposed materials were characterised using mechanical, physical and analytical test methods.

The mechanical and thermal tests were complemented with analytical laboratory tests for characterization of the materials including physical, thermos-analytical and spectroscopic methods such as Differential Scanning Calorimetry (DSC) and Fourier Transform Infra-Red (FTIR).

SUMMARY OF THE RESULTS

Few literatures can be found on the degradation path and mechanism of the PUR material itself when it is exposed to moderate temperatures. In Fig. 1, the results of ageing at 170 °C are demonstrated. It is quite obvious that the degradation of PUR is a multi-stage process composed of a first stage expressed as a rapid change in properties followed by a plateau phase which changes after about 2000h to a gradual deterioration of the properties.

![Figure 1. Change in thermal conductivity and adhesion strength as a function of ageing time at 170 °C.](image-url)
The results of the PUR material exposure to 150 °C in air and in nitrogen showed significant differences in the degradation characteristics between the two environments as was revealed by DSC and FTIR methods. However, the mechanical properties changed in a very similar way. First, the adhesion strength decreased rapidly followed by a plateau part.
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ABSTRACT

In district heating and cooling networks, hot or cold fluid is transported in pipe systems over long distances. Heat loss (or gain) from the fluid-carrying pipes to the surrounding is a primary driving mechanism that can lead to various thermal dynamics effects in the fluid. Here, we investigate the thermal dynamics of low-Reynolds number hot water flow in horizontal pipes. In such flows, density differences between hot and cold water generate buoyancy effects. Further, the coupling between heat transfer and momentum transfer along with the temperature-dependent viscosity of water can result in stratified asymmetric flow profiles where fluid is transported with high velocities in the top region of the pipe cross-section and can be almost stagnant in the bottom region. In the flow laboratory at Kamstrup A/S, we carried out experiments to analyze thermally stratified flow profiles with laser-Doppler velocimetry. In this article, we present results for the downstream development of stratified flow profiles for different flow parameters including temperature, pipe diameter, and flow rate (or dimensionless Reynolds number and Rayleigh number, respectively.) Further, we discuss the impact of thermally stratified flow profiles on metering applications in district heating and cooling networks.

INTRODUCTION

Single-phase thermally stratified flow may appear in horizontal pipes in which two layers of the same liquid with high temperature and density differences flow at low velocities [1]. This stratification is driven through heat transfer between the water, the pipe wall, and the surrounding air. The colder and therefore heavier fluid accumulates at the bottom part of the pipe, while the hotter and lighter fluid occupies the upper part [1]. This phenomenon is driven by buoyancy forces, emerging through a top to bottom temperature gradient in the pipe [2]. Stratification is expected to emerge when the forced-flow has a small Re and the buoyancy forces are relatively high. For large buoyancy forces, which are characterized through high Grashof numbers Gr, effects of forced convection are negligible but for lower Gr forced convection needs to be taken into account. In most practical situations, both phenomena have to be taken into account [3]. In this article, we study experiments to quantify the influence of different water temperatures and pipe diameters on the emergence of stratified flow profiles.

MATERIALS AND METHODS

We use a commercial Nd:YAG laser-Doppler velocimetry (LDV) probe from ILA/Optolution with a window chamber that enables full three-dimensional optical access. The probe is mounted on a traversing system for automated displacement in a Cartesian coordinate system (Figure 1 (a) and (b)). We perform all experiments on a verification and calibration test bench in the flow laboratory of Kamstrup A/S using brass pipes of inner diameter $D = 15.0$ mm (DN15) and $D = 25.0$ mm (DN25). The pipes are not insulated to provide an experimental setup with maximized heat exchange between the fluid, the pipe, and the environment. The volumetric flow rate $Q$, the water temperature $T$, and the pressure $p$ are actively controlled and adjusted within a PID feedback loop.

We perform experiments at various flow rates and temperatures corresponding to different Reynolds numbers Re and Rayleigh numbers Ra. The Reynolds number is defined as

$$\text{Re} = \frac{w_{\text{vol}} D}{\nu},$$

where $w_{\text{vol}} = Q/A$ is the volumetric velocity and $\nu$ is the kinematic viscosity based on the mean temperature

$$T_{\text{mean}} = \frac{T_i + T_o}{2}$$

in the test section with $T_i$ the inlet temperature and $T_o$ the outlet temperature. To assess the downstream development, we perform measurements at cross sections located at $z_{ST} = 12D, 30D, 60D,$ and $110D$ downstream from the inlet (Figure 1 (c)).
RESULTS

First, we show results for \( Re = 1.0 \cdot 10^3 \) which corresponds to \( Q = 0.0392 \text{ m}^3/\text{h} \) with the DN25 pipe and \( Q = 0.0235 \text{ m}^3/\text{h} \) with the DN15 pipe. Figure 2 shows 2D contour plots of stratified velocity profiles in two different pipe diameters at various distances downstream from the inlet. For the DN15 velocity profiles (Figure 2 (a)–(d)), the stratification increases with increasing downstream distance, as indicated through the red color zone with \( \text{w/wvol} \approx 2 \). Hence, the asymmetry is highest for \( z_{ST} = 110D \) whereas all profiles are symmetric along the x-axes. A visual comparison of the DN15 contour plots with the DN25 contour plots shows that the flow is already strongly stratified at 30D for DN25. Further downstream at 60D and 110D, only slight differences in the profiles are visible. This indicates that a fully developed stratified flow emerges at around 30D for \( T = 60°C \) with a DN25 pipe. In practice, profiles with the shapes shown in Figure 2 arise in district heating systems where hot water is transported between production and consumption points. This means that flow meters are likely to be confronted with similar profiles in the field although insulation may weaken thermal dynamics effects. In the remainder of this article, we will analyze the velocity profiles in more detail.

Stratified profiles in DN25 pipe

Figure 3 shows a comparison of stratified flow profiles at locations 12D, 30D, 60D, and 110D downstream and for \( T = 40°C, T = 50°C, \) and \( T = 60°C \). The downstream development of the profiles depends on the water temperature (Figure 3). At the closest distance from the inlet, the stratification is already present but appears to become more prominent further downstream. For water temperature \( T = 50°C \), the developing stratification is also visible at 30D, whereas the stratification is fully developed at 60D, since the profiles at 60D and 110D coincide (Figure 3 (b)). For \( T = 60°C \) the stratified profile is fully developed at 30D downstream, since the profiles at 30D, 60D, and 110D coincide (Figure 3 (c)). The velocity profiles at different distances downstream from the inlet for various temperatures are shown in Figure (a)–(d). The flow profiles at 12D are similar for the three temperatures \( T = 40°C, T = 50°C, \) and \( T = 60°C \) and exhibit a flat center region without pronounced peak (Figure (a)). For \( T = 40°C \) and 30D downstream, the development of the stratification is less pronounced (Figure (b)). This difference illustrates the dynamics of stratification depending on the temperature difference \( \Delta T \) between the pipe-flow and the environment. For lower temperatures the flux from the pipe-flow to the environment is smaller. In consequence, it takes longer to get a similar velocity distribution (Figure (a)).
Further downstream at 60D, the flow profiles for $T = 50^\circ$C show only a slight difference to the velocity profiles for $T = 60^\circ$C. This indicates a fully developed stratification at 60D downstream from the inlet for $T = 50^\circ$C. At 110D both, the $T = 50^\circ$C and the $T = 60^\circ$C profiles coincide, whereas the profiles for $T = 40^\circ$C are still stratified. Consequently, the pipe-flow at $T = 40^\circ$C needs a longer downstream distance to saturate towards a fully developed stratification due to the weaker heat transfer. For $T = 60^\circ$C, the velocity profiles are similar at all measurement cross sections downstream from the inlet, which indicates a fast build-up of the stratification effect.

Figure 5 shows the velocity profiles for all measurement paths (different $\theta$ according to the measurement grid in Figure 1 (b)) at $T = 40^\circ$C and $T = 60^\circ$C. For $T = 40^\circ$C, the velocity profile at 30D already shows a strong deviation from the Poiseuille reference profile (Figure 5 (a)). At 60D the profile at $\theta = 0^\circ$ reaches a maximum of approximately $w/w_{\text{vol}} = 0.85$ (Figure 5 (c)). With increasing distance from the inlet, the displacement between the peak of the Poiseuille reference profile and the peak of the stratified profiles becomes more prominent (Figure 5 (c) and (e)). This behavior is even stronger for $T = 60^\circ$C (Figure 5 (b), (d), (f), and (h)) in which the velocity at $\theta = 0^\circ$ reaches roughly 70% of the fully developed velocity profile. Furthermore, the velocity profile for $T = 40^\circ$C at 110D (Figure 5 (g)) is similar to the profiles for $T = 60^\circ$C, which confirms that the stratification effect develops faster for higher temperatures using a DN25 pipe.

Quantification with performance indicators

Performance indicators are integral metrics to measure the shape of flow profiles and to quantify the deviation of flow profiles from reference profiles such as the Poiseuille profile for laminar flow. The so-called asymmetry factor $K_a$ is suitable for quantifying the shape of stratified profiles [4]. The mean $K_{a,\text{mean}}$ and maximum $K_{a,\text{max,exp}}$ of the asymmetry factor for different temperatures $T = 40^\circ$C, $T = 50^\circ$C, and $T = 60^\circ$C and downstream distances 12D, 30D, 60D, and 110D is shown in Figure 4 (e) and (f). At 12D the asymmetry factors coincide for all temperatures. This suggests that the profiles at the inlet are dominated by disturbance effects due to the bend installed approximately 0.5 m before the inlet. This means that at the inlet region for $z_{\text{ST}} \leq 12D$ the disturbances through the bend have more influence on the velocity profile than the temperature effects.

In contrast, the temperature has a significant impact on the downstream development with increasing distance from the inlet. At 30D, differences in $K_{a,\text{mean}}$ for different temperatures emerge (Figure 4 (e)). In general, the
stratification increases with increasing temperature at all downstream distances. At 60D and 110D for \( T = 50^\circ \text{C} \) and \( T = 60^\circ \text{C} \) the highest in \( K_{a,\text{mean}} \) and \( K_{a,\text{max,exp}} \) are found. This suggests that the profiles saturate towards a stratified equilibrium profile that does not change anymore with increasing temperature beyond 60°C. However, the profile for \( T = 60^\circ \text{C} \) saturates faster, since the maximal \( K_{a,\text{mean}} \) and \( K_{a,\text{max,exp}} \) are attained at 30D already. Hence, for \( T = 60^\circ \text{C} \) the stratification develops very fast and is nearly constant after 30D. In contrast, for \( T = 40^\circ \text{C} \) the stratification increases continuously over the test section, indicating that this stratification does not saturate within the considered downstream distances. An extrapolation of the results for 30D, 60D, and 110D with \( T = 40^\circ \text{C} \) suggests that a value of about 7% is likely to be reached at a distance of approximately 200D. Thus, the maximum of \( \approx 8\% \) attained by the 50C and 60C flows is unlikely to be exceeded with 40°C water temperature. The maximal values \( K_{a,\text{max,exp}} \) show an analogous development as the mean asymmetry factor \( K_{a,\text{mean}} \) (Figure 4 (f)).

Table 5: Summary of three different temperature pairings to test for Rayleigh similarity.

<table>
<thead>
<tr>
<th>Ra</th>
<th>( T_{w,15} )</th>
<th>( T_{w,25} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.27 ( \cdot ) ( 10^8 )</td>
<td>40°C</td>
<td>27°C</td>
</tr>
<tr>
<td>5.67 ( \cdot ) ( 10^8 )</td>
<td>50°C</td>
<td>32°C</td>
</tr>
<tr>
<td>9.92 ( \cdot ) ( 10^8 )</td>
<td>60°C</td>
<td>37°C</td>
</tr>
</tbody>
</table>

REYNOLDS AND RAYLEIGH SIMILARITY

To test for Re and Ra similarity, we design experiments in different pipe diameters DN15 and DN25 and adjust flow rate and water temperature to achieve matching Re and Ra numbers. The objective is to determine to what extend Re and Ra similarity hold and to determine if secondary effects cause deviations in the similarity.

The material properties of water change with temperature and similarity properties are captured by dimensionless parameters (see, for example, [32, 111]). The Grashof number

\[
Gr = \frac{g \alpha (T_w - T_x) L^3}{v^2} \tag{3}
\]

is the characteristic ratio of buoyancy to viscous forces acting on a fluid, where \( g \) is the gravitational acceleration, \( \alpha \) is the thermal expansion coefficient, \( T_w \) is the wall temperature, \( T_x \) is the ambient temperature, and \( L = D \) is the characteristic length for flow in a pipe with circular cross-section. The Prandtl number

\[
Pr = \frac{v}{\alpha} \tag{4}
\]

defines the characteristic ratio of momentum diffusivity and thermal diffusivity. A combination of (3) and (4) yields the Rayleigh number

\[
Ra = Gr \, Pr \tag{5}
\]

The thermal expansion coefficient \( \alpha \), the kinematic viscosity \( v \), and the thermal diffusivity \( \alpha \) are temperature dependent.

The conditions Ra15 = Ra25 yields

\[
\frac{Ra_{15}}{4.6296 D_{15}^3} = \frac{Ra_{25}}{v_{25} a_{25}} \tag{6}
\]

where the subscript 15 denotes values associated with the DN15 pipe and the subscript 25 denotes values associated with the DN25 pipe. Substituting \( D_{25} = 4.6296 D_{15}^3 \) in (6) yields

\[
\frac{Ra_{15}}{4.6296 D_{15}^3} = \frac{Ra_{25}}{v_{25} a_{25}} \tag{7}
\]

From (7), the temperature \( T_{w,25} \) can be computed. For temperatures within the range \( 0^\circ \text{C} < T < 60^\circ \text{C} \) the thermal diffusivity \( \alpha \) is estimated through [7]

\[
a = (1.35 + 0.002 T_w) \cdot 10^{-7} \tag{8}
\]

The dynamic viscosity \( \mu \) for water is estimated through [8, 9]

\[
\mu = \mu_0 (\widetilde{T}) \mu_1 (\widetilde{\rho}, \widetilde{T}) \tag{9}
\]

where

\[
\mu_0 (\widetilde{T}) = \frac{(\mu' \sqrt{\widetilde{T}})}{\sum_{0}^{5} a_i \widetilde{T}^{-i}} \tag{10}
\]

with \( \mu' = 1.0 \cdot 10^6 \text{ Pa s} \) and coefficients \( a_i, T = T/T^* \) is the dimensionless temperature with \( T^* = 647.27 \text{ K} \) and

\[
\mu_1 (\widetilde{\rho}, \widetilde{T}) = \exp \left[ \widetilde{\rho} \sum_{0}^{4} \sum_{0}^{4} b_{ij} \left( \frac{1}{\widetilde{T}} - 1 \right)^i (\widetilde{\rho} - 1)^j \right] \tag{11}
\]

is a function with the coefficients \( b_{ij} \) and the dimensionless density \( \rho/\rho^* \) with \( \rho^* = 317.763 \text{ kg/m}^3 \). Expression (6) holds for temperatures within the range by \( 0^\circ \text{C} \leq T \leq 800^\circ \text{C} \) and pressures within the range 0 MPa \( \leq p \leq 100 \text{ MPa} \). Using the results for the dynamic viscosity \( \mu \), the kinematic viscosity \( \nu \) is estimated through the corresponding densities \( \rho \) [10]. The thermal expansion coefficient \( \alpha \) for various temperatures is given by Eisenberg and Kauzmann [11]. The calculations show that the water temperature \( T_{w,25} \) is required to achieve Ra similarity is lower than \( T_{w,15} \), as summarized in Table 5.
Figure 6 shows velocity profiles at $\theta = 90$ for flow in DN15 and DN25 subject to Re and Ra similarity. The associated mean and maximum asymmetry factors are summarized in Figure 6 (j) and (k). Rayleigh similarities are assessed for three different temperature similarity pairings to find out under which conditions the Rayleigh similarity is best captured.

For the lowest temperature pairing with $T = 40^\circ$C for DN15 and $T = 27^\circ$C for DN25, the velocity distribution as well as the location of the peaks are different for the three distances (Figure 6 (a)–(c)). The flow profiles in the DN15 pipe appear to have a more shallow slope in the bottom part of the pipe until the maximum value at around $r/R = 0.5$. In the DN25 pipes the stratification is less developed and characterized through a steeper slope and a peak of $w/w_{vol} \approx 1.9$ at $r/R = 0.2$.

The slopes of the flow profiles agree well at 30D and 60D downstream for the intermediate temperature pairing with $T = 50^\circ$C for DN15 and $T = 32^\circ$C for DN25 (Figure 6 (d) and (e)). However, at 110D the flow profile is more stratified in the DN15 (Figure 6 (f)). Similarly as for the lower temperature pairing, the velocity profiles in the DN25 pipe do not reach the peak of $w/w_{vol} = 2$ as it is the case for DN15.

The asymmetry factors $K_{a,\text{mean}}$ and $K_{a,\text{max,exp}}$ exhibit a large spread in values because of the disagreement in the shape of the profiles (Figure 6 (j) and (k)). This indicates that Rayleigh similarity does not hold for the low and intermediate temperatures. Consequently, a small temperature difference may lead to secondary effects in a temperature range where the Rayleigh similarity does not hold anymore.

For the highest temperature pairing with $T = 60^\circ$C for DN15 and $T = 37^\circ$C with DN25, the flow profiles converge to each other with increasing distance downstream from the inlet. Additionally, the velocity peak is of similar magnitude at 110D, which leads to a reasonable Rayleigh similarity confirmed by the agreement in asymmetry factors (Figure 6 (j) and (k)).

Thus, only at a high enough temperature pairings the necessary heat transfer conditions are given and the flow profiles are self-similar for $z_{ST} \geq 60D$. Consequently, Rayleigh similarity is achieved when the temperature and therefore the heat exchange as well as the downstream distance are chosen appropriately.

DISCUSSION AND CONCLUSIONS

We have studied the influence of temperature effects on the flow profile. Velocity profiles of DN15 and DN25 pipes were discussed through an approximate Re and Ra similarity. We found that stratification develops slower in DN15 pipes where a fully stratified flow is found at around 100D downstream. In contrast, in DN25 pipes and for high enough temperatures, a fully stratified flow is found at 30D downstream already.

Tests of the Rayleigh similarity suggest that the flow profiles are self-similar at high temperature pairings, whereas self-similarity does not hold for smaller temperature pairings resulting in weaker heat exchange between the fluid and the surrounding. The breakdown of similarity for lower temperature pairings suggest that secondary effects have a larger influence. Secondary effects may depend on the temperature of fluid, pipe, and environment, the uniformity of the heat flux and other factors. Therefore, additional measurements with different parameter ranges may yield further conclusions regarding the self-similarity of stratified flow profiles.

For flow laboratories, the Rayleigh similarity has important practical implications. For example, experiments on large diameters can be scaled down to smaller diameters using Reynolds and Rayleigh similarity. Since it is usually cheaper, faster and more convenient to test on smaller pipe diameters, such scaled experiments have potential to save costs and test time on larger test equipment.
Figure 6. Assessment of Rayleigh similarity for profiles at $\theta = 90^\circ$ ((a)-(i)) and along with mean (j) and maximal (k) asymmetry factors for distances $30D$, $60D$ and $110D$ in DN15 and DN25 pipes.
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ABSTRACT

A new concept for high performance district heating pipe insulation have been under development, where a vacuum insulation panel replace the innermost layers of polyurethane around the service pipe. During the last years, the concept has been tested through a series of measurements, showing that a 10 mm vacuum insulation panel can reduce the heat losses by around 30% when used in pipes of dimension DN 100/225. When the panel is placed around the supply pipe of a twin pipe simulations indicated that the losses from the supply water could be reduced by up to 50%. One of the main challenges with the vacuum insulation panels are their long term performance. Over time, air will enter the panels and the insulation performance will be reduced. To evaluate the long term performance of hybrid insulation district heating pipes, measurements have been ongoing during the last four years. Prototypes of hybrid pipes have been tested both in field as pipe segments connected to a municipal district heating grid and in laboratory with a constant temperature in the pipe. The temperature have been logged at various positions on and around the panels. Variations in the temperatures can be used to evaluate the thermal performance of the pipes. The results indicate that the panels are intact after four years in field. In the laboratory, the pipes have been exposed to a constant temperature of 115°C for over three years without damage to the panels. Thus, the panels have been shown to withstand a higher temperature within a polyurethane embedding than panels heated in open air. Also there are indications that the panel, if it collapses, will be filled with the pore gas of the polyurethane instead of air, reducing the impact of the damage compared to other applications of the vacuum insulation panels.

INTRODUCTION

Statistics Sweden show that 10% of the energy input to the district heating network is lost as heat losses from the district heating pipes [1]. Reidhav and Werner show that the proportion of the losses might be even higher for areas with a less dense energy outtake [2].

IEA-DHC Annex VIII [3] suggests some different methods to reduce the losses by either changing the symmetry of the district heating pipes or arranging more pipes in the same casing pipe.

Dalla Rosa et al show that placing the supply pipe closer to the center of a twin pipe could reduce the losses by up to 3.2%. Further, Bøhm and Kristjansson [4] show that making the casing egg-shaped decrease the heat losses even more, by up to 7% compared to a circular twin pipe of the same size.

IEA-DHC Annex VIII [3] also suggests using high performance insulation close around the supply pipe. In a cylindrical geometry the effect of the insulation is larger, closer to the center of the cylinder. This is investigated in this paper.

Vacuum insulation panels (VIP)

Polyurethane foam (PUR), blown with carbon dioxide and some pentane isomers, is commonly used as insulation in district heating pipes. PUR district heating pipes are commercialized with a thermal conductivity in the range of 24-28 mW/(m·K) at 50°C [5]–[7]. This is in a similar range as that of researchers [8]–[10]. These values can be compared to vacuum insulation panels (VIPs), a new type of insulation for the district heating sector. With a fumed silica core the thermal conductivity at the center of the panels are as low as 4-5 mW/(m·K) as long as they are kept evacuated [11].

A VIP consists of a core material, commonly made of a porous silica structure, evacuated and encapsulated in a highly diffusion tight envelope, as shown in Figure 1. The envelope commonly consists of a laminate, alternating polymer layers and aluminium layers. The metal in the envelope creates thermal bridges along the edges of the panels which in turn creates an optimization problem. More aluminium in the envelope creates larger heat losses through the edges but...
reduce the diffusion of gas into the panels and thus prolongs the life span.

The long term performance of VIPs have been investigated for building insulation by Simmler and Brunner [12] but in district heating the temperatures are much higher. Both Simmler and Brunner [12] and Schwab et al [13] show an exponential relation between temperature and rate of diffusion into the panels. Apart from the diffusion, the high temperatures of the district heating pipes might melt or damage the polymer in the envelope, leading to a fast deterioration.

Hybrid insulation

In a cylindrical geometry, the influence of the insulation is higher the closer it is to the center. This can be seen in the equation for heat flow through a cylindrical material layer, presented in Equation (1):

\[
Q = \Delta T \cdot \frac{2\pi \lambda}{\ln(\Delta r/r_0 + 1)}
\]

where \(Q\) [W/m] is the heat loss from the pipe, \(\Delta T\) [°C] is the temperature difference over a material layer, \(\lambda\) [W/(m·K)] is the thermal conductivity, \(\Delta r\) [m] is the layer thickness and \(r_0\) [m] is the inner radius of the layer.

If the inner radius, \(r_0\), increases the heat flow increases for the same layer thickness. Also, the needed amount of material will increase with the square of the radius. This means that at a certain insulation thickness it will be cheaper to pay extra for a high performance insulation close to the center rather than to increase the thickness.

A concept for hybrid insulation district heating pipes have been under development through a series of research projects, where VIPs have replaced the innermost part of the insulation in a PUR pipe. The concept is presented in Figure 2.

![Figure 2 concept for hybrid insulation district heating pipes.](image)

The heat losses have been measured through guarded hot pipe by Berge and Adl-Zarrabi for both single pipes [14], [15] and twin pipes [16]. The measurements on single pipes showed a reduction of almost 30% when a 10 mm VIP was added to a DN 100/225 pipe. The measurements also showed that a destroyed panel still had a thermal conductivity as good as that of PUR. For the twin pipes, a 10 mm VIP around the supply pipe reduced the total heat losses from a DN 2*80/315 by 12-18% depending on the overlap length of the panel. The losses from the supply water pipe was reduced even further by up to almost 40%.

The hybrid insulation district heating pipes have also been investigated through field measurements by Berge et al [17]. The paper presents a method to evaluate the long term performance of the vacuum panels through temperature measurements in field. The measurements showed that the panels are intact after three years of measurements. A slow diffusion might be present, but it can so far not be detected through the measurements.

This paper aim to summarize the measurements on the long term performance of hybrid insulation district heating pipes with vacuum insulation panels. The paper presents continuation of the field measurements by Berge et al [17], which have been active for another year. The field measurements are complimented by a new field measurements station and also by laboratory measurements of the long time performance.

FIELD MEASUREMENTS

Three pipe prototypes have been installed into field, connected to active district heating networks. The performance of the pipes have been monitored by continuous measurements of the temperatures throughout a cross-section of the pipes. The temperature have been measured with the use of type-T thermocouples mounted before the PUR was added.

Two of the pipes were installed 2012 and connected to the district heating network in the city Varberg, a coastal city in south-western Sweden. Both were twin pipes with the dimensions DN 2*80/250 and DN 2*25/140. The measurement positions for the two pipes are shown in Figure 3. The temperature in every position was measured at least at two places along the pipe on two separate VIPs.

![Figure 3. The measurement position for the temperature measurements on the two twin pipes in Varberg.](image)
The results from the field measurements in Varberg are presented in Figure 5 for DN 2*80/250 and Figure 4 for DN 2*25/260. The measurements show that there is typically low temperatures in the system, up to a max below 90°C. The results for both pipes are continuous with an apparent cyclic behaviour over the years. The temperature in the supply and return pipes seems to be at similar levels with the exception of the return temperature in Figure 5 which have decreased some over time.

In DN 2*80/250 the temperatures were measured in a reference part of the pipe without VIP. The measurements were made at corresponding positions to the measurements on the backside of the vacuum panels, in the middle of the polyurethane. In Figure 5 it can be seen that the reference points have considerably higher temperatures which is a sign that the heat flow from that point and out is larger in the reference. The VIPs show a direct result, lowering the temperature in the pipe.

The measurement results have been investigated by the error method by Berge et al [17]. The results are shown Figure 6 for DN 2*80/250. The result show a continuing slow change but still no alarming deterioration rate.

The third field measurement pipe is placed in the city Göteborg, also on the coast of south-western Sweden but a bit further north. The pipe was installed in the summer 2015 and the temperature was put on later during the fall. The pipe had the dimensions DN 150/280 and temperatures were measured on the backside of the VIP, on the service pipe and on the casing of the pipe.

Figure 5. Resulting averages for the positions of the pipe DN 2*80/250 in Varberg.

Figure 4. Resulting averages for positions of the pipe DN 2*25/160 in Varberg.

Figure 6. Results for DN 2*80/250 from the error model according to [17].
The results from the measurements are shown in Figure 7. The single pipe in Göteborg contained four VIPs but when the pipe was installed, two of the VIPs were found to be broken (VIP 1 and VIP 2 in Figure 7), probably due to some mistake during production. This indicates another challenge with using vacuum insulation panels: how to handle them in production so that they are protected from injuries.

The measurements are just recently initiated so the long term performance of the vacuum panels can so far not be analysed.

LABORATORY MEASUREMENTS

Single pipe prototypes have been investigated through long time measurements in the laboratory. Three hybrid insulation pipes were put in a rig with heated oil circulated through the service pipe. The temperature of the circulating oil was held constant and the temperature on the backside of the VIPs (center of panel, COP) and the temperatures at the envelope seals were monitored, together with the oil temperature and the casing pipe temperature. The rig is shown in Figure 8 together with a description of the temperature measurements.

Each pipe contained three 10 mm thick VIPs. The temperature in the pipe A, B and C was set to 115°C, 125°C and 135°C respectively. The measurements indicated that the VIPs were destroyed after 4 days at 125°C and instantly at 135°C. The measurements on pipe C was continued for 16 days and the measurements on pipe B was continued for 60 days. The measurements on pipe A is still ongoing after 3.5 years. The temperature levels for the last 15 days of measurement can be seen in Figure 9.

The seal temperature is investigate since it is assumed that the seals are a weak point in the envelope. During the production of VIPs, the seals are commonly closed by melting the two sides of the envelope together. A high temperature could thus open the seals again. Therefore, the seals where folded to the backside of the panels where the temperature was is lower. The results are shown clearly in Figure 9 where the temperatures in the seals are more than 30°C lower than the steel pipe temperature.

Already in Figure 9 the temperature on the center of the panel (COP) in pipe A is proportionally closer to the casing temperature compared to pipe B and pipe C. This is a clear indication that the performance of the VIPs are better in pipe A compared to the polyurethane.

The performance VIPs can be investigated by how the temperature on the COP is proportional to the temperature on the casing and in the oil. The pipe can be seen as two cylindrical material layers one with VIP and one with PUR. By assuming a one dimensional, axisymmetric steady state heat flow out through the pipes, the temperatures can then be used to calculate
the quotient between the thermal conductivity of the two layers, as in Equation (2):

$$\frac{\lambda_{\text{PUR}}}{\lambda_{\text{VIP}}} = \frac{\Delta T_{\text{VIP}}}{\Delta T_{\text{PUR}}} \frac{\ln(\Delta r_{\text{PUR}}/r_0_{\text{PUR}} + 1)}{\ln(\Delta r_{\text{VIP}}/r_0_{\text{VIP}} + 1)}$$

(2)

where $\lambda$ [W/(m·K)] is the thermal conductivity, $\Delta T$ [°C] is the temperature difference over a material layer, $\Delta r$ [m] is the layer thickness and $r_0$ [m] is the inner radius of the layers of PUR and VIP.

The results from the calculations of the quotients can be seen in Figure 10, Figure 11 and Figure 12 for pipe A, B and C respectively.

At the beginning of the measurements, the thermal conductivity is around 3-5 times that of the VIPs. Seen both for pipe A and B in Figure 10 and Figure 11. Panel E in pipe B, Figure 11, stands out with a start quotient of 5. The large variation can otherwise be explained by the amplified effect of a shift in the temperature on the backside of the VIP. If the temperature is measured slightly wrong or there are inhomogeneities in the area around the thermocouple on COP, both the temperature differences in Equation (2) would change in opposite direction. Thereby, the change in the quotient get amplified. There could for example be a large air bubble outside f panel E in pipe B, making the thermal conductivity of the PUR locally lower, forcing up the quotient.

Pipe B in Figure 11 also show a clear deterioration of the VIPs where the quotient decrease with time at various pace for different panels. While VIP C and E show instant very fast collapses, VIP A slowly gets gas filled over a month.

For Pipe A, in Figure 10, there is no detectable change in the thermal conductivity quotient after more than three years of measurement.

A quotient of three could be interpreted as a quite small difference since the presented properties of the PUR and VIPs are 26 mW/(m·K) and 5 mW/(m·K) respectively. On the other hand, the average temperature of the insulation will be influenced. The average temperatures of each material layer is presented in Table 1, showing a considerably higher temperature in the VIP than in the PUR which commonly give higher thermal conductivities for thermal insulations.

<table>
<thead>
<tr>
<th></th>
<th>$T_{\text{avg VIP}}$ [°C]</th>
<th>$T_{\text{avg PUR}}$ [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pipe A</td>
<td>88</td>
<td>43</td>
</tr>
<tr>
<td>Pipe B</td>
<td>104</td>
<td>51</td>
</tr>
<tr>
<td>Pipe C</td>
<td>116</td>
<td>57</td>
</tr>
</tbody>
</table>
It is important to note that the quotient is over 1 and for some cases almost three, even when the panel is considered destroyed. In 20°C air, fumed silica have a thermal conductivity around 21 mW/(m-K) [11]. But this could be lowered if the surrounding gas consists of carbon dioxide and pentane isomers.

CONCLUSION

The measurements presented in this paper show promise for hybrid insulation district heating pipes with VIPs. After four years in field the vacuum in the VIPs are still intact. The error model show some possible degradation of the thermal performance, but it is small and not possible to separate distinctly from the effect of a decreasing return water temperature.

He same goes for the vacuum panel which have been continuously exposed to 115°C for more than 3 years. There is still no sign of deterioration. But, when the temperature reaches above 125°C the VIP starts to deteriorate fast and the VIP seems to be gas filled in a couple of days. When the temperature reached over 135°C, the damage was instant.

The measurements are made on vacuum panels optimized for lower temperatures than these in district heating. A change of polymers in the diffusion barrier might improve the heat resistance considerably.

In the applications the VIPs showed a thermal conductivity 1/5 to 1/3 of that of the PUR. But the average temperature in the VIPs are high. Since the VIP has a lower thermal conductivity than the PUR it will actually lower the temperature in the PUR and thus improve its thermal conductivity.

The thermal performance of the VIPs have been investigated by the quotient between thermal conductivity of the VIP and the PUR calculated from the temperature gradients through the pipes. This method is sensitive to small variation in position or temperature of the thermocouples.

The damaged VIPs still showed a considerably better thermal conductivity than the PUR which could be a consequence of the low conductive pore gas of PUR.
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ABSTRACT

The corrosion behavior of iron oxides (α-FeOOH, Fe₃O₄, Fe₂O₃) deposits on pipeline steel was investigated in simulated district heating water by electrochemical methods and surface analysis. From the potentiodynamic polarization tests, polarization behavior was different according to the iron oxides deposits. The pitting corrosion was observed on the α-FeOOH-covered specimen. Also, the acceleration of corrosion at boundary between the covered and uncovered deposit was observed on α-FeOOH, Fe₃O₄ deposit-covered specimens. To analyze the surface condition under iron oxides deposit, the Mott-Schottky and X-ray diffraction tests were conducted. The chemical reactions by iron oxides deposit and the reason for localized corrosion under α-FeOOH deposit was explained by crevice corrosion mechanism under rust layer.

INTRODUCTION

With the increase of satellite and planned city near the megalopolis, the DH system application is also increased. In this process, the DH system has the resting long period during the construction of numerous urban, housing facilities and infrastructure. Also, maintenance and improvement work have been actively developed. During this period, the pipeline in distribution part of DH system was exposed to the low temperature, about 40 °C, heating water and stagnant or little flow condition. The long stagnant condition has some problems in corrosion aspect such as deposits from solid particle (sand, debris and iron oxides), ion conductivity, ferrous ion and dissolved oxygen effect [1]-[3]. Especially, the deposits on internal surface of a pipeline cause serious localized corrosion (such as pitting corrosion and crevice corrosion), which is called under deposit corrosion (UDC) [4],[5].

Under-deposit corrosion is dissimilar to other corrosion forms since the condition, like pH, concentration of aggressive species, under deposit is different from the condition in the regions without deposit covered. Then, there will be galvanic corrosion between the areas under deposit and the areas without deposit [6],[7]. Because of these properties, UDC is serious problem in pipeline system due to the unexpected failure from localized damage. Thus, in order to prevent the pipeline failure from UDC, it is important to investigate the mechanism of UDC. Jeannin et al. found that the corrosion process of carbon steel was different according to the kind of deposited minerals (silica, kaolinite, chlorite and montmorillonite) [8]. Zhang et al. revealed the galvanic corrosion between the covered mixed deposit on the carbon steel and bare carbon steel (uncovered mixed deposit) in gas filed environment [9]. However, the deposit is composed of not only minerals (clay and sand) but also the corrosion products (iron oxide and carbonate etc.) because the corrosion products floated in fluid combined each other and deposited at the stagnant condition. Therefore, the investigation of corrosion process under different corrosion product deposits is important.

The corrosion products can inhibit further corrosion by shielding the metal from environments. However, there are cases where corrosion products accelerate corrosion [8]. The corrosion process can be dependent on the oxide film because the oxide is directly formed in close connection with the crystal of the metal, while the deposit is just stacked on the metal [10]. Thus, the corrosion reaction in oxide film and deposit cases was significantly different. In this work, corrosion behavior of carbon steel under different iron oxides (goethite; α-FeOOH, magnetite; Fe₃O₄, hematite; Fe₂O₃) was evaluated by electrochemical measurements and surface characterization. These iron oxides are usually produced on the pipeline surface in DH system. Furthermore, the corrosion mechanism under different iron oxides was investigated for the prevention of unexpected corrosion and failure in DH system by the UDC. Thus, the aim and purpose of this study are to demonstrate the corrosion risk of DH pipeline system caused by iron oxides deposits and to remind the importance of iron oxide removal in DH water.
EXPERIMENTAL PROCEDURES

The material used in this work was SPPS 38 (Korean Standards; KS D 3562) pipeline carbon steel (C: 0.25 wt%, Si: 0.35 wt%, P: 0.04 wt%, S: 0.04 wt%, Fe: Bal.). Specimens were machined into square shape with the area of 1 cm² and sealed with epoxy resin. A copper rod was connected to each electrode to ensure electrical-connection for electrochemical tests. Before deposition process, the specimens were abraded with silicon carbide paper starting from 100 to 600 grit size, and then rinsed with deionized water, cleaned with ethanol.

Table 1 gives the chemical composition of the tests solution which is based on the heating water in 10 years stagnant condition. To adjust the chemical composition of the test solution, FeCl₃, NaNO₂, NaNO₃, NaCl, H₂SO₄ and NH₄OH were used and pH was controlled by 0.1 M NaOH solution. Although the heating water is usually soft and pure water, detection of the ferric ion (Fe³⁺) and chloride ion (Cl⁻) is due to the long period stagnant condition. Prior to the testing, the solution was deaerated by purging N₂ (99.999%) for 2 h, because the DH system is block with the outside, i.e., the closed system, so that the dissolved oxygen is very low. The temperature is maintained at 40 °C by using the constant-temperature water bath.

The three iron oxides (α-FeOOH, Fe₃O₄, Fe₂O₃) used in this study were purchased from SAMCHUN chemical cooperation. Because the powder state iron oxides are difficult to deposit on the specimen and to avoid corrosion of the steel specimen during the deposition process, ethanol was mixed with the iron oxides. The specimen was covered with a rubber ‘O’ shaped ring (diameter: 3 cm, height: 3 mm) filled with iron oxide deposit mixed with ethanol state, which have the same thickness to rubber ring about 3 mm, to simulate the under deposit corrosion environment. Before the immersion in the test solution for electrochemical tests, the deposit-covered specimen was dried under the air condition for 30 minute to vaporize the ethanol in the deposit. To evaluate the corrosion behavior and properties of iron oxide deposits, electrochemical tests were conducted. A three-electrode electrochemical cell was constructed with the SPPS 38 carbon steel electrode uncovered and covered with iron oxide deposits as the working electrode (WE), two pure graphite rods as counter electrodes (CE) and a saturated calomel electrode (SCE) as the reference electrode (RE). The schematic of the three-electrode electrochemical cell used in this experiment is shown in Figure 1. Before potentiodynamic tests, the working electrode was immersed in the test solution for 6 h until steady state, and the open-circuit potential (OCP) was attained. Potentiodynamic polarization curves were measured by scanning potential from -250 mV vs. OCP to 400 mV SCE at a sweep rate of 0.166 mV/s. For the acceleration of corrosion process, potentiostatic tests were carried out at an applied potential of -0.65 mV SCE, slightly higher than the corrosion potential (Ecorr) of each specimens for 20 h. Also, to investigate the difference of corrosion behavior under covered and uncovered deposits, the deposit was only covered half of the specimen. After potentiostatic tests, the iron oxide deposits and corrosion products on the carbon steel surface were removed and cleaned for 10 min in the cleaning solution containing 500 ml HCl, 3.5 g hexamethylenetetramine (C₆H₁₂N₄) and distilled water to make 1000 ml. The specimens were then rinsed in distilled water and dried by nitrogen gas.

In addition, to analyse the surface properties of uncovered and covered deposit specimens, the Mott-Schottky measurements were carried out with the PARSTAT 2263. Before Mott-Schottky measurements, each specimen was immersed in test solution for 340 h. The Mott-Schottky plots were obtained by sweeping in the positive direction at a frequency of 1 kHz with an amplitude signal of 10 mV, the potential range from -0.7 VSCE to 0.1 VSCE and the potential step of 25 mV.

After the potentiostatic tests, the morphology of the corroded specimens was observed by optical microscope (OM). Also, to investigate the surface condition under the oxide deposits, the specimens were analysed by X-ray diffraction (XRD, Burker D8 Advanced) using Cu-Kα radiation operated at 18 kW and the scanning speed was 2 °/min after 340 h immersion. Before the XRD analysis, the deposit on the specimens was removed by distilled water and dried by air compressor. The XRD patterns were analyzed by ICDD database.
RESULTS

- Potentiodynamic Polarization Tests

![Figure 2](image-url)

Figure 2. Polarization curves of the specimens covered with different iron oxides (α-FeOOH, Fe₃O₄, Fe₂O₃) and uncovered after 6 h immersion in test solution at 40°C.

Figure 2 shows the polarization curves of bare specimen and different iron oxides (α-FeOOH, Fe₃O₄, Fe₂O₃)-covered specimens after 6 h immersion in the test solution at 40°C. All the polarization curves showed active corrosion behavior. However, the cathodic and anodic reactions were changed on the iron oxides-covered deposits and the changing tendency was also different according to the kind of iron oxides. In cases of Fe₃O₄ and α-FeOOH, both cathodic and anodic current densities were increased in comparison with bare specimen, which result in negative shift in corrosion potential. It indicated that the Fe₃O₄ and α-FeOOH deposits increased the cathodic and anodic reactions. In addition, the negative shift of corrosion potential can cause the galvanic corrosion at the boundary of the bare and deposit-covered region. On the other hand, in case of Fe₂O₃, only cathodic current density was increased and the corrosion potential was not shifted.

Table 2. Electrochemical Parameters of the Polarization Curves of Bare Specimen and Iron Oxides (α-FeOOH, Fe₃O₄, Fe₂O₃) Covered Specimens in the Test Solution at 40 °C

<table>
<thead>
<tr>
<th></th>
<th>β₀ (mV/decade)</th>
<th>β₋ (mV/decade)</th>
<th>Ecorr (mV SCE)</th>
<th>icorr (μA/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bare</td>
<td>102 ± 3</td>
<td>246 ± 1</td>
<td>741 ± 9</td>
<td>3.8 ± 0.05</td>
</tr>
<tr>
<td>α-FeOOH</td>
<td>122 ± 6</td>
<td>215 ± 5</td>
<td>775 ± 6</td>
<td>9.1 ± 0.03</td>
</tr>
<tr>
<td>Fe₃O₄</td>
<td>99 ± 12</td>
<td>202 ± 9</td>
<td>786 ± 9</td>
<td>8.6 ± 0.12</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>105 ± 5</td>
<td>265 ± 8</td>
<td>735 ± 7</td>
<td>5.3 ± 0.09</td>
</tr>
</tbody>
</table>

- Potentiostatic Tests

![Figure 3](image-url)

Figure 3. Optical microscope images of the specimens covered iron oxides deposit, (a) α-FeOOH, (b) Fe₃O₄, (c) Fe₂O₃, after potentiostatic tests under -650 mV SCE for 20 h in the test solution at 40 °C.

The corresponding kinetic parameters in polarization curves such as corrosion potential (Ecorr), corrosion current density (icorr), and anodic and cathodic Tafel slopes (β⁺, β₋), are listed in Table 2. As shown in polarization curves, the icorr and Ecorr were changed on iron oxides-covered specimens. The icorr related to corrosion rate was increased in all oxide-covered specimens, indicating the deposit state of iron oxides increases the corrosion of steel substrate. In short, the anodic reactions were affected by Fe₃O₄ and α-FeOOH deposits and the iron oxides deposits (α-FeOOH, Fe₃O₄, Fe₂O₃) activates the cathodic reactions [11]-[13].

To investigate the corrosion behavior of the iron oxide-covered specimens, the potentiostatic tests were conducted. Also, to identify the galvanic corrosion between covered and uncovered specimens, half of the specimen is covered with deposit. Figure 3 shows the specimen covered iron oxides after the potentiostatic tests under -650 mV SCE for 20 h in the test solution at 40 °C. As shown in Figure 3(a), the numerous pitting was observed on the α-FeOOH-covered specimen and the pitting size was in the range 150 μm to 300 μm. However, as shown in Figures 3(b) and (c), pitting was not observed on the Fe₃O₄ and Fe₂O₃-covered specimens. It is indicated that the corrosion behavior is different in α-FeOOH and Fe₃O₄, Fe₂O₃ cases.

Figure 4 shows the boundary of the specimens with covered (left side) and uncovered (right side) deposit after the potentiostatic tests under -650 mV SCE for 20 h in the test solution at 40 °C. In Figures 4(a) and (b), the corrosion was accelerated at the boundary of the α-FeOOH and Fe₃O₄-covered specimens, which showed...
more negative corrosion potential than bare specimen, moreover the localized corrosion at the boundary was more severe in α-FeOOH case. On the other hand, the boundary between the Fe₂O₃-covered and uncovered did not show the accelerating corrosion behavior shown in Figure 4(c), which could be due to the absence of corrosion potential difference [14]-[16]. These results indicate that the α-FeOOH and Fe₃O₄ deposits can cause the galvanic corrosion under stagnant condition, while Fe₂O₃ deposit did not cause galvanic effect.

- **Mott-Schottky Tests**

It is well known that there are relationships between the surface film properties, which related to semi-conducting behavior of surface film, and the corrosion behavior of materials [17]. These properties and behavior can be investigated by analyzing the curves of Mott-Schottky plot. Thus, from this aspect, the surface film properties of steel substrate under iron oxide deposits (α-FeOOH, Fe₃O₄, Fe₂O₃) were investigated by Mott-Schottky plot based on measurements of the electrode capacitance as a function of electrode potential (E). It is assumed that the capacitance of the space-charge was much less than that of the Helmholtz layer, and thus the electrode capacitance was equal to C.

According to Mott-Schottky theory, the space-charge capacitance and n-type and p-type semi-conductors are given by equations (1) and (2), respectively:

\[
\frac{1}{C^2} = \frac{2}{\varepsilon \varepsilon_0 e N_D} 
\left( \frac{E - E_F^D}{e} - \frac{kT}{e} \right)
\]  
\[
\frac{1}{C^2} = \frac{2}{\varepsilon \varepsilon_0 e N_A} 
\left( \frac{E - E_F^A}{e} - \frac{kT}{e} \right)
\]

where \( \varepsilon \) denotes the relative dielectric constant of layer, \( \varepsilon_0 \) is the permittivity vacuum \((8.8542 \times 10^{-14} \text{ F/cm})\), \( e \) is the absolute value of the electron charge \((1.6029 \times 10^{-19} \text{ C})\), \( k \) is the Boltzmann constant \((1.389 \times 10^{-23} \text{ J/K})\), \( T \) is the absolute temperature, \( E_F^D \) is the flat band potential which can be obtained from the extrapolation of \( 1/C^2 \) to \( 0 \text{ V}_{\text{SC}} \), \( N_D \) and \( N_A \) are the donor and acceptor densities that can be determined from the slope of the experimental \( 1/C^2 \) versus applied potential [18].

Figure 5 shows the Mott-Schottky plots for iron oxides-covered and uncovered specimens immersed in the test solution for 340 h at 40 °C. These measurements were obtained by sweeping the potential in the positive direction around \( E_{corr} \) at a frequency of 1 kHz. Note that Mott-Schottky measurements were performed at various frequencies between 1 and 10 kHz and identical results were obtained whatever the frequency [19]. The frequency of 1 kHz was then chosen as appropriate frequency. The slope of the Mott-Schottky diagram is negative, indicating a p-type semiconducting behavior of the surface films in all conditions. According to equation (3), acceptor density \( N_A \) can be determined from the slope of the experimental \( C^2 \) versus E plots. Thus, the decrease of \( N_A \) was observed according to the following order: α-FeOOH, bare, Fe₂O₃ and Fe₃O₄, indicating that the surface film of p-type semiconducting property is actively produced according to the above order.

In addition, the thickness (W) of the space-charge layer which is the surface film at a film formation potential can be calculated by [20]:

\[
W = \left( \frac{2e N_A}{\varepsilon e N_D} \right)^{\frac{1}{2}} \left( E_F - E_F^D - \frac{kT}{e} \right)^{\frac{1}{2}}
\]

where \( E_F \) is the film formation potential, and the other parameters have the same physical...
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mechanisms as those in equation (3). The film thickness (W) is proportional to the 1/C² value so that the W is increased according to the following order: α-FeOOH, bare, Fe₂O₃ and Fe₃O₄. It indicated the two things, first is that the iron oxide deposits were not considered as a surface film. Second is that the formation of surface film of p-type semiconducting property was increased according to the following order: α-FeOOH, bare, Fe₂O₃ and Fe₃O₄.

**Surface Characterization**

Figure 6 showed the XRD results for the iron oxides-covered and uncovered specimens immersed in the test solution for 340 h at 40 °C. In the Fe₃O₄-covered specimen, Fe and few Fe₂O₃ peaks were observed. Likewise, in case of the Fe₂O₃-covered specimen, the Fe, Fe₂O₃ and few Fe₃O₄ peaks were shown. It is indicated that the Fe₂O₃ and Fe₃O₄ deposits did not influence on the formation of surface film on the steel substrate. Even though the Fe₃O₄ peaks were observed in Fe₂O₃ case, the Fe₃O₄ peaks were overlapped with Fe₂O₃-peaks and the amount of intensity was insignificant. Thus, the Fe₂O₃ was formed under the Fe₂O₃-covered state but the formation and reaction activities were too small. However, in cases of α-FeOOH-covered and bare specimens, the Fe₂O₃ diffraction peaks were mainly observed. These results indicate that the Fe₂O₃ is main surface film in the test environment at the bare state and the α-FeOOH has an influence on the formation of Fe₂O₃ surface film on the steel substrate compared to the Fe₂O₃ and Fe₃O₄ cases.

**DISCUSSION**

- **Surface Reaction under the Iron Oxide Deposits**

Poentiodynamic polarization curves indicated the negative direction shift of the corrosion potential and different increases of the cathodic and anodic reactions on the iron oxides-covered specimens. The negative shift of corrosion potential in α-FeOOH and Fe₂O₃-covered specimens means that the increase of the anodic reaction area is due to the surface reaction from the Fe₂O₃ and α-FeOOH. Also, the cathodic and anodic reactions were increased in α-FeOOH and Fe₃O₄ covered specimens. It means that the oxide deposit does not act as a surface barrier of the substrate, which is due to the porous properties of iron oxide particles [21].

The following anodic and cathodic reactions are happened on the steel substrate under the test solution conditions (deaeration and pH 10). The reaction (4) is the anodic dissolution and (5) is the cathodic reaction in alkaline solution under the deaeration condition [14]:

\[
\text{Fe} \rightarrow \text{Fe}^{2+} + e^- \quad (4)
\]

\[
2\text{H}_2\text{O} + 2e^- \rightarrow \text{H}_2 + 2\text{OH}^- \quad (5)
\]

Also, the Fe₂O₃ formation reactions were occurred as shown in the XRD results by the following reactions [22], [23]:

\[
\text{Fe}^{2+} \rightarrow \text{Fe}^{3+} + e^- \quad (6)
\]

\[
\text{Fe}^{3+} + \text{OH}^- \leftrightarrow \text{Fe(OH)}_3(s) \quad (7)
\]

\[
3\text{Fe(OH)}_3(s) + \text{Fe}^{2+} \rightarrow \text{Fe}_2\text{O}_3 + 2\text{H}^+ + 2\text{H}_2\text{O} \quad (8)
\]

However, these surface film formation reactions are affected by the iron oxide deposits (α-FeOOH, Fe₂O₃, Fe₃O₄) on the substrate. Under the α-FeOOH and Fe₂O₃-covered specimens, the following cathodic and anodic reactions can be occurred. Under the α-FeOOH deposit, the following reactions are occurred on the steel substrate [24]:

\[
2\text{FeOOH} + \text{Fe}^{2+} \rightarrow \text{Fe}_3\text{O}_4 + 2\text{H}^+ \quad (9)
\]

\[
\text{Fe}^{2+} + 8\text{FeOOH} + 2e^- \rightarrow 3\text{Fe}_3\text{O}_4 + 4\text{H}_2\text{O} \quad (10)
\]

Due to these reduction reactions, the cathodic reaction was increased in polarization curve. In addition, with the increase of α-FeOOH reduction reactions, the more Fe²⁺ ions are needed to satisfy the equilibrium of reactions (9) and (10) so that the anodic dissolution reaction (4) is increased simultaneously shown in polarization curve as the increase of anodic reaction. Consequentially, from these reactions, the formation of Fe₃O₄ can be activated under the α-FeOOH deposit.

![Figure 6. XRD spectra for the specimens covered with iron oxides and uncovered, which immersed in the test solution for 340 h at 40 °C.](image-url)
Under the Fe$_3$O$_4$ deposit, the following reaction can be happened on the substrate [22], [25]:

$$\text{Fe}_3\text{O}_4 + 5\text{H}_2\text{O} \rightarrow 3\text{Fe(OH)}_3(s) + \text{H}^+ + e^- \quad (11)$$

$$\text{Fe}_3\text{O}_4 + 4\text{H}_2\text{O} + \text{OH}^- + 2e^- \rightarrow 3\text{Fe(OH)}_3 \quad (12)$$

Reactions (11) and (12) indicate the oxidation and reduction of Fe$_3$O$_4$ with water and hydroxide ion in alkaline solution like the test solution, respectively. These oxidation and reduction reactions of Fe$_3$O$_4$ are indicated by the increase of anodic and cathodic reactions in the polarization curve. Also, the Fe$_3$O$_4$ formation reaction on the substrate is obstructed because the Fe$_3$O$_4$ deposit is existed on the substrate, which restricts the Fe$_3$O$_4$ formation reaction as a surface film on the substrate.

Lastly, under the Fe$_2$O$_3$ deposit, the following reaction is developed on the substrate [26]:

$$\frac{1}{2}\text{Fe}_2\text{O}_3 + \frac{3}{2}\text{H}_2\text{O} + \text{OH}^- \leftrightarrow \text{Fe(OH)}_4^- \quad (13)$$

$$\text{Fe(OH)}_4^- + e^- \rightarrow \text{Fe(OH)}_3^- + \text{OH}^- \quad (14)$$

$$\text{Fe}_2\text{O}_3 + \text{Fe(OH)}_3^- \rightarrow \text{Fe}_3\text{O}_4 + \text{H}_2\text{O} + \text{OH}^- \quad (15)$$

The hematite, Fe$_2$O$_3$, is the last oxidation product among the iron oxides. Thus, the additional oxidation is different so that the hydration reaction (13) and reduction reaction (14) can be occurred, which increase the only cathodic reaction of the Fe$_2$O$_3$-covered specimen as indicated in polarization curve. The formation of Fe$_3$O$_4$ under the Fe$_2$O$_3$ deposit can be induced by reaction (15) but the reaction can be limited due to the multiple reaction steps of Fe(OH)$_3^-$. Thus, the formation of Fe$_3$O$_4$ under the Fe$_2$O$_3$ deposit is difficult.

The above reaction results are confirmed by the Mott-Schottky and XRD analysis. In the Mott-schottky results, the p-type semiconducting property and film thickness were increased in the following order of α-FeOOH, bare, Fe$_2$O$_3$ and Fe$_3$O$_4$. Among the iron oxides, the Fe$_2$O$_3$ indicated the p-type semiconducting properties [27]. Consequently, it indicated that the formation of Fe$_3$O$_4$ increased in the following order: α-FeOOH, bare, Fe$_2$O$_3$, and Fe$_3$O$_4$. In addition, although the iron oxides deposit actually has the semiconducting property like α-FeOOH and Fe$_2$O$_3$ (n-type), Fe$_3$O$_4$ (p-type) [28]. However, the iron oxides deposit properties were not shown in the Mott-Schottky results. It means that the iron oxides as a deposit on the surface do not have the surface film or barrier properties like oxide film. Therefore, the iron oxides deposit did not act as surface film or barrier which obstructs the electrochemical reaction but a reaction product like catalyst on the steel substrate.

**Mechanism of Different Corrosion Behavior under the Iron Oxides Deposit**

In the potentionstatic tests, the uniform corrosion behavior was indicated in all conditions, except α-FeOOH-covered specimen. The pitting corrosion only occurred under the α-FeOOH-covered specimen. The uniform corrosion under iron oxides deposit takes place due to the diffusion of the external parameters such as water and anion in the test solution by porous properties of iron oxides which revealed from the Mott-Schottky tests [29]. However, under the α-FeOOH, the pitting corrosion was observed, which means the cathode and anode areas are separated on the substrate.
H. Tamura proposed the localized corrosion mechanism due to the rust on the steel substrate [10]. The rust on the steel and iron at the initial stage of corrosion is generally composed of outer Fe(OH)₃, α-FeOOH and Fe₃O₄ from the each other transformation. It is visualized schematically in Figure 7. With the aging proceed, the Fe(OH)₃ is transformed to the α-FeOOH. And then, α-FeOOH is transformed to Fe₃O₄ by reactions (9) and (10). From these reactions, the porous defect such as crack and void are developed in the rust layer, and the outside environments reach the metal. The corrosion in these defects initiates, but the Fe³⁺ and OH⁻ ions cannot have reaction directly because the remaining α-FeOOH rust obstructs their direct reaction. Due to these separated reactions, the FeCl₂ and NaOH are formed in anode and cathode regions, respectively. And then, acidification is taken place due to the FeCl₂ in the anode region, the anode dissolution is accelerated. This corrosion under thick rust layer can be considered as crevice corrosion. Figure 8 shows the crevice corrosion process under α-FeOOH rust layer. Thus, the localized corrosion is occurred under the α-FeOOH-covered specimen, even though the passive behavior was not observed on the polarization curve.

CONCLUSION

I. In the potentiodynamic polarization results, i_corr was increased in all deposit-covered specimens, which means that the corrosion reaction is increased due to the deposit. The α-FeOOH and Fe₃O₄-covered specimens present the negative shift of corrosion potential and increase of anodic and cathodic reactions, and the Fe₂O₃-covered specimen only presents the increase of cathodic reaction.

II. The pitting corrosion was only shown on the α-FeOOH-covered specimen, while the uniform corrosion was observed in the others. The reason of these results can be a crevice corrosion phenomenon which is the localized corrosion under α-FeOOH rust layer on the steel substrate. Also, the corrosion at the boundary between deposit-covered and uncovered was observed on the α-FeOOH and Fe₃O₄ due to the galvanic effect.

III. Mott-Schottky and XRD analyses revealed that surface reactions are different according to kind of iron oxide deposits, which influence the formation of surface film and reaction rate of anode and cathode sites.

IV. From this study, it is seen that iron oxide covered as a deposit on the steel substrate has a negative effect on the corrosion in district heating water. Especially, the α-FeOOH can lead to the localized corrosion-caused failure in early stage. Thus, prevention of stagnant condition and filtering of floating mater are important tasks for maintenance of pipeline.

REFERENCES


DEVELOPMENT OF A REINFORCED BEND WITH SHEAR CONTROL RING FOR DISTRICT HEATING

Jooyong Kim¹, Chongdu Cho²

¹ Korea District Heating Corp.(KDHC), Yangjae-daero 781, Gangnam-gu, Seoul 06340, Korea, jykim43@kdhc.co.kr
² Inha University, Inha-ro 100, Nam-gu, Incheon 22212, Korea, cdcho@inha.ac.kr

Keywords: District heating pipe, Reinforced bend, Shear control ring, Shear stress

ABSTRACT

As a fitting to changing the direction of district heating pipes, bends are subjected to a transverse loading by the soil reaction. Generally the foam cushion are buried together to absorb the expansions. However foam cushions are often squeezed by the repetitive thermal axial forces and the soil reactions, it loses its function to secure the expansion space of pipes. It can be a cause of pipe fracture and decreasing the lifetime.

In this study, the new reinforced bend was developed without foam cushion but satisfying the structural safety level of current bends with foam cushion. Shear control ring (SCR) was suggested and determined to deconcentrate the shear stresses in the polyurethane insulation based on the finite element analysis [1]. The Taguchi method which is one of design of experiment (DOE) method was introduced to optimize the specification of the SCR [2].

In situ test was also performed to validate the performance of SCR bend without foam cushion by comparing to current bend with foam cushion. Shear stresses of two bends were measured and analysed under the same burying and operating conditions. As a result, it was confirmed that the SCR band without foam cushion has a similar safety level itself with the current bend with foam cushion.

INTRODUCTION

District heating pipe is an important facility on district heating system to supply the hot water from production part, such as combined heat and power (CHP), heat-only boiler, waste incineration, etc., to consumer installation. There are many different types of district heating pipe but recently, the pre-insulated bonded pipes are used mainly. Pre-insulated bonded pipes have a sandwich structure comprising a steel carrier pipe, polyurethane insulation foam and casing pipe with high density polyethylene as shown in figure 1.

Through the pipes inside, hot water with maximum temperature of 120°C and maximum pressure of 16bar is supplied.

Figure 2. Structure of a pre-insulated bonded pipe

After the district heating system has been started from the early 1980s due to the spreading of high-density residence, such as an apartment and the district heating technology in Korea has undergone a remarkable growth in a short time. Meanwhile, Korea is a country with four distinctive seasons, many problems due to the preference of intermittent heating and the high temperature range have acquired.

Especially, in the case of the fittings such as bends are structurally fragile. The force and displacement could be concentrated due to the thermal expansions. Therefore, there is a high possibility that damage will occurs. Generally the foam cushion has been installed around the bends in order to absorb the large lateral displacement. However, as time passed, the foam cushion gradually lost its design function due to the deterioration by compression. It may also be the reason of reducing the lifetime of the piping, structural instability, etc.

To overcome this kind of problems due to compression of the foam cushion, the developments of a reinforced bends are needed and SCR bend could be one of solution.

DESIGN OPTIMIZATION OF SHEAR CONTROL RING USING TAGUCHI METHOD

As shown in figure 2, in the case of the bend of underground embedded, the highest shear stress at the adhesion section of the steel pipe and PUR insulation was distributed in a narrow line along the curved direction of the bend.
The SCR was suggested with the expectation that the effect of scattering the concentration of shear stress at the PUR insulation inside can be obtained if the structure of the ring shape (see figure 3) was added to the external wall of steel pipe.

Shape and number of the SCR shall be decided in such a way that the maximum shear stress generated in accordance with the application of the SCR will be lowered as much as possible. The SCR for each of the corresponded pipe diameters was optimized by introducing the Taguchi method which is a kind of design of experiment (DOE).
Table 2 Design factor and level of SCR

<table>
<thead>
<tr>
<th>ND</th>
<th>Number (A)</th>
<th>Height (B)</th>
<th>Thickness (C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>900A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>850A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>800A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>750A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>700A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>650A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>600A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>550A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>500A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>450A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>400A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>350A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>300A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>250A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>200A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>150A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>125A</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>100A</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>80A</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>65A</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>50A</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>40A</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>32A</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>25A</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>20A</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2 L9(3⁴) orthogonal table of SCR

<table>
<thead>
<tr>
<th>Name</th>
<th>A</th>
<th>B</th>
<th>e</th>
<th>C</th>
<th>Experiment Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>A1B1C1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>A1B2C2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>A1B3C3</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>A2B1C3</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>A2B2C1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>A2B3C2</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>A3B1C2</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>A3B2C3</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>A3B3C1</td>
</tr>
</tbody>
</table>

Figure 4 illustrates the definition of the design factors. Three design factors have three levels respectively. Therefore, the possible number of combination is 27. In this case, considering the limit of the rectangular coordinates which can be used by Taguchi method, L9(3⁴) orthogonal table with which up to four factors can be arranged was selected, and after arranging each of the factors, A, B, and C the remaining factor was disposed as e (empty). The prepared orthogonal table is shown in table 2.

FINITE ELEMENT ANALYSIS OF THE SUGGESTED SCR BENDS

Figure 5 illustrates the example of the 125A for the shear stress distribution of PUR insulation of the SCR specification which was obtained from the performance of the finite element analysis (FEA) in accordance with the prepared DOE. The items of (a) to (i) are the FEA results in accordance with the experiment condition, and the last item (j) is the analysis result obtained by acquiring the SN (signal to noise) ratio which is calculated from the previous nine analysis results and performing the dispersion analysis (ANOVA) [3]-[4].

IN SITU TEST

In situ test was performed in new piping site of Korea District Heating Corp. (KDHC). Figure 6 shows the outline of the test site and pipelines. 45m long straight pipe was installed with 2 bends in each end of the pipeline. To validate the performance of shear control ring, SCR bend without foam cushion was installed in position ①, and normal bend with foam cushion was installed in position ②. Nominal diameter of pipelines is 250A.

The SCR bend made from same material with steel carrier pipe and welded on the outside of the carrier pipe. Strain gauge was used to obtain the stress data, and thermocouple was also installed on the outer surface of steel pipe to get the temperature data. Figure 7 shows the steel pipe which installed SCR and figure 8 shows the test specimen which equipped the sensors.
Figure 9 shows the axial stress and inner temperature of each bend when the hot water starts to supply. Some thermal impact was concerned on the pipe because of rapidly temperature changing. However the measured maximum axial stress was 95.7MPa which was lower than allowable value 154MPa.

Figure 10 shows the equivalent Von Mises stress in accordance with the temperature changing. The maximum equivalent stress of the SCR bend was higher than the current bend. It was caused by excluding the foam cushion. However the level of maximum stress 206MPa was still quite lower than allowable stress range 841MPa. Then the structural stability of the SCR bend without foam cushion was confirmed.
Table 3 shows the shear stress of PUR insulation. The average shear stress of the SCR bend was 23.5 kPa and of the current bend was 42.7 kPa. Although the SCR bend had no foam cushion, the shear stress decreased under the effect of the SCR.

<table>
<thead>
<tr>
<th>Type</th>
<th>Average Shear Stress [kPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCR bend without foam cushion</td>
<td>23.5</td>
</tr>
<tr>
<td>Current bend with foam cushion</td>
<td>42.7</td>
</tr>
</tbody>
</table>

CONCLUSION
In this study, the new reinforced bend was developed and test validation was performed.

The design specification of Shear Control Ring (SCR) was decided by Taguchi method with various design factors such as number, height, and thickness of SCR. For 25 nominal diameters, from 25A to 900A, the optimized dimension of SCR bend was suggested.

By the in situ test, the performance of the SCR bend was confirmed. The axial and equivalent stresses of the SCR bend increased compared to the stressed of the current bend, but the values is in the allowable level even though the foam cushion did not used.

Especially, as an effect of shear control ring, the shear stress was dramatically decreased in the SCR bend.
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ABSTRACT
Within the design process of district heating networks, the maximum friction forces between the pipeline and the surrounding soil are calculated from the radial stress state and the coefficient of contact friction. For the estimation of the radial stresses, the soil unit weight, geometric properties such as the pipe’s diameter and the depth of embedment, as well as the groundwater level are taken into account. For the coefficient of contact friction, different values are proposed, dependent on the thermal loading condition of the pipeline. Although this is an assumption of practical use, physically the coefficient of friction is a material constant.

To revise the interaction behavior of the soil-pipeline system with respect to thermally induced radial pipe extension, a two-dimensional finite element model has been developed. Here, the frictional contact was established using Coulomb’s friction law. For the embedment, sand at different states of relative density was considered. This noncohesive, granular material was described by the constitutive model HSsmall, which is able to predict the complex non-linear soil behavior in a realistic manner by stress-dependency of stiffness as well as isotropic frictional and volumetric hardening. In addition to the basic Hardening Soil model, the HSsmall model accounts for an increased stiffness in small strain regions, which is crucial for the presented investigation.

After a model validation, a parametric study was carried out wherein a radial pipe displacement was applied due to thermal changes of the transported medium. Different combinations of geometry and soil property were studied. We conclude by presenting a corrective term that enables for an incorporation of thermal expansion effects into the prediction of the maximum friction force.

INTRODUCTION
In operation, a district heating pipeline is subjected to loads resulting from changes of the medium temperature. Beside the temperature rise of the transported medium, usually water, the inner pressure also varies. The stress state around the pipeline is affected by the resulting loading condition, leading to a higher maximum friction resistance under axial pipeline displacement. In common design practice in Germany [1], the maximum friction resistance is estimated from:

\[ F_{\text{max}} = \mu \cdot (F_N' + F_G'). \]  

Herein \( F_{\text{max}} \) denotes the maximum resistance force per meter length, \( \mu \) is the coefficient of contact friction and \( F_N' \) and \( F_G' \) are the integrated normal stresses around the pipes circumference and the sum weight force of the filled pipeline, respectively. To incorporate the effects resulting from changes of operating temperature, the coefficient of contact friction is taken to \( \mu = 0.4 \) for increasing temperature conditions. During unloading (decrease of temperature), a value of \( \mu = 0.2 \) shall be applied [1]. However, the coefficient of contact friction is a material specific constant. Although, this misappropriation as a correction factor might be practical, for a safe design of district heating networks a more sophisticated approach is needed.

Therefore, the presented research focuses on the derivation of a new corrective term that is able to describe the influences of a temperature rise on the maximum friction resistance. Analytical and numerical methods are used within these investigations. For practical purposes, it is important to keep the derivation of the needed input parameters simple. Therefore, well-funded correlations and appropriate simplifications may be used.

STATE OF THE ART
In general, the estimation of the maximum resistance force is based on Coulomb’s friction law [2]. Following Coulomb, the maximum shear stress that can be mobilized between the pipe’s mantle and the surrounding soil is proportional to the current normal stress. The constant of proportionality is the coefficient of contact friction \( \mu \). Neglecting the shear stresses in circumferential direction, the maximum resistance force that soil can exert on the pipeline due to axial relative displacement can be calculated from equation 1, wherein

\[ F_N' = \sigma_0 \cdot \pi \cdot D_a \cdot \frac{1 + k_0}{2}. \]  

\[ \frac{1 + k_0}{2}. \]
Herein $D_0$ denotes the outer diameter of the pipeline and $k_0$ is the coefficient of earth pressure at rest. Assuming the groundwater level to be beneath the bottom of the pipeline, the overburden stress at the centre of the pipeline is considered as the average normal stress $\sigma_0$:

$$\sigma_0 = \gamma \cdot H . \tag{3}$$

The second term in brackets (equation 1) denotes the sum weight force of the pipeline:

$$F_G = 2 \cdot \pi \cdot r_m \cdot s \cdot \gamma_s + \pi \cdot r_i^2 \cdot \gamma_w . \tag{4}$$

where $r_m$ and $r_i$ are the mean and the inner radius of the medium pipe, respectively. The wall thickness is denoted with $s$ and $\gamma_s$ and $\gamma_w$ are the steel and water unit weights. This calculation procedure was proposed by Rumpel [3]. He assumes the angle of contact friction $\varphi'_c$ to be solely dependent on the angle of internal friction $\varphi'$:

$$\varphi'_c = 0.8 \cdot \varphi' . \tag{5}$$

For the coefficient of earth pressure at rest he uses Jaky’s formula [4]:

$$k_0 = 1 - \sin(\varphi') . \tag{6}$$

Gramm [5] recommended an increased coefficient of earth pressure, resulting from the densification process during the installation of the pipeline. Values between $0.5 < k_0 < 0.33$ are proposed, dependent on the intensity of densification.

The dependency of the maximum friction resistance on the medium temperature was investigated in full scale field tests by HEW (1987) [6]. Two DN700 pipelines of 19.65m length were installed and tested under different thermal conditions. Overburden heights of 0.8m and 1.15m were realized. Within 57 tests a dependency on medium temperature as well as on ambient temperature was observed. The maximum friction force at $T=136^\circ C$ medium temperature was about four times greater compared to $T=18^\circ C$. For comparable ambient temperatures (in the range of 8.5-10.0°C) a correlation between medium temperature and radial pipeline extension was found, as depicted in Figure 1:

Further experimental investigations were made by Gietzelt et al. (1991) [7]. Pipelines of different diameter were tested in a 25m long trench with concrete walls. For an increase of temperature of $\Delta T=100K$ a two times greater resistance force was measured. However, due to the testing conditions, e.g. rigid walls and very high compaction, the practical relevance of their results seems questionable [8].

Huber and Wijewickreme (2014) [9] presented results from experimental tests using a pipeline with an outer diameter of $D=520mm$. Inside a chamber $3.8m^2 * 2.5m * 2.5m$, pipelines with different medium temperatures were axially displaced until failure. For $\Delta T=50K$ an increase of maximum resistance force could be observed. An about 10% higher value was measured, which is only a small increase compared to the aforementioned investigations.

Using analytical and numerical methods, Achmus (1995) [8] made investigations in the field of soil-pipeline interaction covering a wide range of topics. Within his investigations on radial pipeline extension, first the ratio between changes of media temperature to mantle temperature was evaluated. Assuming rotational symmetry of heat flux, the mantle temperature was calculated using the method of fictive heat sources and sinks. A thermal conductivity of $\Lambda=2.5W/mK$ for the surrounding soil was found to be in a good agreement with the test results of [6] and [7]. The applied values for the elastic constants $E$ and $\nu$. 

The dependency of the maximum friction resistance on the medium temperature was investigated in full scale field tests by HEW (1987) [6]. Two DN700 pipelines of 19.65m length were installed and tested under different thermal conditions. Overburden heights of 0.8m and 1.15m were realized. Within 57 tests a dependency on medium temperature as well as on ambient temperature was observed. The maximum friction force at $T=136^\circ C$ medium temperature was about four times greater compared to $T=18^\circ C$. For comparable ambient temperatures (in the range of 8.5-10.0°C) a correlation between medium temperature and radial pipeline extension was found, as depicted in Figure 1:

Further experimental investigations were made by Gietzelt et al. (1991) [7]. Pipelines of different diameter were tested in a 25m long trench with concrete walls. For an increase of temperature of $\Delta T=100K$ a two times greater resistance force was measured. However, due to the testing conditions, e.g. rigid walls and very high compaction, the practical relevance of their results seems questionable [8].
the thermal expansion coefficient $\alpha$ and the thermal conductivity $\Lambda$ can be found in [8] for the three components of the pipeline. The resulting ratio between changes of medium temperature and mantle temperature was found to be between 0.05 and 0.1. In a next step, the radial displacement was evaluated. For the steel pipe and the mantle the theory of thin-walled shells and for the insulation the shell theory in plain strain conditions was considered. The same methodology was also used by Beilke (1993) [10].

For an increase of medium temperature $\Delta T=120$K, the radial displacements normalized on diameter are depicted in Figure 2 for different pipeline diameters. Due to the high stiffness of the steel pipe compared to the other materials involved, changes of inner pressure and initial soil stress state were found to have only minor influence on the radial expansion.

Finally a finite element model was established, using the nonlinear elastic Duncan and Chang model [11, 12] to describe the soil behavior. An increase factor $\kappa$ was introduced, quantifying the increase of maximum resistance force for a medium temperature increase of $\Delta T=100$K. For other thermal conditions, linear interpolation and extrapolation is recommended. Within a parametric study was pointed out, that the main influences on $N$ are the overburden depth $h$ and the deposit density $D$, while the outer diameter has only a minor impact. A functional relation for the increase factor was introduced:

$$\kappa = 1.18 - 0.1h[m] + 1.22D, [1].$$

### NUMERICAL MODEL

#### General

In order to investigate the impact of a temperature increase on the average radial stress, two-dimensional numerical models were developed using the PLAXIS finite element program [13]. With regard to the symmetry of geometry and loading, only one half of the system was modeled in order to reduce computational effort. Prior to the main analyses, investigations on mesh fineness and model dimensions were made to ensure accurate results. Model dimensions of 18 times the pipeline diameter in horizontal direction and 16 times the diameter in vertical direction, both measured from the pipeline centre, were found to be sufficient. For the developed model, elements with quadratic shape functions were chosen. In contrast to elements with first-order (linear) interpolation, these second-order elements are capable of representing all possible linear strain fields. Additionally the shape approximation of curved structures is much better.

Thus, a more accurate solution may be obtained with fewer elements in contrast to first-order elements. The region near the pipe was discretized finer than the far field, where the mesh density can usually be reduced because of lower stress gradients. Figure 3 shows an exemplary finite element mesh.

#### Contact model

A relative displacement between the pipe and the surrounding soil occurs under radial or axial pipe displacement. To enable the possibility of relative slipping within the finite element model, a contact condition was defined. The frictional contact was established using the simple friction law according to Coulomb. The classical Coulomb’s friction law considers the stick–slip phenomenon, which describes the transition between stick and slip states, depending on the magnitude of applied contact pressure.

An important parameter for the determination of friction forces is the coefficient of friction. In the terminology of soil mechanics the coefficient of friction is written as:

$$\mu = \tan(\phi'_{c}),$$

wherein $\phi'_{c}$ is the angle of contact friction. According to Rumpel [3], it is solely dependent on the angle of internal friction (compare equation 5). This equation has not been confirmed by theoretical or experimental investigations. O’Rourke et al. [55] carried out 450 laboratory tests, from which an influence of the shore hardness $H_s$ on the angle of contact friction was inferred:

$$\phi'_{c} = (-0.0088H_s + 1.15) \times \phi'.$$
The value of $\mu_s$ for the commonly used HD-Polyethylene material is in the range of 58 to 62 [14]. With increasing shore hardness, the amount of penetration of the soil particles into the HDPE material decreases, leading to a deterioration of interlocking effects and thus to a decrease in the angle of contact friction. Generally, the proposed values according to this approach are smaller than the ones given by Rumpel. Another influence on the angle of contact friction is the relative density $D_r$. From experiments, Achmus [8] determined the following dependency:

$$\varphi' = 8.0D_r + 20.0. \quad (10)$$

Experiments by Weidlisch (2008) [14] confirmed the dependence on relative density, resulting in the relation:

$$\varphi' = 3.0D_r + 22.3. \quad (11)$$

Weidlisch chose medium sand with a rounded grain shape, which is representative for commonly used fill material. Therefore, in the following, equation 11 is considered for the determination of the coefficient of contact friction.

**Constitutive model**

For the prediction of material behavior using the finite element method, mathematical equations are needed. These so-called constitutive equations should describe the stress-strain relationships for any possible problem. However, in contrast to balance equations, which describe physical laws exactly, constitutive equations can only approximate the mechanical behavior. Even if noncohesive soil is taken into account, numerous constitutive models of different complexity exist. Since complexity is usually associated with many input parameters, which are in practice hard to evaluate, choice has been made for the Hardening Soil model.

The Hardening Soil model (HS-Model) is an advanced material model for sand. On the basis of Vermeer [15], it was developed by Schanz [16, 17]. It is formulated in the framework of the classical theory of elastoplasticity. Here, it is assumed that the strain tensor can be decomposed in elastic and plastic components. A yield criterion, stated with the use of a yield function, defines the limit state between purely elastic behavior and the appearance of plasticity. The elastic law describes the stress-strain relation in the elastic region of the material. Additionally, a plastic flow rule, defining the evolution of the plastic strain, and, if any kind of hardening is taken into account, a hardening law characterizing the evolution of the yield limit has to be formulated. The HS-Model uses a Mohr-Coulomb failure criterion, which involves the cohesion $c$ and the angle of internal friction $\varphi$. Using the hyperbolic relationship postulated by Duncan and Chang [11] the axial strain $\varepsilon_1$ is related to the differential stress $q$, controlled by the secant modulus $E_{sec}$ (figure 4 left):

Stiffness parameters are defined for primary loading as well as for un- and reloading. The moduli $E_{sec}$ and $G_{sec}$ can be derived from triaxial testing. They are both determined to be stress dependent, which is also true for the oedometric stiffness $E_{oed}$. To take the stress dependency into account, the power laws of Janbu [18] and Ohde [19] are used. Another feature of the Hardening Soil model is the incorporation of hardening. Hardening is characterized by a dependence of yield stress level on the history of plastic straining [20]. As a result, the yield surfaces are not fixed in principal stress space and, thus, can expand from the initial state (Figure 4 right). In the HS-Model two types of hardening are distinguished: shear and compression hardening, resulting from deviatoric primary loading and isotropic primary loading, respectively. Both types of hardening consider the occurrence of irreversible strains. In this form, the HS-Model needs eight input parameters. All of them can easily be derived from standard laboratory tests.

An extension of the model, termed HSsmall model, was developed by Benz [21] and is able to account for strain dependency of soil stiffness. An increased stiffness in small strain regions is already known from dynamic analyses. However, this stiffness is mainly dependent on the magnitude of applied strain, not on strain rate [21]. To take this phenomenon into account, the soil stiffness for small shear strains $E_{s,0} < 10^{-4}$, is defined by the small-strain shear modulus $G_0$. To describe the stiffness degradation with shear strain, a relationship formulated by Santos & Correia [25] is implemented in the HSsmall model:

$$\frac{G}{G_0} = \left(1 + 0.385 \frac{\gamma}{\gamma_{0,5}} \right)^{-1}. \quad (12)$$

The parameter $\gamma_{0,5}$ denotes the shear strain at which the shear modulus $G$ is reduced to 72.2% of its initial value $G_0$. A value of $\gamma_{0,5} = 10^{-4}$ is common practice [13]. Together with these two additional parameters, the HSsmall model requires a total number of ten
parameters. Because usually, during the design process of district heating networks, only limited field data are available, a simplified determination process comes into use. In PLAXIS, all four stiffness moduli have to be defined for a reference stress $E_{ref}$:

$$E_{ref} = E_{ref,0} \cdot (\sigma_1 / p_{ref})^m$$

$$E_{50} = E_{50,ref} \cdot (\sigma_3 / p_{ref})^m$$

$$E_{ur} = E_{ur,ref} \cdot (\sigma_3 / p_{ref})^m$$

$$G_0 = G_{0,ref} \cdot (\sigma_3 / p_{ref})^m$$

In all calculations the pipe centre level is used as reference and therefore the vertical stress in this depth is assigned as reference stress $p_{ref}$. To determine the oedometric stiffness modulus at reference stress $E_{ref}$, the empirical power law of Ohde [19] comes into use, which is well-funded and often used in engineering practice:

$$E_S = \kappa \cdot 100\text{kPa} \cdot (\sigma_m / 100\text{kPa})^\lambda .$$

$\sigma_m$ denotes the mean principal stress. Note that the inherited reference stress of 100kPa is defined within Ohde’s power law and should not be mistaken with $p_{ref}$ from the HSSmall model. A bandwidth for the parameters $\kappa$ and $\lambda$, dependent on soil type and relative density, can be found in [1]. It is obvious that the stiffness exponents $\lambda$ and $m$ have the same meaning and can therefore be used analogous. Because $E_S = p_{ref}$ at reference depth, no further conversion is necessary and it follows:

$$E_{ref,0} = E_S .$$

Within experimental investigations on different sand types, Schanz and Vermeer [22] observed a correlation of the normalized oedometric stiffness modulus $E_{ref,0}$ and the normalized secant stiffness modulus in drained triaxial tests $E_{50,ref}$:

$$E_{ref,0} = E_{50,ref} .$$

Note that in [22], the normalization for the oedometric stiffness modulus was done with respect to the major principal stress $\sigma_1$, while the secant stiffness modulus was normalized on $\sigma_3$. Since we used $\sigma_3$ as reference stress $p_{ref}$, a simple conversion must be done:

$$E_{50,ref} = E_{ref,0} \cdot (\sigma_1 / \sigma_3)^\lambda .$$

In initial configuration the major and minor principal stresses are related by the coefficient of earth pressure at rest $c_2 = c_1 + k_0 \cdot \sigma_1$. Substitution of $c_2$ leads to:

$$E_{50,ref} = E_{ref,0} \cdot k_0 \cdot \lambda .$$

For completeness, the reference stiffness for un- and reloading $E_{ur,ref}$ must be assigned. Schanz and Vermeer [22] suggest a value of five, while Plaxis [13] recommends a value of three times the reference secant stiffness modulus. Because this parameter is of minor interest for the given problem, the following ratio seems appropriate:

$$E_{ur,ref} = 4 \cdot E_{50,ref} .$$

For the small-strain shear modulus $G_0$ weirdly, a relation given by Hardin & Black [23] is considered:

$$G_{0,ref} = 33 \cdot (2.97 - e)^2 \over 1 + e [\text{MPa}] .$$

This equation is valid for a reference stress of 100kPa and has therefore to be adopted using equation 13. The parameter $e$ denotes the void ratio. Assuming a particle density of 2.65kg/dm³, the void ratio can be determined from the soil unit weight $\gamma$. Beside the stiffness parameters, shear parameters have to be assigned. For the angle of internal friction $\phi'$, the recommendations from the AGFW guideline [1] can be used. Thereby, consistency with the soil unit weight $\gamma$ and the stiffness coefficients $\kappa$ and $\lambda$ is ensured. According to Schanz [24], the angle of dilatancy $\psi$ can be correlated with the angle of internal friction:

$$\psi \approx \phi' - 30^\circ .$$

The parameter sets used in this investigation are summarized in Table 1. To obtain the input parameters for the HSSmall model, the described simplified procedure comes into use. This set is completed by the poisson’s ratio of $\nu = 0.25$, as it is common practice for sand, and a cohesion yield stress of $c' = 0.1kN/m^2$ for the sake of numerical robustness.

**Calculation steps**

Each calculation was divided in three steps. In the first step the geostatic stress state was calculated, followed by the installation step, where the pipeline was added to the model. The pipeline was modeled wished-in-place, so that effects from the installation process were only approximately considered by the increased value of $E_{ref}$. The pipeline was fixed in vertical direction and also its self weight was neglected. So, in comparison with equation 1, only the evolution of the term $E_{ref}$ was
investigated within the final step. Herein, a radial displacement was incrementally applied until the diameter dependent final value according to Achmus [8] (Figure 2) was reached. These values represent a temperature increase of $\Delta T=120K$. For the evaluation of the average radial stress $\sigma_r$, the contact stresses of the soil-pipeline interface were considered.

### Table 3: Soil parameters used in num. investigations

<table>
<thead>
<tr>
<th>Description</th>
<th>dense</th>
<th>medium</th>
<th>loose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit weight $\gamma$ [kN/m$^3$]</td>
<td>19</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td>Friction angle $\varphi$ [']</td>
<td>35</td>
<td>32.5</td>
<td>30</td>
</tr>
<tr>
<td>Stiffness parameter $\kappa$ [-]</td>
<td>700</td>
<td>475</td>
<td>250</td>
</tr>
<tr>
<td>Stiffness parameter $\lambda$ [-]</td>
<td>0.55</td>
<td>0.65</td>
<td>0.75</td>
</tr>
<tr>
<td>Coefficient of earth pressure $k_0$ [-]</td>
<td>0.75</td>
<td>0.65</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Figure 5. Normalized description of temperature dependency (DN200, h=3m)

Figure 6. Normalized description of diameter dependency for medium dense sand

### PARAMETRIC STUDY

Within the parametric study, a total number of 45 calculations were performed. In this section, the results are presented, showing impacts of geometric properties, relative density and magnitude of temperature increase.

#### Influence of medium temperature

To investigate the impact of a temperature rise on the average radial stress, a normalized description is introduced. Therefore the normalized temperature increase:

$$\Delta T_{\text{norm}} = \frac{\Delta T[K]}{120K},$$

and the normalized increase factor of average radial stress due to medium temperature $f_T$:

$$f_T = \frac{f_i}{f_i(\Delta T=120K)},$$

were defined. The factor $f_i$ denotes the ratio of actual average radial stress to its value at initial state. In Figure 5, the results of a reference system are depicted. They are representative for the whole parametric study. For small temperature rises, the higher soil stiffness, resulting from the small-strain extension of the HS-model becomes obvious. In consequence, a nonlinear approximation, using a hyperbolic sine function, was chosen:

$$f_T = \frac{\sinh(\Delta T_{\text{norm}}^{0.45})}{\sinh(1)}. $$

A value of 0.45 for the exponent was found to give the best agreement with regard to all investigated models.
Influence of diameter

As a first geometric property, the pipelines diameter was varied in the range of D=0.2m (DN100) and D=0.9m (DN700). Since medium dense is the relative density with the highest practical relevance, these results are shown in figure 6. The factor $f_D$ is again a normalized value:

$$ f_D = \frac{f_i}{f_D(D = 0.2m)}. \quad (25) $$

All results belong to the final increase of temperature $\Delta T=120K$. Despite small deviations, a linear regression seems appropriate to approximate the effect of diameter:

$$ f_D = 1.02 - 0.1 \times D[m]. \quad (26) $$

Influence of overburden height

The second geometric parameter under investigation is the overburden height $h$. For the sake of clarity, and to evaluate the reference increase factor $f_D(D = 0.2m)$, results of different overburden height were written in their corrected form with respect to the outer diameter:

$$ f_D(D = 0.2m) = \frac{f_i}{f_D}. \quad (27) $$

Herein, $f_D$ was calculated according to equation 26. As can be seen from Figure 7, the reference increase factor decreases almost linear with overburden height. Thereby, a good agreement can be achieved with the following relation:

$$ f_D(D = 0.2m) = 2.7 - 0.135 \times h[m]. \quad (28) $$

So, concerning the impacts of geometry, we can conclude that both, influence of diameter and overburden height, can adequately be described by the presented equations.

Influence of relative density

Although medium dense sand is commonly used as backfill material within the trench, the relative density was varied in a wide range to define upper and lower limits. The results are depicted in Figure 8. Herein,
overburden heights of h=0.8m, 1.5m and 2.5m as well as the nominal diameters DN100, DN300 and DN500 are inherited. Therefore, the geometrically corrected increase factor \( f_T \) was plotted over deposit density (cf. Figure 8). The following equation takes different relative densities into account:

\[
f_S \equiv \frac{f_T}{f_D * f_D(D = 0.2m)} = 0.625 + 0.75 * D_r
\]

(29)

Thereby, the main influences within the scope of work were considered.

**Derivation of a corrective term**

In this section, explanation is made how the derived correction terms can be used to determine the increase factor for different boundary conditions. If, e.g. for pipeline design, only the maximum increase of average radial stress is of interest, the increase factor can be calculated in the following way: The overburden height dependent reference value according to equation 28 has to be evaluated and multiplied with the factor for diameter correction (eq. 26) and, if other than medium dense sand is considered, with the correction term for deposit density (eq. 29):

\[
f_T(\Delta T = 120K) = f_D(D = 0.2m) * f_D * f_S
\]

(30)

If, in addition, the evolution of the increased radial stress due to an arbitrary temperature rise should be evaluated, equation 24 must be incorporated:

\[
f_T(\Delta T) = f_T(\Delta T = 120K) * f_T - f_T + 1
\]

(31)

To verify the accordance of the proposed procedure compared to the results gained from the finite element model, a DN700 pipeline embedded in medium dense sand was investigated (Figure 9). A very good accordance between the finite element solution and the proposed derivation approach can be stated.

**CONCLUSIONS**

Within the paper at hand, the influence of medium temperature increase on the average radial stress was investigated. Therefore, after a brief introduction, the state of knowledge concerning this topic was summarized. It can be concluded that, beside few experimental investigations with a limited bandwidth of investigated parameters, solely Achmus [8] made comprehensive studies on radial pipeline extension. Based on this work, numerous finite element models were developed using the sophisticated HSSmall model. Since this model needs numerous input parameters, a simplified derivation procedure was presented. By the use of well-funded correlations, all parameters can be calculated based on empirical values that can be found in the AGFW design code [1].

Within the parametric study, variations of temperature increase, pipeline diameter, overburden height and relative density of sand were carried out. For the dependency on medium temperature, a nonlinear approximation, resulting from the higher stiffness in small strain regions was proposed. The normalization on geometric properties and deposit density could be achieved by the use of linear dependent relations. In agreement with Achmus [8], the overburden height and the deposit were identified to have the strongest influences on the increase factor \( f_T \). The increase factor reaches the highest value for small diameters and overburden heights. As expected, it increases with relative density of sand. A minor impact of the outer diameter was found and therefore considered within the derivation of a corrective term. Qualitatively, the results were similar to Achmus. However, the calculated increase factors within this investigation were slightly higher. For medium dense sand, the increase factor was in the range of 1.9-2.3 for a temperature rise of \( \Delta T = 100K \). As a consequence, significantly higher axial friction resistances must be expected during the operation of district heating networks.

Finally, the use of the developed correction factors was shown for an exemplary model. The agreement between the results gained from the finite element method and the proposed relations were satisfactorily. For the estimation of the maximum friction resistance dependent on medium temperature, the following relation may be used:

\[
F_n'(\Delta T) = f_i(\Delta T) * F_n(\Delta T = 0)
\]

(32)

Nevertheless, some simplifications were made and therefore, further research is needed. First, the installation process of the pipeline was only considered roughly. This might be of major impact on the initial state of the surrounding soil. Additionally, a homogenous half space with just one pipeline was modeled, what differs from the field conditions. Another open question is the interdependency with a lateral pipeline displacement, possibly near arch sections or joints. The latter mentioned is currently under the author’s investigation. Incorporating the findings of these investigations, a more reliable design of district heating pipelines should be possible in the near future.
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ABSTRACT
Buried District Heating pipes are subjected to thermal loads. Thermal strain and the resulting interaction with the surrounding soil have to be considered for safe operation. A sensitivity analysis was carried out to estimate the significance of relevant parameters and existing calculation approaches for axial soil reaction. This paper identifies the most significant parameters and suggests parameter sets for lowest and highest axial soil reaction.

INTRODUCTION
Seen from an international perspective pipe laying according to state of the art in heat distribution is primarily based on preinsulated bonded pipe systems. These pipe systems are usually buried in sand. The interaction of soil and pipe hinders thermal strains, making economic solutions for bow- and T-sections possible. Regarding the static design, pipe-soil interactions must be known as accurate as possible. However, several parameters are influencing the quantity of the expected soil reaction [1]. Main influencing factors are the bedding material utilized and its parameters (e.g. average effective unit weight, compactness or coefficient of lateral earth pressure) and the geometry of the pipe and trench (e.g. depth of the pipe (crown) below the surface or external pipeline diameter). Furthermore, current research results evidently showed the influence of additional phenomena, such as hardening effects and stress redistribution during operation [2]. A new calculation approach for the axial soil reaction was developed in 2015 basing on existing test results and numerical simulations [3].

Soil reactions relevant for the design of district heating pipelines are divided into two groups: Axial soil reaction and lateral soil reaction. Since the magnitude of the expected lateral soil reaction is a current research topic [4] the axial soil reaction, which is the skin friction among the perimeter of the pipe, was suggested to be described sufficiently by standard calculation approaches in the last decades. However, major deviations between calculated reactions and measurement of the bearing behaviour of district heating pipes in situ have been reported by engineers quite frequently. Against this background, a new approach for calculating the skin friction was developed taking into account contemporary research results.

STATE OF THE ART
The European state of the art for the calculation of pipe skin friction of district heating pipes is defined in EN13941 [5]. According to this approach, the skin friction F_R is assumed to be proportional to the radial contact pressure around the pipe and may be calculated using equation (1).

\[ F_R = \mu \left( \frac{1 + k_0}{2} \sigma_v \pi D_n + G - \gamma_B \pi (\frac{D_n}{2})^2 \right) \]  

Where:
- \( k_0 \) = earth pressure coefficient at rest = 1-sin \( \phi' \)
- \( G \) = effective weight of the pipe filled with water
- \( \sigma_v \) = effective soil stress at pipe axis for granular soils:
  - \( \sigma_v = \gamma_B * H_w + \gamma_B * (Z-H_w) \) for \( H_w < Z \)
  - \( \sigma_v = \gamma_s * Z \) for \( H_w \geq Z \)
- \( Z \) = depth of the pipe axis
- \( H_w \) = depth of ground water table
- \( \gamma_B \) = unit weight of the soil
- \( \gamma_Bw \) = buoyant weight of the soil
- \( \gamma_s \) = weight of the saturated soil

The term in brackets describes the resulting earth pressure acting on the pipe. However, several other methodologies are available for the calculation of the resulting earth pressure on pipes (e.g. Marston [6], Spangler [7], Leonhardt [8]). \( \mu \) is the coefficient of friction according to COULOMB, generally ranging between \( \mu=0.3 \) to 0.4 for normal conditions, cf. according to EN 13941 [5]. Alternatively, equation 2 may be used for the calculation of \( \mu \).

\[ \mu = \tan \delta = \tan \left( \frac{2 \phi'}{3} \right) \]  

Where:
- \( \mu \) = coefficient of friction
- \( \delta \) = contact friction angle [°]
- \( \phi' \) = internal soil friction angle [°]
Fig. 1, Two mayor effects during initial operation

Since the internal friction angle ranges between $\phi' = 32^\circ$ to $40^\circ$ for sands, equation (2) leads to $\mu = 0.39 \ldots 0.5$. Considering fast movements, $\mu = 0.6$ is given in [5], which is 1.5-times higher than the value occurring due to normal movement.

INITIAL STRESS CONDITION

Regarding constant geometric boundaries, the initial stress condition after installation depends on the properties of the bedding material. In order to avoid settlements of the surface, a high degree of compactness is usually wanted for the trench backfill. The compactness achieved within the trench influences the unit weight of the soil and the earth pressure coefficient [1]. Thus, an increased coefficient of earth pressure probably occurs and has to be taken into account when calculating the maximum friction force in the sense of a worst case scenario.

STRESS CONDITION DURING OPERATION

During initial operation of the pipeline, two main effects have to be taken into account for the description of axial soil reaction: 1. Due to temperature dependent radial expansion $\Delta r$, the normal soil stress increases among the perimeter of the pipe and 2. Temperature driven axial expansion leads to axial pipe movements resulting in a hardening effect due to dilatant soil reaction. Both effects are illustrated in Figure 1.

The radial pipe-soil interaction was investigated in a two-dimensional numerical model by ACHMUS in 1995 [9]. Axial hardening effects due to dilatancy are known from buried structural components such as piles and anchors and were transferred to district heating pipelines by the author in 2007 [10].

Achmus calculated 1995 typical parameter combinations for sand with different relative densities. As a measure of temperature dependence, the factor $\kappa_i$, was defined:

$$\kappa_i = \frac{\sigma_{r,\text{avg}}(\Delta T = 100K)}{\sigma_{r,\text{avg}}^{(0)}} = \frac{F_{r,u}(\Delta T = 100K)}{F_{r,u}^{(0)}} \quad (3)$$

Where:

$\kappa_i$ = factor for the relationship between initial stress state and secondary stress state

$\sigma_{r,\text{avg}} = $ average contact pressure on the pipe perimeter

$F_{r,u} = $ ultimate friction force,

$\Delta T = $ temperature increment

The results indicated that this factor is significantly depending on the relative density of the sand, as well as the overburden height $h$. Achmus derived equation (4) for the calculation of $\kappa_i$ from the results (valid for $\Delta T = 100K$). For lower $\Delta T$, $\kappa_i$ may be interpolated.

$$\kappa_i = 1.18 - 0.1 * H[m] + 1.22 * D_r \quad (4)$$

Where:

$\kappa_i$ = factor for the relationship between initial stress state and secondary stress state

$H = $ depth of overburden to the top of the pipe

$D_r = $ relative density of soil bedding.

Systematic fundamental investigations on the interacting effects of radial expansion and hardening due to dilatancy are missing. However, few isolated single results exist, but an overall evaluation was not carried out yet. An example for current results is the investigation of HUBER et al. from 2014 [2], which are shown in extracts in Figure 2.

HUBER et al. observed an increased friction force, represented by $\kappa_i,\text{HUBER} = 1.5$ for a temperature increment of $\Delta T = 50K$. Medium dense boundary conditions of the bedding were reported, which is related to $D_r = 0.5$. After interpolation, equation (4) delivers $\kappa_i,\text{Achmus} = 1.36$ for $\Delta T = 50K$. Thus, experimental 3d-results approximately showed values 10% above the results of the 2d-approach. Values of this magnitude for axial hardening were observed before without temperature load in [11].
Merging the two-dimensional numerical investigations of ACHMUS with the axial hardening effect due to dilatancy, a more realistic approach for the calculation of friction force during initial loading is assumed, s. equation (5).

\[
\kappa_{\text{L,mod}} = \frac{F_{R,\text{T}}}{\kappa_{\text{L,ACHMUS}}} = 1.130 - 0.11 \cdot H[m] + 1.34 \cdot D_r
\]  

(5)

Considering repeated thermal loading, the soil contact pressure will decrease due to stress redistribution in the surrounding soil. In present practice, the initial friction force is assumed to drop by 50% simulating the residual state upon cyclic loading according to EN13941 [5]. The actual phenomena of friction degradation were investigated by the author, whereas additional equations describing stresses occurring during operation are given e.g. in [10].

SENSITIVITY ANALYSIS

A sensitivity analysis was carried out considering two boundary parameter sets resulting in low and high friction, s. Table 1. A high temperature increment \( \Delta T \) was used for operation temperatures up to 120°C according to EN13941 [5].

Furthermore, equation (1) was used according to EN13941 representing the lower boundary. In addition, \( \kappa_{\text{L,mod}} \) was applied for describing the upper boundary. A common single beam static model was used for the sensitivity analysis, which is shown in Figure 3.

\[
\begin{align*}
\alpha_T &= \text{thermal expansion coefficient} \\
\Delta T &= \text{temperature increment} \\
A_s &= \text{area of steel medium pipe} \\
E &= \text{Young’s Modulus} \\
F_R &= \text{ultimate friction force} \\
l_0 &= \text{length of the gliding section} \\
u_{\text{max}} &= \text{maximum displacement}
\end{align*}
\]

Where:

\[
\begin{align*}
l_0 &= \frac{\alpha_T \cdot \Delta T \cdot A_s \cdot E}{F_R} \\
u_{\text{max}} &= \frac{F_R l_0^2}{2EA_s}
\end{align*}
\]

According to equations (6) and (7), the length of the gliding section \( l_0 \) and the maximum displacement \( u_{\text{max}} \) may be derived for this model.

Table 1 – Parameter set

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low friction</th>
<th>High friction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overburden height</td>
<td>H=0.8 m</td>
<td>H=0.8 m</td>
</tr>
<tr>
<td>Nominal Diameter/Outer Diameter</td>
<td>DN100/200</td>
<td>DN100/200</td>
</tr>
<tr>
<td>Temperature Increment</td>
<td>( \Delta T = 100K )</td>
<td>( \Delta T = 100K )</td>
</tr>
<tr>
<td>Unit weight of soil</td>
<td>( \gamma = 16kN/m^3 )</td>
<td>( \gamma = 20kN/m^3 )</td>
</tr>
<tr>
<td>Earth pressure coefficient</td>
<td>K=0.5 ( =1-\sin(\phi'=30°) )</td>
<td>K=1.0 ( =1-\sin(\phi'=43°) )</td>
</tr>
<tr>
<td>Coefficient of friction</td>
<td>( \mu=0.36 ) ( =\tan(\phi'=30°)/3 )</td>
<td>( \mu=0.54 ) ( =\tan(\phi'=43°)/3 )</td>
</tr>
<tr>
<td>Relative density</td>
<td>Loose</td>
<td>Dense, ( D_r=0.7 )</td>
</tr>
<tr>
<td>Equations</td>
<td>(1)</td>
<td>(1) and (5)</td>
</tr>
</tbody>
</table>

Table 2 – Results

<table>
<thead>
<tr>
<th></th>
<th>Low friction</th>
<th>High friction</th>
<th>Ratio High vs. Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin friction ( F_R )</td>
<td>2.33 kN/m</td>
<td>12.6 kN/m</td>
<td>5.41</td>
</tr>
<tr>
<td>Gliding length ( l_0 )</td>
<td>137.26 m</td>
<td>25.35 m</td>
<td>0.18</td>
</tr>
<tr>
<td>Maximum displacement ( u_{\text{max}} )</td>
<td>84.6 mm</td>
<td>15.6 mm</td>
<td>0.18</td>
</tr>
</tbody>
</table>
For a fictitious average ambient temperature $T_a=20^\circ{}C$, the relevant temperature increment ranges here between $\Delta T_{1880}=180K$ and $\Delta T_{2050}=30K$. The results for $u_{\text{max}}$ and $l_0$ under low friction condition according to Table 1 are given for decreasing $\Delta T$ in Fig. 5. This simple parametric study for the single beam system shows a significant reduction of maximum displacement and gliding length as well as the related strains and stresses. For a future temperature increment of $\Delta T=30K$ only a displacement of 7.1 mm remains which is less than 10% of the displacement for $\Delta T=100K$.

CONCLUSIONS

After a review of scientific results from numerical and experimental investigations, higher values for the friction force during initial temperature loading are expected for dense bedding conditions. Since two soil-mechanical phenomena have been examined independently in the past, a new empirical calculation approach is suggested. A sensitivity analysis is done, applying two boundary parameter sets, showed major discrepancies in friction forces assessing the magnitude of the characteristic designs. However, the presented merged calculation approach for initial skin friction is based only on limited data. Before practical implementation the approach shall be evaluated by field measurements and additional experimental investigations.

Finally it must be noted for the predicted future scenario with decreasing supply temperatures in district heating grids, static engineering and soil-pipe interaction issues may play a minor role in the future.
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ABSTRACT

Many energy companies are facing renewal of their district heating and cooling (DHC) network. However, there are no methods to determine the performance of existing pre-insulated district heating and cooling pipe during its operation. The insulation performance of the pipes decreases gradually during time due to degradation of polyurethane (PUR) foam. The aim of our project is to find/develop non-destructive methods for assessing the lifetime and the status of both existing pipes and new pipes. All present methods demand some kind of excavation and interference in the system in order to assess the status of the pipes, the methods determine the status of the excavated part i.e. pointwise assessment and not the status of the system. In existing pipes, it is common to have copper wires which are used for detection of moisture/water intrusion into the insulation part of the pipes. The copper wires may possibly be used to assess thermal properties of the pipes by using other measuring methods or evaluation techniques. For new pipes there are much more possibilities e.g. attach sensors inside the pipes, in order to easily monitor the thermal status in the future, simplicity and price are though very important. A pre-study has been performed in order to scan the field of possible non-destructive methods for district heating use. The pre-study has led to a selection of a couple of methods that will be further evaluated and tested in field and in laboratory with old and new pipes. The selected methods are cooling methods and evaluations of the temperature coefficient of resistance (TCR) for copper wires versus thermal conductivity (λ). Another method that is of interest could be a modification of an electrical reflectometry method such as time domain reflectometry (TDR).

INTRODUCTION

DHC-systems may consist of hundreds of kilometres of pipes which most likely are of different quality concerning carrier pipe, insulation, single and twin pipe. A system normally grows gradually and thereby the age and type of pipes consequently vary with time. DHC-networks have been used for decades and they expanded a lot in the 1960s in the US and Europe, the pipe types that have been used varies [1]. Pipes with for example PUR insulation have been used for decades, especially in Sweden. Many energy companies need to renew their district heating (DH) networks. The Energy companies can measure what they produce in heat energy and what they deliver, so the heat losses for the whole network can be calculated. In Sweden, around 10% of the energy supplied to the district heating networks are lost through heat losses from the distribution pipes [2]. There is tough no method to assess the status of the different parts of the piping network, in terms of local heat losses. Consequently, the desire to detect and monitor the location of potential hot spots (poor insulation) in DH networks are significantly favourable issues for energy companies. It is favourable for many energy companies to estimate the remaining service life of pre-insulated district heating pipes. The length of the pipe stretch that might need to be changed has to be long enough in order to make the excavation and change beneficial. Beneficial lengths for change depend on the thermal quality but also other factors like for example accessibility of the existing pipes, reasonable lengths is predicted to be in the kilometre scale. Today the TDR-method is used for detection of moisture/water intrusion into the insulation part of the pipes. This method is well functioning for the purpose of finding suspected water leaks but not for thermal status identification of longer stretches. The European Standard EN 253:2009 states that pre insulated pipes should survive at least 30 years at a constant operating temperature of 120°C and new pipes should have a thermal conductivity coefficient at 50°C (λ_50) ≤ 0.029 W/mK) [3].

Single pipe with PUR insulation

A common type of pipe in Swedish DH-systems consist of an inner media pipe of steel and an outer casing of Polyethylene (PE). Between the media pipe and outer casing there is a PUR-insulation together with two thin 1.5 mm² copper wires, a typical pipe product that has been used during decades, different component of a pipe is illustrated in Figure 1. The copper wires are used for moisture detection by using TDR-methods. Aging and degradation of the PUR insulation take place due to high temperatures in the steel pipe (carrier pipe) and intrusion of gasses through the PE-casing pipe. Thermal properties of pre insulated pipes, which normally are filled with polyurethane (PUR), deteriorate during the real operation conditions. The degradation of PUR occurs due to diffusion of gas molecules between
the foam and surrounding air. In this process oxygen and nitrogen molecules penetrate from air to the foam bubbles and replace the blowing agent gases, which are mainly cyclopentane and carbon dioxide [4].

Aging of the pipe insulation leads to higher heat losses. Temperature is the most significant factor that accelerates the aging process of insulation [5]. Therefore; when the PUR insulation is exposed to high temperature, thermal conductivity coefficient, $\lambda$, of insulation increases subsequently and grater heat flow (losses) is expected based on Fourier’s law (1).

$$ q = -\lambda \frac{dT}{dx} = \left[ \lambda \frac{dT}{dx} \right] [W \cdot m^{-2}] \quad (1) $$

Where:

$q$ = Heat flow $[W \cdot m^{-2}]$

$\lambda$ = Thermal conductivity $[W \cdot m^{-1} \cdot K^{-1}]$

$\frac{dT}{dx}$ = Temperature difference $[K]$

**Pre study**

As a consequence of the need of finding methods for assessing the status of DH networks a pre study was conducted [6]. Several reports and scientific articles was scanned in order to find possible methods for remote detection of chemical, electrical and thermal properties of PUR after natural thermal degradation. The studied methods was limited to be only non-destructive. The methods that have been evaluated for this purpose were ultrasonic methods, chemical analysis, electromagnetic methods, reflectometry methods, voltage response, Tan-Delta, ground penetrating radar and infrared thermography test. The suitability for applying these methods on the DH pipes was evaluated by ranking them against each other through weighting from a number of criteria, for example portability, level of consistency, inspection time, level of non-destructiveness etc.

A modified TDR-method has been highlighted as a potential method for evaluation. A development of this type of method is on the other hand assessed to be hard and time consuming.

**NON-DESTRUCTIVE METHODS**

As was concluded in the pre study, an important criteria in order to find a well-functioning method is its non-destructiveness. The two methods that have been interesting to proceed with are the TCR-method, cooling method and TDR-method. A modified TDR-method will be evaluated depending on the outcome from the two fore-mentioned methods.

**TCR-method**

One of the tested methods, here called the TCR-method, are going to be conducted in laboratory with new and artificially aged pipes. Aging will be done by circulating heated oil within the pipe according to SS-EN 253:2009. The temperatures will be around 190°C compared to the stated 170 °C but with a proportional decrease in heating hours, approximately 200h compared to 1450h. The pipes will be placed for aging as in Figure 2.
The method is aiming to find a relation between the electrical resistance of the copper wires inside the PUR foam and the thermal conductivity for a specific pipe dimension. There is a difference in thermal conductivity for new and old pipes and the method is striving to see weather this change can be detected by measuring the electrical resistance in the copper wires.

For many materials, the resistivity changes with temperature, so also for copper. If the temperature interval is not too large, the resistivity is a linear function of the temperature, $T$, and can be expressed as in (2) [7].

$$R(T) = R(T_0)(1 + \alpha(T - T_0))$$  \hspace{1cm} (2)

Where:
- $T_0$ = reference temperature [K]
- $T$ = temperature of interest [K]
- $R(T_0)$ = resistivity at reference temperature [ohm]
- $R(T)$ = resistivity at temperature of interest [ohm]
- $\alpha$ = temperature coefficient of resistivity [1/K]
- $\alpha_{copper} = 3.9 \cdot 10^{-3}$ [1/K]

The thermal conductivity of virgin and aged pipes will be measured by using guarded hot pipe method according to the standard SS EN 253:2009. The standard is for homogenous pipes with polyurethane insulation and the output is a mean thermal conductivity of the insulating material. The aim is to assess thermal degradation by measuring and logging electrical resistance during a temperature drop. The electrical resistance drop (curve) in the copper wire during a certain temperature drop in service pipe will differ between a virgin pipe and an aged pipe. It will take longer time for a virgin pipe to reach stationary conditions in resistance and temperature compared to an aged pipe. Finally the thermal conductivity and the electrical resistance can be correlated by using the measured change of electrical resistance $\Delta R$ and the measured change in thermal conductivity $\Delta \lambda$ for virgin and aged pipes (3), it is also possible to determine the temperature at the position of copper wire (4).

$$\Delta \lambda \propto \Delta R$$  \hspace{1cm} (3)

$$T = T_0 + \frac{\Delta R}{\alpha_{copper}}$$  \hspace{1cm} (4)
Cooling method

If an operating DH network would be shut down for a couple of hours there may be possibilities of analyzing the cooling time and temperature in order to assess the thermal conductivity of the pipes. A similar method is created by [8] and can assess the thermal conductivity of flexible twin pipes. The flexible pipe is placed in a pool with water, warm water (80 °C) is circulated in the flexible pipe and the surrounding water is colder (for example 9 °C), see Figure 3.

The circulated water is then stopped through valves and the cooling time and temperature is analyzed, see Figure 4. Coil water temperatures and pool temperatures are measured. The temperature decline of hot stagnant water in the pipe, immersed in cool water, depends on the thermal conductivity of the pipe. The thermal conductivity can be calculated by transient inverse calculation of the partial differential equations of heat transfer. The ideas from this method may be possible to modify and apply in field on an operating DH network for old pipes that may need to be replaced. If temperature sensors can be attached on the pipes without greater effort and in a reliable way the method is worth proceeding with.

RESULTS OF INITIAL EXPERIMENTS

TCR-method

Laboratory experiments of the TCR-method is ongoing and results are expected within short.

In an orientating lab test a measurement has been done for a copper wire [1.5mm²] in a tempered bath, see Figure 5.

The results indicates that the method is worth proceeding with since relatively large change in ohm compared to temperature can be observed, see Table .

The experiment is made in a rough environment, meaning no stable climate. With stable climate (as in district heating pipes) and with equipment with higher resolution, every change in degree Celsius can be observed as a change in electrical resistance.

<table>
<thead>
<tr>
<th>Temperature [°C]</th>
<th>Ohm [Ω]</th>
<th>Time after start [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0</td>
<td>0.060</td>
<td>0</td>
</tr>
<tr>
<td>16.0</td>
<td>0.063</td>
<td>9</td>
</tr>
<tr>
<td>25.0</td>
<td>0.065</td>
<td>16</td>
</tr>
<tr>
<td>35.0</td>
<td>0.067</td>
<td>24</td>
</tr>
<tr>
<td>43.0</td>
<td>0.070</td>
<td>32</td>
</tr>
<tr>
<td>50.0</td>
<td>0.072</td>
<td>41</td>
</tr>
<tr>
<td>25.0</td>
<td>0.065</td>
<td>47</td>
</tr>
<tr>
<td>23.0</td>
<td>0.064</td>
<td>55</td>
</tr>
</tbody>
</table>

The results indicates that the resistance interval stretches from 60-72 mΩ during a temperature raise of 42°C. This means that for every degree Celsius the electrical resistance change with 48 µΩ/m, for this specific 6 meter copper cable.

Cooling method

Field test of the cooling method for an operating DH-network is under investigation and preparation. Results are expected to be presented as possibilities and limitations for further development of this method.
CONCLUSION

A pre study has been conducted from which it can be concluded that there are no existing methods that can fulfil the need regarding a tool for assessing heat losses at different parts and stretches of a DH network, the lifetime and status of a DH network can thereby not be evaluated. The pre study shows that the most suitable existing technique that could be used if it is further developed is the TDR-method. Two other non-destructive methods are of more interest since they appears to be easier to test, a cooling method and a TCR-method. The main advantages of these methods are that they are non-destructive. Both methods are also relatively simple to perform. The limitations differ for the two methods. All networks are built up in different ways and the accessibility for temperature measurements and possibilities for temporary shutting down parts of the network differ, therein lies the challenge for the cooling method. For the TCR-method the limitation that seems to be the most critical, is the difference in copper wire distance in relation to the tempered steel pipe, small deviations results in large temperature change. This may be solved by evaluating longer stretches and finding a mean value for the copper wire distance, a statistical approach would be suitable. This method is on the other hand assessed to be most appropriate for new pipes since all measurements will be relative to the start value when the pipe was new, the problem with the copper wire distance can then be neglected. The cooling method is assessed to be suitable for both old and new pipes. If these methods can be further evaluated and developed energy companies may have tools for making an efficient cost-benefit analysis for renewing parts of their networks.
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ABSTRACT
District heating is an efficient system that transports hot water produced from heat sources such as heat plants, waste incinerators, etc. The heated water can then be used for heating and hot water needs in apartments or large buildings. A district heating pipe is a sandwich construction consisting of a steel carrier pipe, a polyurethane insulation, and a high-density polyethylene casing to protect from the condition of installation and operation also to prevent heat loss.

Heat pipes should be monitored for leakages; in case they are damaged or become old. District heating pipes are designed to use a leakage detection system inside the insulation. However, most detection systems cannot adequately identify the exact location or the extent of damage of a leak, which can lead to expensive repairs.

In this study, a fiber-optic based monitoring system is used to monitor the status of the buried district heating pipelines, with the results verified by evaluation tests and field applications.

An optical fiber acts as a temperature sensor. A low-powered semiconductor laser sends pulses along the fiber. By using code correlation technology, the back-scattered light is measured. If a leakage occurs the change in temperature can be located to within 1 meter in real time.

This study confirms that the fiber optic sensing performance in a variety of locations and conditions can quickly and accurately identify leakages. As a result, the fiber optic monitoring system was confirmed to accurately detect the temperature near the ground in accordance with the pipe above.

By locating leakages quickly and accurately, the correct safety and repair measures can be taken quickly, keeping damages and repair costs low.

INTRODUCTION
Heat transfer pipe buried underground can have degradation due to its heat shock and pressure occurred over long period of time. Degradation also can come from external geological changes and vibrational stress. It is visually challenged to examine the level of degradation underground. Thus, importance of separate sensor installation is increasingly recognized to prevent the incidents. In general, degradation becomes an issue at connection areas. When the HDPE connection is damaged, exposed internal insulation (Polyurethane foam) begins to be melted with penetration of external fluid. If it were exposed to degradation for long, it would accelerate the aging speed, ultimately causing damage to steel pipe. If steel pipe (primary pipe) were deteriorated, high heat and pressure from it would be exposed to over ground, leading to significance consequences. their actual cases have been reported. To prevent such cases, it intends to make the database to expect the possible damaged area for repair.

BACKGROUND
The monitoring technology for this research is based on DTS (Distributed Temperature Sensing) instrument which is optimized and certified for measuring temperature over distance. This system utilizes Raman-effect which was discovered 90 years ago by C.V. Raman, Indian physicist. [1] This phenomenon is that the light is reflected changes in wavelength. [2]

\[
\frac{I_{as}}{I_a} = \exp\left(-\frac{hc}{\lambda^2}\right)
\]

(1)

\begin{align*}
I_{as} & \text{ intensity of Anti – Stokes light} \\
I_a & \text{ intensity of Stokes light}
\end{align*}

Figure 1. Distribution of laser reflection scattered light
Figure 2. Conceptual diagram of DTS temperature and distance measurement

300A: HDPE O/D-450, Insulation-434.4, Steel-318.5 (mm)
150A: HDPE O/D-250, Insulation-242, Steel-165.2 (mm)

Figure 3. Test setup diagram

The backscattered light is across a range of wavelengths. Some of these wavelengths (Stokes and anti-Stokes scattering) are affected by temperature changes while others are immune. Their ratio depends on the temperature (which can practically be exploited for the measurement of temperature).

By very accurately measuring the difference in the signal intensity of the backscattered light an accurate temperature measurement can be made. [3]

\[ x = c \times \frac{\Delta \lambda}{\lambda} \]

\[ \lambda \text{ Speed of light in an optical fiber} \times 10^8 \text{m/s} \]

[5]

SYSTEM DESIGN AND STRUCTURE

Feature of heat transfer is to find thermal equilibrium. And the process of heat transfer involves conduction and convection. For heat transfer occurred underground, it largely depends on conduction, which take long time to transfer heat, as there is almost no convection. Heat generated from damaged heat transfer pipe is conducted via soil media as described in the following equation.

\[ q = \lambda A \frac{T_h - T_l}{L} \]

It is possible to install the optical sensor cable for heat transfer line underground directly for two to fifty kilometers. It is possible to measure the thermal change and indicate the temperature by length. Thus, it is ideal to use a DTS system to monitor distinct pipes. In particular, DTS systems and the passive optical fiber have very long lifespans and are basically maintenance-free.

OUTLINE OF TEST

We bury two heat transfer pipes 1.5 m under the ground while diameter of one pipe is of 300A and the other 150A just same as the typical structure. To measure the heat source release by damage type, we did similar damage to the connection areas of pipes. Optical sensor cables which were coiled over perforated drainpipe with helical shape of 0.1m installed over the top of the heat transfer pipes vertically to measure and analyze the vertical heat transfer. In order to test detection performance during heat sources release of heat transfer pipe, sensor cable was also installed in depth with 0.5m, 1m, and 1.5m from the surface along the burial route.

The above test described that it is performed to verify the efficiency of new heat transfer pipe installation and validity of optical sensor cable installed over the existing heat transfer pipe.

TEST EQUIPMENT

1. DTS (Distributed Temperature Sensing)
   Manufacture: AP Sensing
   Model: Linear Power Series N4385B 4Km 4Ch
   Spatial Resolution: 0.5m
   Sampling Interval: 0.25m
   Measurement time: 60sec per channel

2. Fiber Optic Cable Sensor
   50/125 µm /Multi-mode Fiber and special designed cable (Single-end configuration)

TEST CONDITION

✦ Heat source supply condition
   1. Heat source temp: water at 95 °C
   2. Supply pressure: 5.81gf/cm2
   3. Return pressure: 5.18kgf/cm2

✦ Damage conditions of heat transfer pipe
   To differentiate the heat quantity of source, it sets 3 different sizes for damages and two for insulation damages.
Table 1. Failure scenarios of heat transfer pipe

<table>
<thead>
<tr>
<th>Part</th>
<th>①</th>
<th>②</th>
<th>③</th>
<th>④</th>
<th>⑤</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insulation material</td>
<td>100%</td>
<td>50%</td>
<td>100%</td>
<td>100%</td>
<td>50%</td>
</tr>
<tr>
<td>Connection damage</td>
<td>PE</td>
<td>PE upper</td>
<td>PE upper</td>
<td>Sleeve gap</td>
<td>Sleeve gap</td>
</tr>
</tbody>
</table>

*Damage on upper area: 280(W) x 110mm(L) cutting

As indicated in the feature above, the test result shows that the performance of optical cable sensor is good regardless of horizontal or vertical, and size of heat transfer pipe. The reason why upper 3 graph patterns are different from lower 1 pattern is from installation method. (Upper 3 are installed at 0.1m in perforated pipes in helical shape to do monitoring in triangular wave while lower 1 is installed on top of heat transfer pipe in a linear way to do monitoring in horizontal wave.)

Time consumed to transfer heat depends on the quantity of heat source and distance. It is expected the heat would disperse further as time goes by. However, within less than one day, the significant temperature changes are recorded for each failure mode during the test.

Table 2. Test result of temperature

<table>
<thead>
<tr>
<th>PIPE SIZE</th>
<th>Jan/27th</th>
<th>Feb/3rd</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><em>[4]</em></td>
<td>①</td>
</tr>
<tr>
<td>A 150A</td>
<td>2.3</td>
<td>4.9</td>
</tr>
<tr>
<td>300A</td>
<td>2.3</td>
<td>5.4</td>
</tr>
<tr>
<td>B 150A</td>
<td>6.1</td>
<td>8.4</td>
</tr>
<tr>
<td>300A</td>
<td>6.1</td>
<td>8.4</td>
</tr>
<tr>
<td>C 150A</td>
<td>7.8</td>
<td>7.6</td>
</tr>
<tr>
<td>300A</td>
<td>7.8</td>
<td>7.6</td>
</tr>
<tr>
<td>D 150A</td>
<td>9.3</td>
<td>9.4</td>
</tr>
<tr>
<td>300A</td>
<td>9.3</td>
<td>9.4</td>
</tr>
</tbody>
</table>

*Normal underground temp. (outer temperature measures by Meteorological administration: 0.6°C)

5 A: underground 0.1m (above heating pipe 1.4m)
6 B: underground 0.5m (above heating pipe 1m)
7 C: underground 1m (above heating pipe 0.5m)
8 D: underground 1.5m (above heating pipe 0m)
In other words, heat is estimated transferred by conduction not by convection.

For the purpose of this test, we created the condition of heat source as doing vertical and horizontal installation at the interval of 0.5m, 1.0m, and 1.5m on the top of heat transfer pipes (150A, 300A). And the test result is summarized in the table above.

As optical cable is wired close to heat transfer pipe, it is possible to get a relatively accurate temperature values. The bigger the outer diameter of pipe is, the higher the temperature goes. (In other words, compared to 150A, pipe of 300A is having proportionally larger insulation damage of pipe, so heat source turns out to be bigger.)

It means that the degree of insulation damage is more detrimental than the degree of external PE damage to heat source release.

It is expected that insulation damage without PE damage would release huge heat source. When both insulation and PE are damaged at the same time, it would pose a risk to not only heat source release but to safety related accidents.

CONCLUSION

To tell and identify the degree of degradation of heat transfer pipe, we verified regular damage heat transfer under 5 different conditions and analyse the temperature measured by optical sensor cable, which is installed on top of transfer pipe. By doing so, it is possible to determine correctly the degree of damage and its location of heat transfer pipe without visual check of heat transfer pipe.

Throughout the whole life span of heat transfer pipe from the initial burial, it is possible to monitor the heat transfer condition effectively through DTS using optical sensor cable. And it allows us to have optimal maintenance. In addition, DTS helps us to secure and collect enough data for analysis. If collected and analyzed data through DTS develops into life span expectation program, it would dedicate to enhance the overall safety management system and the efficiency of heat transfer, and the prevention of huge safety accident. Advantage

- It detects the complicate damaged parts and fast due to consistent temperature sensor throughout the whole span of heat transfer pipe as well.
- It is very efficient for maintenance as well as construction plans as detecting the damaged types in advance.
- It can save initial cost for data collecting and transferring.
- This optical fiber can apply for designing Optical Network for data communication and sensor with no limit lifetime and length.
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ABSTRACT
Underground infrastructure such as buried district heating pipes are difficult to inspect. The methods available to assess the status of the district heating pipes are often both expensive and do not provide enough evidence to determine the condition of the pipelines. This paper discusses how utilities systematically can work with risk assessments and risk classification to plan the maintenance and renewal of district heating networks. The results were based on interviews with a selection of Swedish district heating companies that were already using risk and vulnerability analysis as a tool for maintenance and renewal of their networks, as well as on a literature study of methods for risk and vulnerability analysis. The study showed that a rather limited number of methods were used by the selected utilities, mainly those based on risk matrices. Risk classification of pipes were carried out based on age, type and dimensions of pipes, identification of pipes to customers with greater need for security of supply, history of damages on the pipes and statistics over probability of damage for different kind of pipes, working environment and safety. Personnel involved in the management and maintenance planning of reinvestment in the district heating network emphasized that strategic work with risk management really can aid the foreseeing of coming needs for reinvestments and planning of maintenance. The study rendered in advices and a checklist for how district heating companies can start working with the area of risk management.

METHODS IN STUDY
To provide a background for risk and vulnerability assessments from a broad perspective, a literature review was conducted. The literature study focused on describing definitions of key terms and concepts, and describing different methods used for risk and vulnerability assessments in general. Personnel from the three largest district heating utilities in Sweden (Vattenfall, E.ON and Fortum) were interviewed about their methods of using risk management for the planning of renewal and maintenance of the grid. The selection of companies to interview was done on the basis that these three had probably made the most progress in their work on risk management in the Swedish district heating industry. Interviews were made with personnel on different levels within the utilities, including persons with technical expertise of maintenance as well as persons with financial responsibilities for planning the maintenance of the district heating network.

PLANNING OF RENOVATION
Normally district heating pipes are exchanged only when there has been detection of leakage. The common procedure is that the leak is repaired urgently, and then more permanent measures are planned and
budgeted. The choice of whether the whole pipeline should be replaced or not is based on a consideration of the pipe condition, the replacement cost and the impact of an additional injury [1]. Although it is a rather reactive strategy with some risks involved to only exchange pipes when leaks or other injuries have been detected, there are no economic benefits to exchange well-functioning district heating pipes prematurely. Although older district heating pipes typically have a lower degree of insulation, the reduced heat losses from replacement do not constitute a large enough financial incentive to replace lines prematurely [2].

With the current reinvestment rate in the Swedish district heating networks (as has been explored in this and other studies, se for example Sernhed et al, 2012 [3], parts of the district heating networks would reach an age of 300-800 years before exchanged. It goes without saying that the pipes do not last that long, but it is not until injury rate begins to increase that the reinvestment rate also will be increased. An explanation for the low reinvestment rate is that the district heating networks in Sweden are relatively young. The first networks were set up in the 1940s, but the greatest expansion of district heating took place in the 70s and 80s, which means that the pipes built in this period most likely has not reached its service life yet [3]. This means that most of the Swedish district heating pipes are located at the horizontal part of the bathtub curve showed in Figure 1 and hence have a low failure rate.

The bathtub curve does not depict the failure rate of a single item, but describes the relative failure rate of an entire population of products over time. The bathtub curve is used as a visual model to illustrate the three key periods of product.

The risks involved with this reactive strategy include heat supply deficiencies, but also major failures that can cause accidents where people are injured or even die or where property is damaged. Another risk is that the utilities do not anticipate a large hump of reinvestment needs that may arise for example if a large part of the network was built at the same period. If such a hump occurs, one has to be prepared both financially and organizationally in order to meet the increased rate of reinvestment needed.

To work strategically and systematically with the reinvestment needs and security of supply, renewal plans should be developed. One of the interviewed district heating companies, had made a good overview of the different parts needed to develop renewal plans, se Figure 2.
REINVESTMENT NEEDS

In recent decades, one can see that the district heating business in Sweden have increased their investment costs in terms of both production and distribution networks. It can also be seen that the investment costs for distribution proportionately has increased more than the investment costs for production, see Figure 3.

In order to calculate the needs for renovation in the district heating network, the interviewed district heating utilities used the parameters of age and assumed life span for different types of district heating pipes.

Figure 4 shows estimated future need for replacement of concrete culvert pipes and modern plastic sheltered pipes in the utility’s grid in the city of Uppsala (a grid owned by Vattenfall AB). Vattenfall uses a software named IKOS, originally designed for the water and sewerage industry. In this GIS-based maintenance system, life span curves are continuously improved based on injury statistics and other experiences gathered by the company about the specific pipe types. The graphs show the proportion of a given pipe type expected to remain after a specific number of years.

As can be seen in Figure 4, the expected life span for a steel pipe in a concrete culvert is much shorter than the expected life span of modern pre-insulated steel pipe with plastic casing. After 60 years, no concrete culvert pipes are expected to last in the Uppsala grid, while there will still remain some share of plastic sheltered pipes after 100 years according to the estimations. As the estimations are (mostly) based on actual injury statistics, the results are affected by the fact that there are no statistics for plastic pipes older than 45 years which might make the estimations less reliable.

Risk Classification

The conducted literature study gave a theoretical overview of available methodologies for risk and vulnerability analysis that included qualitative, semi-quantitative and quantitative approaches, see Figure 5. The intention of showing Figure 5 here is not to describe all of the methods under the dotted line, but merely to show that there is a range of different methods available and to be able to place the methods used by the utilities on the line in the figure. The interviews showed that the methods used by the utilities were either qualitative or semi-quantitative methods usually based on risk matrices. The use of quantitative risk analysis methods, such as for example fault-tree analysis, did not appear to have come to an extensive practical use in the utilities at all.

Risk matrices can be used to report the results from, for example, a preliminary result of a process hazard analysis (PHA). Probability is usually shown on the vertical axis and consequence on the horizontal axis as illustrated in the example in Table 1. The acceptance...
criteria may be expressed by different colours. Basically, risks in the lower left corner are considered acceptable while risks in the upper right corner are considered unacceptable. The area in between is usually called ALARP range (as low as reasonably practicable) in which risks should be reduced as far as is reasonable. This means that when the ratio between costs and benefits is disproportionate it is not necessarily reasonable to take action.

Probabilities and consequences from the risk matrix approach can be an important tool when prioritising different proposed projects. Some projects may have to be implemented immediately for various reasons, but a risk analysis can sometimes provide argument for when a project can wait or not.

The risk matrix in Table 1 shows acceptable risks in green and unacceptable risks in red. In addition, it shows two yellow areas. The vertical yellow area to the right illustrates pipes and components identified to provide major consequences on for example delivery interruptions. But as the probability is relatively low, extended supervision might be sufficient.

On the other hand, the horizontal, upper yellow area illustrates pipes and components that have been identified as having a high probability of malfunctioning, but with limited foreseen consequences. For these risks, the way forward should be cost-benefit analysis of the possible mitigation actions.

The ways to determine the probabilities and consequences for various events and components vary from manual to automated methods.

**PARAMETERS**

According to the interviews, and a workshop with personnel from ten different district heating utilities, the following parameters were considered important for the rating of probability of failure and impact from a breakdown in a district heating network:

- **Age.** Materials degenerate with age. This parameter has the advantage of being easy to automate in a computer system, but it is generally not a particularly reliable indicator for the actual condition of a pipe or a component.
- **Type of pipe.** Different types of pipes have different failure tendencies and weak points, which may have implications for the expected life. Also this parameter has the advantage of being easy to automate in a computer system.
- **Pipe dimension.** The dimension of the pipe may indicate the expected impact of a failure. Also, pipes with smaller dimensions usually have a higher rate in the damage statistics.
- **Identification of sensitive customers.** Customers, with activities that will be particularly impacted from failures in the supply, should be identified as sensitive customers. This can for example be hospitals, nursing homes, retirement homes and kinder gardens.
- **Damage and damage statistics.** Information on damage could be used for decision on where immediate action is required as well as for life estimations and for long-term renewal planning.
- **Specific pipelines or components.** Pipelines and components located where the probability of failure is high or the impact of a failure is severe, should be identified.
- **Working environment and safety.** Negative impact on the working environment or safety should always be given high priority and be considered in the renewal plans or be subject of intensified maintenance measures.

**Age of Pipes and Components**

The parameter of age could provide information regarding the probability of problems. The general opinion among the interviewees was, however, that the age of a pipeline in itself gives very little information on the actual status. This opinion is consistent with results of previous studies, such Sernhed et al [3]. The reason for the limited importance of the pipeline age is that the life depends on a variety of external factors such as [5]:

- Planning, project management, construction
- Material
- Installation
- Operating Conditions
- Maintenance operations
- Ambient and internal environment
- External influences and impacts

Further evidence on the impact of the ambient conditions is given by Sund [6] in a report from 2002 stating that the rate of external corrosion of district heating pipes can be as high as 0.5 mm per year at the combination of high surface temperature and ingress of water with high corrosiveness.
The studied utilities emphasized that pipes were never replaced solely on the parameter of age. However, Vattenfall said that if an old pipe started to show problems, this could lead to the decision that a longer distance of the pipe would be replaced compared to if the pipe had been younger. For automatic risk classification in a GIS system or a maintenance system, however, the age parameter can be advantageous to use as it is objective, accessible and thus easy variable to collect and use.

**Pipe type**

The parameter pipe type combined with the age of the pipe could provide information regarding the probability of failure. As showed in Figure 4, different types of pipes seems to have different length of life. Among the three interviewed companies' fewest problems were experienced with modern plastic sheltered pipes. In Fortum’s network about half of the discovered leaks occurred in pipes other than plastic sheltered pipes. It was anticipated in the three utilities that all types of pipe except plastic sheltered pipes would be replaced within ten to fifteen years. E.ON also stated that they had seen an increase in harmful tendency of fibre cement culvert, first generation of pipes "Aqua Warm" and the first generation of the plastic sheltered pipes (especially sleeves and shrink discs, and the outer sheathing of PE prior to PEH).

**Pipe dimension**

The parameter pipe dimension can be used both to assess the probability of failure and the consequence of failure. Large dimensions means that a lot of customers will suffer from a pipe failure. E.ON experienced branches on large pipes to be of high risk for failure. As a parameter used to assess impact of failure, Vattenfall used a network calculation program to identify important hydraulic pipes (which often coincided with the major main pipes).

**Sensitive customers**

All three district heating companies answered that they marked sensitive customers in their GIS systems. Examples of sensitive customers were health care facilities, pre-schools, industrial processes and sporting facilities. Certain consideration was given to these customers at risk of disruption or other events. This may involve informing about disruptions in extra good time, to customize planned interruptions to customer needs, or to arrange temporary heat supply during supply interruptions.

**Injury and injury statistics**

All three companies reported injuries on pipes into the GIS system, sometimes with photos taken on the damaged pipe. Vattenfall used the information of injury to heat pipe as one of three parameters used for probability estimation in the IKOS software, along with age and pipe type. E.ON used their leakage and injury statistics as an important input to the assessments in the manual risk evaluation systems that they used.

**Pipes or components that needs specific requirements**

Some individual pipes do require special consideration. For example, Vattenfall stated that in the city of Uppsala they use a special coverage on pipes for-laid under the river Fyrisån and under bridges, etc. Fortum used the parameter "placement" to deal with risk classification of pipes that needed special attention. The parameter of placement was used both to classify risk level for consequence and for probability. Placement together with pipe dimension was used for assessing consequences of failure. The consequence of failure of a given pipe dimension was judged to be greatest when placed indoors or in a tunnel, and lowest when placed in the ground or in a lake. Probability of failure due to placement was judged to be lower in indoor pipes an in tunnels. E.ON stated that intersecting pipes placed in the ceilings of the great tunnel “the City Tunnel”, would provide particularly serious consequences in case of failure.

**Working environment and safety**

All three companies stressed that pipes that can pose risks to the working environment or risk of injury to the public was always given high priority. Issues related to the working environment have, according to the interviews, been given increased focus during the last years. A main concern for the three companies was about heating chambers and concrete culverts, where the lid, gully covering, inside environment, ladders etc. could pose a danger of personal injury. There were explicit strategies in all of the companies to try to diminish the number of chambers in the district heating grid as much as possible.

**THE RISK CLASSIFICATION SYSTEM OF FORTUM**

The risk classification system of Fortum may be of special interest, because they automated their system and connected it with their GIS-system. Fortum had chosen to build its risk classification system on variables that were relatively easy to measure or categorize. For assessment of the probability of failure, they used the parameters of age, type of pipe and placement. For assessment of the consequences of failure parameters of pipe dimension and placement were used. Table 2 shows the weights that Fortum has given to the parameters used for risk assessment of the consequences of a breakdown.
Table 2: Impact assessment based on pipe size and placement.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Placement: ground, lake</th>
<th>Placement: tunnel, air</th>
<th>Placement: Indoor</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-40</td>
<td>Insignificant (1)</td>
<td>Insignificant (1)</td>
<td>Small (2)</td>
</tr>
<tr>
<td>42-65</td>
<td>Insignificant (1)</td>
<td>Small (2)</td>
<td>Average (3)</td>
</tr>
<tr>
<td>80-100</td>
<td>Small (2)</td>
<td>Small (2)</td>
<td>Average (3)</td>
</tr>
<tr>
<td>125-175</td>
<td>Small (2)</td>
<td>Average (3)</td>
<td>Severe (4)</td>
</tr>
<tr>
<td>150-200</td>
<td>Small (2)</td>
<td>Average (3)</td>
<td>Severe (4)</td>
</tr>
<tr>
<td>250-350</td>
<td>Average (3)</td>
<td>Average (3)</td>
<td>Severe (4)</td>
</tr>
<tr>
<td>400-500</td>
<td>Average (3)</td>
<td>Severe (4)</td>
<td>Disastrous (5)</td>
</tr>
<tr>
<td>600-700</td>
<td>Severe (4)</td>
<td>Severe (4)</td>
<td>Disastrous (5)</td>
</tr>
<tr>
<td>&gt;700</td>
<td>Severe (4)</td>
<td>Disastrous (5)</td>
<td>Disastrous (5)</td>
</tr>
</tbody>
</table>

In Table 3, the weighting of the parameters that are used to determine the probability of failure is shown. Regarding probability, Fortum focuses primarily on pipe type, installation, and if there is an alarm installed or not, to produce a ‘risk pipe type’ (which form the risk pipe type classes of low, average or high) that combined with age of the pipe will give the specific risk value for the actual pipe, see Table 3. Higher values were given to higher pipe diameters, as well as to pipes placed indoor.

The probability of failure in Table 3 is estimated to rise with the age of the pipes, although new pipes are set to have a slightly higher probability of failure than somewhat older pipes (this is consistent with the Weibull distribution in the bathtub curve showed in Figure 1). Table 4 shows the evaluation that Fortum made from combining the probability of failure with consequences of failure.

Because of the simplicity in the choice of variables, Fortum has been able to automate the risk rating system, so that the system will update itself as the pipes are getting older. There is also the option to upgrade a pipes risk class manually in the system, for example, based on results of the status assessments or discoveries on patrol. Different risk classes are then illustrated in the GIS-system through different colors, see Figure 4.

BENEFITS OF IMPLEMENTING RISK CLASSIFICATION

To work with risk rating systems and risk analyses can provide several benefits when planning the maintenance and renovation of district heating networks. This involves being able to obtain an overview of the renovation needs, and also to work out a structure that systematically helps the network owner to prioritize between different needs and projects. Furthermore, it is also about working methodically with documentation. Also, risk analyses are important for analysing health and safety issues. Certain legal requirements within the health and safety legislation in Sweden and elsewhere could be met by working with risk analyses.

Table 3: Probability Assessment based on type of pipes and age of pipe.

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Low</th>
<th>Average</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-10</td>
<td>Small (2)</td>
<td>Average (3)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>11-15</td>
<td>Improbable (1)</td>
<td>Average (3)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>16-20</td>
<td>Improbable (1)</td>
<td>Average (3)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>21-25</td>
<td>Small (2)</td>
<td>Average (3)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>26-30</td>
<td>Small (2)</td>
<td>Average (3)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>31-35</td>
<td>Small (2)</td>
<td>Average (3)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>36-40</td>
<td>Average (3)</td>
<td>Plausible (4)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>41-45</td>
<td>Average (3)</td>
<td>Plausible (4)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>46-50</td>
<td>Average (3)</td>
<td>Plausible (4)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>51-55</td>
<td>Plausible (4)</td>
<td>Highly plausible (5)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>56-60</td>
<td>Plausible (4)</td>
<td>Highly plausible (5)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>61-65</td>
<td>Plausible (4)</td>
<td>Highly plausible (5)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>66-70</td>
<td>Plausible (4)</td>
<td>Highly plausible (5)</td>
<td>Highly plausible (5)</td>
</tr>
<tr>
<td>&gt;70</td>
<td>Highly plausible (5)</td>
<td>Highly plausible (5)</td>
<td>Highly plausible (5)</td>
</tr>
</tbody>
</table>
Table 4: Risk matrix used by Fortum after weighing the probability and consequences of different parameters.

<table>
<thead>
<tr>
<th>Probability</th>
<th>Consequence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Insignificant (1)</td>
</tr>
<tr>
<td>Highly plausible (5)</td>
<td>Average (3)</td>
</tr>
<tr>
<td>Plausible (4)</td>
<td>Low (2)</td>
</tr>
<tr>
<td>Average (3)</td>
<td>Improbable (1)</td>
</tr>
<tr>
<td>Low (2)</td>
<td>Improbable (1)</td>
</tr>
<tr>
<td>Improbable (1)</td>
<td>Improbable (1)</td>
</tr>
</tbody>
</table>

Figure 4: Screenshot of how different risk classes are illustrated by different colours on the pipes in Fortum’s GIS-system.

The documentation generated from the systematic risk analysis approach does also have a value by itself. It has the potential of becoming an important basis for discussion of the maintenance and renewal needs with the management and the board of the utility. Backing up the budget proposal with relevant and objective documentation increases the likelihood of a well-educated decision process.

By collecting data on age and year of construction of the pipes in the network, connected to the pipe type and placement, long-term planning can be facilitated. Life curves can be developed and an estimated remaining life can be calculated for the pipes in the network. This gives a clear indication of how great the need for renovation is expected to be over time, which in turn enables the dissemination of reinvestments over time and reduces the risk of suffering a sudden, unexpected and large reinvestment need. Investments may have to be accrued if the estimated remaining life coincides to a large part of the network.

CHECKLIST

The examples given above are from large district heating companies that may have greater capacity to take on the development of the maintenance of the district heating network than smaller district heating companies. So how should the ordinary small or middle-sized district heating utility start their process towards a systematic approach based on risk analysis for their maintenance and renewal planning? Once the utility has decided that they have a need for the risk analysis approach, Table 5 provides a simple checklist of relevant issues for discussions when settling the initial status. The checklist is a revised version of a checklist made in the Swedish Water and Sewage Manual from 2012 [8].

CONCLUSION

The district heating networks installed underground is a type of infrastructure, which represents substantial financial values and where malfunctioning components could cause serious problems for societal functions. Basing the maintenance and renewal planning on direct inspection of the installations is typically not possible, but various indirect methods with different precision do exist. At the same time, the industry is interested in transferring more of their resources from emergency repair to planned maintenance and renewal. In the long term, this is expected to reduce costs and increase the security of supply.

Larger district heating utilities have developed and are continuously improving various maintenance and renewal planning tools based on risk and vulnerability analysis, GIS databases and computerised analysis tools, while many smaller utilities rather work on ad hoc basis.

With more and more network parts reaching considerable age (50 years and above), the requirements on improved maintenance and renewal planning aiming at the correct allocation of financial, technical and human resources will increase.

By drawing upon experiences from leading district heating and other utilities as well as basic risk management theory, this paper outlines a way forward.
for small and medium-sized utilities in their development of systematic approach to maintenance and renewal planning.

Table 5: Suggested checklist to get started with risk analysis for renovation and planning (revised version of the checklist in the Swedish Water and Sewage Manual from 2012).

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>Partly</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data about grid</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is GIS system used and updated for grid documentation?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is the following information included in a database or GIS-system?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Asset data with dimensions, type, age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Patrolling remarks, leakages, third party inspections</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Important information from key personnel and other personnel</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Information about sensitive and important clients, special agreements</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operational Statistics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is the following information included in a database or GIS-system?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Operational disruptions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Customer complaints</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Safety</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are risk analyses to find vulnerable points of the grids carried out?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are disruptions handled in such a way that it is possible to study the events in retrospect?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Renewal Planning</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is an action plan with concrete measures compiled?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is there a reasoned opinion on the renovation demand for the next 10 years or more, including costs?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-Up</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is it possible to follow up on annual costs and cost changes of the operation and maintenance of the district heating network?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is it possible to follow up on annual costs and cost changes of renovation?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is it possible to follow on annual costs and cost changes of emergency measures?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partly</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are key data and information on the network status compiled? Are they analysed and compared over time?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are data collected and sent to the national damage statistics database?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are the grid's status compared with the status of the grids in other district heating companies (benchmarking)?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are there any sharing of experiences with other district heating companies about procedures and methods?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personnel</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are there staff who can take care of and document malfunctions and complaints?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are there staff who can manage the GIS system and databases?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are there staff who can take care of financial monitoring?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are there staff who can analyse the malfunction and devote at least 1-2 days per year for long-term planning?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are there personnel for at least biannual updates of the risk analysis?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are there resources (internal or external) to implement the measures in the renewal plan?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are there any documentation developed that help to provide decision makers with an understanding of renewal needs?</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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ABSTRACT

This paper presents latest results and outcomes of a research project about the decentralized feed-in of solar thermal energy into district heating networks. While solar heat exemplarily stands for any other heat source (as waste heat) the focus is on smaller distributed solar thermal heating plants rather than large central systems. The idea is to use the district-heating system as thermal source and sink to ensure the supply of the local heat consumers as well as the transmission of solar heat to other customers. This approach is supposed to minimize investment costs and increase the solar share, thus substituting fossil fuels.

Analyses and investigations were done based on computational DH system simulations. A special version of the TRNSYS-simulation program was applied to calculate transient operation of a 3rd generation DH network (following IEA-DHC Annex X classification, see [Ros+14]). Several feed-in substations have been integrated into the model. Heat consumption and load profiles of the consumers have been estimated using the Typical-Day Method. This approach allows to adapt any measured data (daily load profiles) to a specific weather data set and to scale heat load profiles of the same type according to a given peak load or daily heat consumption. The simulation offers the opportunity to have a look to any internal state of the system as local pressure, fluid temperature or mass flow. With this information component stress can be analyzed very well.

The paper presents findings of the recently finished project “Dezentrale Einspeisung in Nah- und Fernwärmesysteme unter besonderer Berücksichtigung der Solarthermie”1 and the ongoing research project “Kostenreduktionspotential beim Ausbau der Solarisierung von Fernwärmenetzen durch Standardisierung” 2. It is based on the German publications [HR15] and [Rüh+15].

BACKGROUND

A multi-functional use of district heating systems can provide significant contributions to the realization of a low-carbon heat supply. Especially the decentralized feed-in of solar heat into district heating networks offers many advantages. The presence of the network as continuously available system for the heat transport is expected to realize low average temperatures with high solar utilization levels. Stagnation times can be minimized or avoided and the summery global irradiance can be used as long as there are no negative effects on the network and the fossil fired central heat generator.

The current paper presents the results of a number of DH system simulations varying the location, the size, and the number of distributed feed-in substations within a district heating network. All computational results have been analysed using a consistent procedure. Main emphases are:

• Statistical evaluation of all-year network simulations (case study)
• Thermo-hydraulic impacts of decentralized solar thermal input on district heating networks

The heat flow rates of the solar-thermal systems, the central heat generator, the consumers and to the ambient have been estimated and the annual quantity of the produced heat have been calculated using the results of the full year network simulations (case study). The detailed results allow the identification of crucial operating states and evidences about the frequency of occurrence of these states. Flow conditions (local mass flow rates, progression of pressure and temperature) vary a lot with increasing fraction of locally produced and fed in heat. It is examined if both, the pressure and temperature of the heating water along the pipe system, stay in the allowed operation range of the district heating network.

The district heating network is stressed periodically depending on daytime and weather based fluctuations of the global solar irradiation not correlating with heat demand. Extreme values of pressure, temperature and load gradients as well as the fatigue-stress on the pipe system during the simulated year have been analysed. The goal is to derive general recommendations how to increase solar share in district heating networks, all the

1 Founded by Federal Ministry for Economic Affairs and Energy FKZ 03ET1039B.
2 Founded by Federal Ministry for Economic Affairs and Energy FKZ 0325553A.
while maintaining reliable supply and stable system operation.

ASSUMPTIONS/CONSTRAINTS

DH Network Simulation

The thermal-hydraulic simulation of the district heating system is based on TRNSYS-TUD. It is an inhouse development on base of TRNSYS, which has been proceeded since 1995. TRNSYS-TUD has its own hydraulic solver for heating networks as well as comprehensive models for building and equipment simulation. The hydraulic solver was adopted for the usage with district heating networks in [Fel+11] and [Rob13] and developed further in the current research projects.

A real secondary network with 2.2MW design heat load, 2.65km trench length and 51 heat consumers was considered (see Figure 2). The pipeline route, the available pipe and operation parameters were mainly provided by the network operator. The assumptions and constraints made for the network simulation are:

- Real secondary network, 3rd generation
- Simulation time is 1 year
- Time step is fixed at 3 min
- Weather data is a modified German test reference year 2011 (see [DWD11])
- Central heat generator
  - Supply water temperature is provided following a weather compensation control \( v_{SL} = f(v_a) \)
  - Main circulation pump is controlled with constant pressure difference of 1.2 bar
  - Pressure maintenance is connected at the return line of the central generator
  - Overflow from the supply to the return line at the central generator is allowed (bypass)

No central heat storage tank was considered. The simulation model allows conditions, where the solar gains exceed the heat load of the consumers and the heat losses of the pipe system. For the current study this excess heat is stored in the piping system, which is achieved by allowing the overflow of the central heat generator via an intended bypass (compare Figure 1). Hot heating water runs from the supply line to the return line of the network. So the net return line is used as a short-term heat storage.

The district heating network shown in Figure 2 is regarded as reference DH network. It supplies the buildings of a serial house neighborhood via the three network segments 01 to 03. The corresponding ends of the segments are called E01 to E03. The central heat generator is labeled with G. There are two main diversions D1 and D2.

Modeling of heat consumers

Individual load profiles are needed for all of the 51 heat consumers to avoid problems of overestimated simultaneity. They are created using an adopted Typical-Day Method following VDI 4655 (2008). This approach allows to adapt measured data (daily load profiles) to a specific weather data set and to scale heat load profiles of the same type according to a given peak load or daily heat consumption. It is described in detail in [Hey+14a] and [Hey+14b].

![Figure 1: Equivalent network of the central heat transfer station including a bypass](image1)

![Figure 2: 3rd generation network, 2:2MW design heat load, 2:65km trench length, 51 heat consumers](image2)
Each of the district heating substations supply the directly connected space heating and domestic hot water system, which is built as storage-charge system. The load profiles for the heating and the domestic hot water systems are regarded aggregately. An accurate representation of the supply and return line temperatures at the consumers is necessary to correctly model the hydraulic conditions in the network. The supply water temperature along the pipeline results from the heating set-point reset curve of the district heating network and the heat losses in the supply line. The temperature along the return line results from the load and return line temperature at each heat consumer and the heat losses in the return line. The consumer return line temperature is calculated using a correlation. It depends on the heating load ratio $\phi_{C,j}$ and the supply line temperature $\upsilon_{SL;C;j}$ at the connection point of the consumer.

Modeling of decentralized feed-in substations

The solar-thermal system and the feed-in substations (Figure 3) are modeled in separate simulations (see [SM15]). For that matter the course of the thermal output for one year $\dot{Q}_{DG;SolarSim}(t)$ is calculated for every considered feed-in subsection using a detailed model of the solar-thermal system. Input values are the weather data of the location as well as the net temperatures calculated in the network simulation for the connection point of the subsection. Further parameters of the solarthermal reference system (decentralized generator - DG) are:

- Usage of feed-in only substations (from return line to supply line), without a storage (NFS) and with a 1.5m³ storage tank (NFS-S)
- High temperature flat plate collector with 100m2 aperture area
- Orientation to south-east or south-west as the orientation of the roof
- Supply line or target temperature is reproduced via set-point reset curve as $f(\upsilon_{a})$ and additional offsets due to the heat exchanger
- Stagnation is allowed if the heat can not be dissipated on target temperature level

The decentralized feed-in substations are integrated in the network simulation by transferring the calculated feed-in mass flow $m_{DG;SolarSim}$ and the corresponding supply line temperature $\upsilon_{SL;DG;SolarSim}$ to the TRNSYS-TUD network simulation. The simulations of the solar thermal system and of the network have to be repeated in turn until they are aligned because the decentralized feed-in affects the net temperatures. The both separate simulations are claimed to be aligned, if the calculated difference of the fed-in heat flows $\dot{Q}_{DG;TRNSYS} - \dot{Q}_{DG;SolarSim}$ as well as the resulting aberration of the net temperatures meet a stop criterion.

Case study

In the case study, the effects of different integration points of the decentralized network feed-in substations (NFS) as well as increasing amounts of solar-thermal generated heat are to be examined. A network simulation without solar-thermal feed-in (0NFS) is used as reference case. A single solar system (solar-thermal reference system) was integrated next to the central generator (DG02) or next to the end of Segment 01 (DG27) (compare Figure 2). The amount of solar heat fed into the DH network was increased in further simulations by installing up to five decentralized feed-in substations. The collector fields of the feed-in substations DG02, DG09 and DG49 have south-eastern orientation with an azimuth angle of $\beta = -57^\circ$ and the substations DG27 and DG31 have a south-western orientation with $\beta = 33^\circ$ depending on the orientation of the respective buildings.

The case studies done are summarized in Table 1. The name of the simulations is based on the name or of the number of the active decentralized feed-in substations.
RESULTS

Some representative results of the realized simulations are presented below. This is done on the one hand via statistical processing of all-year network simulations (case study) by comparing the annual energy balances. On the other hand the effects of decentralized solar-thermal input to district heating networks are discussed exemplary for the case 3NFS using a detailed graphical representation of the flow conditions. Alternating thermal stress is analyzed for the simulation case with the highest solar-thermal output (5NFS).

Annual Balances

Equation 1 shows the heat flow balance of the heating network, with \( \frac{dU_{\text{net}}}{dt} \) for the change of the internal energy (heat capacity of the network), \( \dot{Q}_G \) for the heat flow of the central generator, \( \sum \dot{Q}_{DGi} \) for the solar-thermal gains of the substations, \( \sum \dot{Q}_C \) for the current heat demands of the consumers and \( \dot{Q}_{\text{Loss}} \) for the current heat losses of the piping system. The heat balance can be derived through integration over time (different amount of internal energy between start and end time is neglected).

\[
\frac{dU_{\text{net}}}{dt} = \dot{Q}_G + \sum \dot{Q}_{DGi} - \sum \dot{Q}_C - \dot{Q}_{\text{Loss}} \quad (1)
\]

Furthermore the solar net fraction SF based on [Qua11] is defined as the ratio of the solar heat fed into the network and the sum of the consumer heat demands inclusive heat losses of the network.

\[
SF = \frac{\sum \dot{Q}_{DGi}}{\sum \dot{Q}_C + \dot{Q}_{\text{Loss}}} \quad (3)
\]

For the reference case 0NFS the heat provided by the central generator \( Q_G \) is 5500 MWh=a, the heat demand of the consumers \( \sum Q_C \) is 5290 MWh=a and the heat loss of the piping is 210 MWh=a. According to the simulations the annual heat losses of the pipeline system amount to about 4% and are about 12% for a summer week. The heat losses of the network are not affected noticeably due to the decentralized feed-in. For the substations without storage tanks the feed-in hours are about 1200h, for the stations with the heat storage about 750h. The annual amount of heat transferred to the DH network is shown in Figure 4a for all considered cases. The stagnation time of the solar thermal system in one simulated year can be seen in Figure 4b.

It can be concluded:

- An increasing ratio of solar produced heat leads to decreasing heat quantity over the central generator as expected. A solar fraction of up to 3.6% for the total year can be achieved (500 m² installed collecto area, compare 5NFS). In the summer week this fraction goes up to 35%.
- The solar-thermal input decreases for cases with four or more decentralized feed-in substations. This mainly affects the substations next to the central generator (DG02, but also DG09 and DG31). Reason for that is the occurrence of stagnation in these systems. In DG02 stagnation occurs for up to 180h.
- The annual solar gains in the 5NFS-S case are well below the 5NFS. This results from a more complex system and heat losses in the storage tank due to delayed discharge. The solar-thermal outputs in the summer week are almost equal, due to reduced stagnation time for the NFS-S.
Figure 5: top: heat flow profiles; bottom: mass flow distribution, Segment01; case 3NFS, summer week.

Figure 6: Distribution diagrams of mass flow, pressure, temperature; case 3NFS, summer week, Segment01.
A collector area, which covers about 25% of the heat demand of a summer week, can be easily integrated without the usage of centralized or decentralized storage. This corresponds to a maximum solar-thermal output of 1/10 of the total heat load to be provided by the central heat generator.

Flow Conditions

In the following, the flow conditions are investigated exemplarily for a summer week and case 3NFS. Three display forms illustrate the complex conditions in the network:

1. **Line Charts** show time sequences of a quantity at specific locations in the network (x-axis: time, y-axis: considered quantity, compare Figure 5 top).

2. **Distribution Diagrams** display the local progress of a quantity alongside one network segment using instantaneous values. Several colored charts represent several points in time. This display form is used to show the spread of possible operating states. (x-axis: location along network segment, y-axis: considered quantity, color scale: time, compare Figure 6)

3. **Carpet Plots** can show the time sequence of a quantity for a whole network segment by color. In that manner transient effects can be visualized. (x-axis: time, y-axis: location along network segment, color scale: considered quantity, compare Figure 5 bottom)

This paper presents the flow conditions in Segment01 (compare red segment in Figure 2) and discusses the occurring effects. Node or pipe section numbers are used as location identifier. It has to be taken into account that the different pipe sections have differing length and the nodes and sections use a slightly different grid. Local gradients are not drawn to scale in the charts. Distinctive points along the network trace are labeled in the diagrams.

Figure 5 (top) shows the progression of the heat flows as a line chart. The sum of consumer demands \( \sum Q_{Cj} \) generated using the Typical-Day method, fluctuates during the day with clear load peak in the morning and evening hours. The course is similar for the first five days, because the same typical-day was used due to similar weather conditions. A weekend profile for a clear and a cloudy day is applied for the 6th and 7th day. The heat loss of the pipe system \( \dot{Q}_{LOSS} \) is only changing slightly during the day. The heat flows of the decentralized feed-in substations show a typical course with a clear offset between south-western and south-eastern orientated systems (DG02, DG27). A considerable amount can be covered by solar-thermal.

Fluctuations of the mass flow in Figure 5 (bottom) are represented by different shades of blue. A leap in the color gradient occurs due to the dividing mass flow in the diversion D1. The output of feed-in substation DG27, which is located near the end of the segment, exceeds the heat demand of the consumers connected downstream. Therefore a reversal of the flow direction appears in large parts of the considered pipeline. This can be seen in terms of the red area starting at label DG27 of the carpet plot in Figure 5. The feed-in substation DG27 supplies all consumers connected to this areas. The supply frontier originating between the central heat generator and the decentralized substations can be identified via the white areas with a mass flow near zero. Heating water grinds to a halt in this region of the pipeline and will cool down slowly.

At noon of day two to six the solar-thermal output \( \dot{Q}_S \) is at least as high as the heat demand. The central heat generator switches off completely in this time period (compare Figure 5 top). At this time, the first pipeline section (central generator) is colored white or red in the lower chart. This means, that the central district heating station is overflowed via the intended bypass (compare Figure 1). The heat produced by substation DG02 is not needed by the heat consumers during this period. Hot supply line water streams into the return line using it as short term storage.

Meanwhile, the decentralized feeder DG49 supplies consumers alongside the network segments 02 and 03. The effects can not directly be seen in the presented diagram. All of the output of DG49 can be used by the consumers of the segments 02 and 03, because no negative mass flow occurs between DG02 and diversion D1 at any time.

Figure 6 presents the distribution diagrams of the mass flow (left), the pressure (middle) and the temperature (right) alongside of Segment01. States of the network for discrete instants of time (time step 1h) are colorcoded. This allows to show the spread of possible operating states. The comparatively low maximum mass flow at the central heat generator, resulting from the summertime part-load operation, stands out in the left hand plot. A leap of the mass flow can be seen at diversion D1. Negative flow rates occurs directly at the central generator as well as in the zone between diversion D1 and the end of section Segment01. The point of intersection with the x-axis marks the supply frontier moving according to the load situation.

---

3 Estimated with a peak load of 0.7 A* 1000W=m².
The pressure curves in the middle diagram of Figure 6 illustrate the minimal pressure losses due to the summertime part-load operation of the district heating network. The largest proportion of the pressure drop occurs in the consumer connection stations. The minimal valid consumer pressure difference is 0.53 bar. It would have been possible to maintain this with a strongly lower pressure difference at the central heat generator, which could have reduced the consumption of auxiliary energy of the main circulation pump and of the feed-in pumps of the decentralized substations. Those have to overpower the flow pressure losses in addition to the pressure drop of the central circulation pump (see pressure gradients next to substation DG27). This results in an unfavorable operating point of the feed-in pump. Advanced control concepts are necessary to provide a better matching of network operation and decentralized feed-in.

Figure 6 (right) shows the distribution of the temperature alongside the supply and return line. Partly a high temperature difference between central heat generator and the end of Segment01 are apparent. This results from the low consumer heat demand so that fluid elements remain in the forward line for a long time period. This temperature differences in the network can be reduced on account of the feed-in substation DG27 which applies a supply line temperature identical to the supply line temperature of the network. In return, a minimum in the forward line temperature occurs at the actual location of the supply frontier. In some cases a temperature gap can be seen in the return line in the zone of the central heat producer. This follows from the temporal overflow of the central generator.

**Alternating Thermal Stress**

The thermohydraulic conditions in the pipeline system vary due to the decentralized feed-in. The reversal of the flow direction in parts of the network and the resulting supply frontier with cooled down heating water can increase the stress on pipes. Two cases of damage were investigated:

- **Case 1** Fatigue fracture of the steel tube, e.g. breakaway of a welded orthogonal diversion due to the longitudinal motion of the main pipe,
- **Case 2** Disbandment of the composite material pipe due to shearing force longitudinal to the pipe.

The evaluated quantity is the number of full-load changes \( N \) according to AGFW FW 401 – Part 10 [AGFW401] or rather the ratio to the reference case. Exemplary the results for Segment01 and simulation case 5NFS can be seen in Figure 7.

\[
\frac{N}{N_{\text{reference}}} = \frac{N_{\text{5NFS}}}{N_{\text{0NFS}}}
\] (4)
For Case 1 the full-load changes in the supply line are slightly higher (< 5%) than for the reference case. This mainly effects the pipes at the end of Segment01 after the feed-in point of DG27. A similar pattern can be seen for the return line nearby the end of Segment01. A increase on up to 2.3 times occurs for the return line next to the central heat generator. This results from using the return line as short-term heat storage with the overflow of hot supply line water to the return line. This concept increases the risk for the DH pipes significantly, from which can not be inferred the absolute damage risk. The risk for disbandment of the composite material pipe (Case 2) is not increased in the whole piping system.

CONCLUSIONS/PROSPECTS
The realized simulation studies deliver detailed insight into the operating conditions and the component stress of district heating networks with decentralized solar heat supply. The distributed feed-in of heat may lead to the inversion of the flow direction in parts of the net branch (negative mass flow) and to moving points with stagnating heating water. The heating water will cool down in this points. At some time steps the distributed solarthermal heat generators can supply the demand of the whole DH-network. This results in mass flow rates of nearly zero at the central heat generator or if provided even in negative flows.

The installation of total collector area with a maximum thermal output of about 1/10 of the connected load of the district heating network is possible without central or decentralized storage tanks and with very short stagnation periods, in case the pipe system is used as a short-term storage. It has to be taken into account, that this concept increases the alternating thermal stress to the affected district heating pipes.

Questions, which central or decentralized storage capacity is necessary for more installed collector area as well as which adapted control concepts are required, are only briefly touched. Further research to this has been done in the current project "DELFIN"4.
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NOMENCLATURE
Symbols
\( N \) number of load changes according to AGFW FW 401 – Part 10
\( Q \) heat MWh
\( \dot{Q} \) heat flow W
\( SF \) solar fraction

Abbreviations/Indices
C Consumer
D diversion
DG decentralized heat generator
SL supply line
G central heat generator
i, j index
N nominal
NFS network feed-in substation
NFS-S network feed-in substation, with storage
RL return line

\( \beta \) azimuth angle °
\( \varphi \) heating load ratio, \( \varphi = \dot{Q} / \dot{Q}_N \)
\( \tau \) time s
\( \upsilon \) celsius temperature °C

4 Founded by Federal Ministry for Economic Affairs and Energy FKZ 03ET1358B.
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ABSTRACT

In Seoul, most of the new private buildings were mandated renewable energy installations more than 12% of total energy use in 2015. There are solar power, solar heat, geothermal, sunlight collecting, fuel cell, and small cogeneration systems in applicable renewable energy. Accordingly, some reconstruction apartments want to apply geothermal heat pump systems as heating and cooling. This has resulted in reducing the demand for district heating since district heating had been supplied in these areas. From the point of view of district heating suppliers, new competitors such as heating by geothermal heat pump system seems to appear in district heating market. District heating system is considered preferentially to apply in heating area abroad due to its high efficiency. However, district heating isn’t recognized properly as a renewable energy in domestic situation. Therefore, in this study, we analysed primary energy use and greenhouse gas reductions of district heating and geothermal heat pump system. As a result, primary energy use and greenhouse gas reduction of district heating system are bigger than them of geothermal heat pump system.

INTRODUCTION

Aside from of environmental impact assessment of the government, Seoul city established its own standards for management systems complement of the high-density urban development in Korea. For the introduction of its own environmental impact assessment, Seoul city enacted and performed an Environment, Traffic and Disaster Impact Assessment Ordinance in 2002. Other municipalities also expected to introduce the same level of future environmental impact assessment.

Most of the new private buildings should implement more than 12% renewable energy installation obligation of the total energy usage in 2015. Public buildings is expected to expand step by step up to 30% renewable energy rate in 2020. Applicable renewable energy is photovoltaic, solar heat, geothermal, sun-light collecting, fuel cell and cogeneration (more than 10% recognition rate only) energy.

All new apartment of land area 90,000 ~ 300,000 m² (about 1,500 ~ 6,000 generations) is subject to Seoul environmental impact assessment. From the point of district heating system’s view, new competitors appeared. Renewable facilities corresponding to 12% of total energy use, especially geothermal heat pumps, can supply heating and cooling autonomously. The introduction of geothermal heat pumps are increasing because of their technology development and low variable cost. In addition, the introduction of fuel cell is also increasing. The government abolished geothermal heating and cooling progressive electricity rates in 2009.

However, district heating systems are unappreciated renewable facilities properly. Thus, in this research, we analysed primary energy use and greenhouse gas reductions of district heating and geothermal heat pump system.

BACKGROUND

Geothermal heat pumps have been supplying heating and cooling to 180 generations of S apartment(located in Incheon, Korea) in 2012. Thus, using the operating data of S apartment in 2014, we calculated primary energy use and greenhouse gas reductions of district heating and geothermal heat pump system. Heating consumption of S apartment in 2014 was 989 Gcal/year and electricity consumption was 527 MWh/year.

However, geothermal heat pump system produces only heat, but district heating system produces heat and electricity simultaneously. Thus, we assumed, in geothermal heat pump system, common power plants produced electricity production amount of district heating system.

Primary energy use was calculated based on electricity production amount of each power source and greenhouse gas emission factor of 0.4428 tCO2e/MWh (Korea power exchange 2011 year data) was used.

RESULTS

We calculated primary energy use and greenhouse gas emission based on 2014 year operating data in Korea District Heating Corporation. If district heating system in Korea District Heating Corporation produces the heat...
of 989 Gcal/year, it produces the electricity of 689 MWh/year proportionally. Thus, in geothermal heat pump system and common power plants, we assumed common power plants produced the electricity of 689 MWh/year.

Table 1 shows primary energy use and greenhouse gas emission of geothermal heat pump and common power generation system, and them of district heating system when COP of geothermal heat pump system is 2.2.

As a result, primary energy use and greenhouse gas emission of geothermal heat pump and common power generation system are each 33% and 26% bigger than them of district heating system.

Therefore, we can say district heating system reduces fossil fuel consumption and greenhouse gas more than geothermal heat pump system.

**DISCUSSION**

However, COP of geothermal heat pump system is commonly very low. Thus, we assumed COP of geothermal heat pump system was 4.0.

Table 2 shows primary energy use and greenhouse gas emission of geothermal heat pump and common power generation system, and them of district heating system when COP of geothermal heat pump system is 4.0.

As a result, primary energy use and greenhouse gas emission of geothermal heat pump and common power generation system are also each 2.4% and 0.9% bigger than them of district heating system.

Therefore, we can also say district heating system reduces fossil fuel consumption and greenhouse gas more than geothermal heat pump system.

**CONCLUSION**

In this study, we compared primary energy use and greenhouse gas emission of district heating and geothermal heat pump system. This study is based on some assumptions which are made by KDHC and Korea electric power corporation's operating data.

Consequently, primary energy use and greenhouse gas emission of geothermal heat pump and common power generation system are each 33% and 26% bigger than them of district heating system.

Even though COP of geothermal heat pump system increases, primary energy use and greenhouse gas emission of geothermal heat pump and common power generation system are slightly bigger than them of district heating system.

Therefore, district heating system is required to be reflected properly in government policy as renewable facilities since district heating system reduces fossil fuel consumption and greenhouse gas more than geothermal heat pump system.
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ABSTRACT

The aim of this study is to improve the monitoring and controlling of heating systems located at customer buildings through the use of a decision support system. To achieve this, the proposed system applies a two-step classifier to detect manual changes of the temperature of the heating system. We apply data from the Swedish company NODA, active in energy optimization and services for energy efficiency, to train and test the suggested system. The decision support system is evaluated through an experiment and the results are validated by experts at NODA. The results show that the decision support system can detect changes within three days after their occurrence and only by considering daily average measurements.

INTRODUCTION

In the district heating (DH) domain, operators address several conflicting goals, such as satisfying customer demand while minimizing production and distribution costs. To achieve this, one solution is to equip each customer building with a smart system. Such a system should continuously monitor heat usage, predict future demand, exchange information with operators, and perform demand-side management. Moreover, the system needs to automatically learn the energy usage of the building and adopt its behavior accordingly.

NODA Intelligent Systems AB⁶, an active company in the DH domain, is developing and providing retrofit smart systems to maximize energy efficiency in buildings. These systems consist of controlling hardware together with a range of sensors, which are added on top of the existing control system.

Self-learning and adaptation are two important features of any smart system. However, these two features make the system sensitive to manual changes in the heating system, forcing the system to re-learn its characteristics. Most commonly this relates to applying changes in the temperature program of the controller e.g. by the owner’s building. These changes can lead to use more energy and to add extra charges in the case of increasing the temperature of the system.

Although retrofit solutions such as NODA’s smart system can decrease the cost of replacement of the existing control system, their functionality can be affected by the limitation of these existing controllers. Due to this reason, NODA’s smart system is unable to detect manual changes online. Hence, NODA’s operators need to spend significant efforts to detect the manual changes by analyzing the received information from each building controller. To make this process more efficient, a decision support (DS) system can be used to assist operators. DS systems are computer-based information systems, which aim to facilitate and support the decision making processes [1]. The major components of DS systems are: 1) the user-interface, 2) the models and main logic, 3) the database, and 4) the DS functionalities and architecture. DS systems are categorized based on their functionalities into: data-driven, knowledge-driven, model-driven, document-driven and communication-driven DS systems [1]. Among these different types, data-driven systems can provide an online support for decision making through applying machine learning (ML) and statistical techniques to analyze large collections of data.

Machine learning is a branch of artificial intelligence, which includes the study of algorithms that can learn and improve their knowledge by building models from input data to perform specific tasks. Most common tasks in ML, such as classification and regression modeling, are solved with supervised learning methods. Supervised learning uses labeled data to train models [2]. Suppose we are given data in the form of \( \{(µ_1, y_1), (µ_2, y_2), \ldots, (µ_n, y_n)\} \). In each pair or instance \( µ_i \) denotes a vector, which consists of feature values such as indoor and outdoor temperature, and \( y_i \) indicates a label or outcome of the target attribute. The aim is to train a model to predict the label of the target attribute \( y \) of each new instance, e.g. predicting the secondary supply temperature based on the indoor and outdoor temperature. The target attribute in regression modeling is numeric and in classification modeling it is categorical.

In this paper, we propose a data-driven decision support system that uses ML techniques to detect manual changes by predicting the secondary supply temperature based on the outdoor temperature and analyzing the energy consumption of each building. The aim of such a system is to provide complementary

⁶ www.noda.se/en/main
decisions support for NODA’s operators to detect manual changes easily and efficiently. The proposed DS system uses a two-step classifier, a combination of k-means and support vector regression (SVR), to detect manual changes within three days after their occurrence by considering daily average measurements.

BACKGROUND AND RELATED WORK
A district heating system (DHS) is a centralized system with the aim of producing space heating and hot tap water for consumers based on their demand at a limited geographic area. A DH system consists of three main parts: production units, distribution network, and consumers. The heated water supplied in a production unit circulates through the distribution network and will be available to consumers. The main aim of a DHS is to minimize the cost and pollution by considering consumers’ demand and producing just the necessary amount of heat. Hence, being able to predict the heat demand can assist production units to plan better. However, modeling the heat demand forecasting is a challenging task, since water does not move fast. In some situations, the distribution of heated water can take several hours. Moreover, there are a number of factors that affect the forecast accuracy and need to be considered before any plan for production units can be constructed. Some of these factors include [3], [4]:

- Weather condition, mainly the outdoor temperature
- Social behavior of the consumers
- Irregular days such as holidays
- Periodic changes in conditions of heat demand such as seasonal, weekly and day-night

Dotzauer [4] introduced a very simple model for forecasting heat demand based on outdoor temperature and social behavior. He showed that the predictions of his simple model were comparable with complicated models such as autoregressive moving average model (ARMA). The author concluded that better predictions can be achieved by improving the weather forecasts instead of developing complicated heat demand forecasting models.

In general, different ML methods and techniques have been used to predict the heat demand. Some of the most popular prediction models are autoregressive moving average (ARMA) [6], support vector regression (SVR) [7], [8], multiple linear regression (MLR) [9] and artificial neural network (ANN) [10], [11]. In [8] the authors compared four supervised ML methods for building short-term forecasting models. The models are used to predict heat demand for multi-family apartment buildings with different horizon values between 1 to 24 hours ahead. The authors concluded that SVR achieves the best performance followed by MLR in comparison to feed forwards neural network (FFNN), and regression trees methods. Recently, Provatas et al.[12], proposed the usage of on-line ML algorithms in combination with decision tree-based ML algorithms for heat load forecasting in a DH system. The authors investigated the impact of two different approaches for heat load aggregation. The results of the study showed that the proposed algorithm has a good prediction result. In another study [13], the authors showed the application of a context vector (CV) based approach for forecasting energy consumption of single family houses. The proposed method is compared with linear regression, K-nearest neighbors (KNN) and SVR methods. The results of the experiment showed that CV performed better in most cases followed by KNN and SVR. The authors concluded the proposed solution can help DH companies to improve their schedule and reduce operational costs.

There are a number of studies that focused on the application of DS systems in domains such as DH and mainly related to advanced energy management [14], [15], [16], [17], [18], [19]. In these studies, the main focus is on forecasting and optimization methods that facilitate and support the decision making processes to increase the energy management quality and bring considerable savings. Furthermore, there are some other works that focused on DH network design [20], [21]. Bordin et al. [20] presented a mathematical model to support DH system network planning by selecting an optimal set of new users to be connected to a thermal network that maximizes revenues and minimizes infrastructure and operational costs.

In summary, the main focus of the studies that have been done in the context of heat demand forecasting in the DH domain was related to using weather forecast data and mainly the outdoor temperature. In contrast, the aim of the proposed solution in this study is twofold: 1) to provide decision support for operators to detect manual changes efficiently, and 2) to decrease the energy consumption cost and control heat demand by identifying these changes and resolving them at each building.
DETECTION OF CHANGES IN TRENDS BY USING REGRESSION METHODS

In DH, operators try to address several conflicting goals, such as satisfying customer demand while minimizing production and distribution costs. One way to solve this is to use demand side management and data analytics in the customer substations. This can be achieved by a system that continuously predicts the future heat demand, exchanges information with the operator and performs demand side management when the need arises. Such systems can be implemented both in the existing heating controllers as well as in retrofit solutions. One such retrofit system is developed by NODA and it has been used within this study. To make the system efficient, its behavior has to be as automated and self-learning as possible. However, this also makes the system sensitive to manual changes (i.e. changing the temperature) in the heating system, since such changes force the system to re-learn the characteristics of the heating system.

In order to assist operators to detect these manual changes more efficiently a DS system is implanted to provide decision support for operators. The proposed DS system uses a two-step classifier, k-means and SVR, to detect manual changes. To achieve this goal and to avoid generating false alarms in confront with noisy data, changes should be monitored for some days. Hence, in this study only those deviations that last for at least 3 consecutive days would be marked as manual changes. k-means, which is the most well-known algorithm for classification task, is used to identify the operational status of the heating system (on or off) by partitioning the consumed energy at each building.

The main reason to perform this task is to decrease the effect of outliers when the heating system is not operating. SVR has been used for both electricity and heat demand forecasting and has been found to be very efficient and accurate [8], [22]. Therefore, SVR is chosen to predict secondary supply temperature based on outdoor temperature and consumed energy for each building. By considering the status of the system and the predicted value of the secondary supply temperature, the DS system can identify manual changes as follows:

IF the absolute difference (actual – predicted) is greater than the threshold FOR 3 consecutive days THEN changes have occurred during these days.

The warning threshold determines the sensitivity of the system to change. This threshold, set to 4.6°C, was determined empirically after performing some preliminary tests and checking the results with the subject matter experts. Figure 1 summarizes the process of automatically identifying the manual changes for each building by the proposed DS system.

Algorithms

The k-means algorithm belongs to the group of distance-based clustering methods. It is the best known greedy algorithm for partitioning data into k clusters. This popularity is mainly related to k-means’ simplicity, efficiency, and applied success in partitioning and pattern recognition tasks [2], [23]. It works by reducing the total sum of the squared error over all k clusters. k-means iterates by generating partitions and assigning data to the closest cluster and computing the centroid from a partition until no further improvement can be achieved [23].

The support vector machine (SVM) algorithm is based on statistical learning theory. SVM is a state-of-the-art algorithm, which belongs to a group of supervised learning methods that can solve different ML tasks such as classification, pattern recognition and regression [24]. An extended version of SVM for regression tasks is called support vector regression. SVR uses the training data to find the regression line that best fits the data. Using an epsilon-intensive loss function, SVR produces a decision boundary, a subset of training data which is called support vectors (SVs), in order to determine a tube with radius ε fitted to the data. In other words, epsilon defines how well the regression line fits the data by ignoring errors as long as they are less than ε.

RESEARCH METHOD

Data collection

The data used in this study consists of daily average measurements from 9 buildings equipped with the NODA controller. The buildings are located in Karlshamn in south Sweden. The collected data was obtained on the period between April 2014 and March 2016. This yields 730 instances per building (one instance per day). However, since data collection
instruments, such as sensors, might be faulty, or since data transmission errors can occur [25], some of the measurements were incomplete. Therefore, after performing the data cleaning process the number of instances decreased to approximately 630 per building. Table 1 summarizes the information and the way the data is split to train and test set for each building.

Figure 2 shows the daily average of the secondary supply temperature of building D with respect to the outdoor temperature for the year 2015 (365 instances). The plot shows that the secondary supply temperature has a strong correlation with the outdoor temperature.

We used R and RWeka package to conduct the experiment. R is a language and a free software environment for statistical computing with data [26]. R is widely used for visualization and statistical tasks such as linear and non-linear modelling, regression analysis, and statistical tests. RWeka is an R interface to WEKA (Waikato environment for knowledge analysis) [27]. WEKA [28] is a well-known machine learning and data mining workbench written in Java. It contains a wide range of algorithms for different ML tasks such as classification, regression, and clustering. We used RWeka’s k-means and SVR implementation with their default parameters.

**Experimental design**

To detect manual changes in the heating system for each building, the implemented DS system uses a two-step classifier. 10-fold cross validation is used on data from April 2014 to March 2015 to build the model for each building. m-fold cross validation is a standard procedure for a model evaluation in ML. The main idea is to randomly split the dataset into m equal subsets. The model is trained and tested m times. Each time one of the m subsets is used as a test set and the other m-1 subsets are form the training set. The overall performance of the model is computed as the average error across all m runs [29]. The train set is preprocessed and cleaned to make sure that the DS system only learns the normal behavior of the heating system.

Additionally, the quality of the model is tested with the data from April 2015 to March 2016.

The performance of the system is evaluated in two ways:

1) using mean absolute error (MAE) as a performance measure to evaluate the accuracy of SVR in terms of predicting the secondary supply temperature.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |\text{actual} - \text{predicted}| 
\]

In equation (1), the actual refers to the measured secondary supply temperature by the controller system, predicted refers to the estimated secondary supply temperature by the proposed DS system, and n is the total number of predicted instances.

2) validating the detected changes by subject matter experts at NODA. In this case the accuracy of the system is calculated based on the number of true positive (TP), true negative (TN), false positive (FP) and false negative (FN) alarms in equation (2). The TPs and TNs are correct classifications. A false positive happens when the result is classified incorrectly as a detected change while it is actually not a change. A false negative occurs when an actual change in the system is not detected [25].

**Table 1.** Summary of the data collection for each building

<table>
<thead>
<tr>
<th>Building ID</th>
<th>Data (no. instances)</th>
<th>Train set</th>
<th>Test set</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(Apr 14 - Mar 15)</td>
<td>(Apr 15 - Mar 16)</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td>251</td>
<td>249</td>
<td>500</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>349</td>
<td>365</td>
<td>714</td>
</tr>
<tr>
<td>C</td>
<td></td>
<td>357</td>
<td>365</td>
<td>722</td>
</tr>
<tr>
<td>D</td>
<td></td>
<td>357</td>
<td>365</td>
<td>722</td>
</tr>
<tr>
<td>E</td>
<td></td>
<td>347</td>
<td>347</td>
<td>694</td>
</tr>
<tr>
<td>F</td>
<td></td>
<td>270</td>
<td>365</td>
<td>635</td>
</tr>
<tr>
<td>G</td>
<td></td>
<td>251</td>
<td>249</td>
<td>500</td>
</tr>
<tr>
<td>H</td>
<td></td>
<td>357</td>
<td>332</td>
<td>689</td>
</tr>
</tbody>
</table>

![Figure 2. Daily average secondary supply temperature of building D with respect to the daily average outdoor temperature for the year 2015 (365 instances).](image)
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RESULTS

The performance of the proposed DS system is evaluated by using the test data (April 2015 – March 2016) and 10-fold cross validation for each building. Furthermore, the identified changes at each building is validated with NODA’s experts. Table 2 summarizes the performance of the SVR together with the number of manual detected changes at each building. The results show that the DS system detected, in total 60 changes correctly in 3 out of 9 buildings. These changes either related to manual changes or hardware failures. This value represents the number of TP alarms. The majority of the results belonged to the TN category with the value of 2,888. The false positive alarms occurred in 2 buildings and in total contain 34 changes. The main reason for these detected changes are related to a sudden drop in the outdoor temperature, and the fact that the system was not trained for such a situation. No false negative is detected during the experiment. By considering these values and using the equation (2) the accuracy of the system can be computed as follow: $\frac{TP + TN}{TP + TN + FP + FN} = 0.98$. Figures 3 and 4 depict the outcome of the system for

![Figure 3](image1.png)

**Figure 3.** Identified manual changes during January 2016 at the C building. The actual secondary supply temperature is showed in blue against the predicted secondary supply temperature in red. The green crosses identify the detected manual changes by the DS system.

![Figure 4](image2.png)

**Figure 4.** The actual and predicted secondary supply temperature related to building D. This building has no changes during April 2015 – March 2016.
two different buildings. Figure 3 shows the detected manual changes occurred during 14th until 23rd of January 2016 at the C building. These manual changes are related to the modification of the temperature of the heating system. Figure 4 is related to the D building. This building has no changes, which can be seen since the actual and predicted secondary supply temperature are closely following each other’s.

DISCUSSION
The experimental results show that the proposed DS system with a two-step classifier is able to detect manual changes within three days after their occurrence. The accuracy of the system is evaluated by the experts from NODA. The results of the evaluation show that the system has a solid detection ability with an accuracy of 98%. In general, the important aspect of such system is its ability to detect changes correctly and does not miss any changes. To decrease the false alarms (both FP and FN) in the detection task, the main solution is to train the system with the data that represents the normal behavior of the heating system. Moreover, only those deviations that last at least three days are classified as manual changes. In addition, considering an adjustable threshold instead of a fix one can decrease the number of false alarms. Though the false positive alarms can be quickly determined and dismissed by experts, considerable number of false alarms can be disturbing. The proposed DS system is generalizable to similar applications such as detection of change in energy demand or detection of faulty equipment based on abnormal behavior of the heating system.

Table 2. Mean absolute error and standard deviation for SVR and detected changes for each individual buildings

<table>
<thead>
<tr>
<th>Building ID</th>
<th>MAE (±Standard Deviation)</th>
<th>Detected changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.64 (±0.016)</td>
<td>TP: 26, TN: 223, FP: -, FN: -</td>
</tr>
<tr>
<td>B</td>
<td>1.70 (±0.008)</td>
<td>-</td>
</tr>
<tr>
<td>C</td>
<td>2.40 (±0.006)</td>
<td>TP: 8, TN: 357, FP: 7, FN: -</td>
</tr>
<tr>
<td>D</td>
<td>0.72 (±0.002)</td>
<td>TP: 365, FN: -</td>
</tr>
<tr>
<td>E</td>
<td>1.07 (±0.003)</td>
<td>TP: 320, FN: 27</td>
</tr>
<tr>
<td>F</td>
<td>0.73 (±0.004)</td>
<td>TP: 365, FN: -</td>
</tr>
<tr>
<td>G</td>
<td>1.64 (±0.016)</td>
<td>TP: 26, TN: 223, FP: -, FN: -</td>
</tr>
<tr>
<td>H</td>
<td>0.49 (±0.002)</td>
<td>TP: 332, FN: -</td>
</tr>
<tr>
<td>I</td>
<td>1.02 (±0.004)</td>
<td>TP: 345, FN: -</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>TP: 60, TN: 2,888, FP: 34, FN: 0</td>
</tr>
</tbody>
</table>

Note. MAE = mean absolute error, Standard deviation appears within the parentheses.

CONCLUSION
We propose a decision support system for operators in the district heating domain. Currently, the proposed system is applied to detect manual changes in the heating system at the building level. The decision support system uses a two-step classifier, k-means and support vector regression, to identify manual changes within three days after their occurrence and by considering daily average measurements. The performance of the system is evaluated with the real data related to 9 buildings in Sweden. The validity of the results was investigated by the experts at the NODA Intelligent Systems AB. The validation of the results showed that the majority detected changes by the system were true alarms.

Since each building has special characteristics, e.g. its geographical location, used construction materials, and the social behavior of its tenants, having a fixed threshold for all buildings is impractical. Hence, in the future, it is important to investigate how to automatically set the threshold value for each building. Moreover, it is more convenient that operators can have interaction with the DS system by providing feedbacks. Thus, the performance of the system can improve through time.
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ABSTRACT

In this work, a method for taking into account seasonal storage in an energy optimisation problem is developed. A master-slave optimisation procedure is applied, in which the master optimisation is an evolutionary algorithm, while the slave optimisation is a Mixed Integer Linear Programming (MILP) problem. The results of this optimisation can provide insight on the choice of technologies during the study of potential new district heating networks, and especially evaluate if a seasonal storage is worthwhile.

The method developed is applied to a case study. The goal is to optimise the design of a micro-district heating system consisting of 3 buildings and a neighbouring source of industrial waste heat. The technologies considered are heat pumps, solar thermal collectors, a hot water storage tank, geothermal borehole seasonal storage, a gas boiler and industrial waste heat.

The results show that, with the given assumptions, the use of combined seasonal and daily thermal storage can significantly reduce operating costs (by 65\%), fossil fuel consumption and CO\textsubscript{2} emissions, with a payback time of 4.5 years compared to a reference solution with no storage.

INTRODUCTION

The European building sector accounts for 40\% of total energy use and 36\% of CO\textsubscript{2} emissions [1]. A major part of this energy is used to heat buildings. Renewable sources of heat, such as geothermal and solar, can be harnessed using district heating networks, thus allowing a decrease in CO\textsubscript{2} emission. Moreover, district heating can take advantage of waste heat recovery of energy intensive industries which would otherwise throw it away into the environment.

One of the drawbacks of many renewable or recovery energy sources is that they are intermittent, and are often not synchronised with demand. However, the use of thermal storage systems can greatly increase their share. As the fluctuations can be both daily and seasonal (example of solar), specific storage systems for each of these time scales can be combined. Nevertheless energy storage comes at a cost, typically decreasing with size. The appropriate choice in terms of size and combination of storage types should therefore be the results of a cost optimisation.

Optimisation methods can be applied to support the choice of design and operating strategy of an energy system, including district heating systems. In this work, a master-slave optimisation method was applied to a micro district heating network case study, in order to identify a set of optimal design options for the system. A methodology was developed to integrate seasonal storage in the optimisation, and it was combined with an existing daily thermal storage model.

After a brief literature review of previous work on integration of storage in energy optimisation, the article presents the methodology developed by the authors with a focus on the method to integrate seasonal storage. Then, the case study and main assumptions are presented. Finally, the results of the optimisation are shown and discussed.

STATE OF THE ART

A review of seasonal thermal storage technologies is given in [2]. One of these technologies consists in using the soil as a storage medium. In this concept, vertical boreholes are drilled in the ground to insert tubes in which a heat transport fluid circulates in a closed loop in order to inject (resp. extract) heat in (resp. from) the ground material. One of the advantages of such a system is its lower price compared to other seasonal storage systems, as was observed in [3]. However, these costs do not include the heat pumps which are required to bring the temperature to a useable level.

A review of simulation models used to model seasonal storage is given in [2] that, however, does not consider optimisation. There are numerous examples in the literature of energy supply optimisation models which consider thermal storage. However, they have often been designed for short term thermal storage (e.g. daily) rather than long term storage (seasonal), although some of the principles can be applied to both short and long term storage. An optimisation model including daily thermal storage was implemented in [4], which is also the model that was used for daily storage in this paper. The daily thermal storage is divided into a number of virtual storage tanks with ordered temperature levels. At a given time, a mass of fluid can be transferred from one temperature level to another, exchanging heat with the rest of the system as it does.
The formulation of the model can be used for both optimisation of design and operation. A thermal storage model was also developed in [5], but the 2nd principle of thermodynamics was not considered (the system was divided into high and low temperature). As for long term storage, such a model was implemented for example in [6], but the model is non-linear due to the CHP operation being modelled using 3rd degree polynomials.

Combination of long term and short term storage is rare in the literature. Nevertheless, this was done by Rager in his thesis [7]. In his model, there is a daily storage in a multi-time problem, similar to the one developed by Fazlollahi et al. in [4]. The multi-time problem is embedded in a multi-period problem (i.e. each period is composed of several “times”), and a similar model is implemented at the level of the periods, corresponding to the seasonal storage.

METHODOLOGY

The methodology that was used in the present study consists in the following main steps:

1. Typical days are generated from the available data
2. A specific Mixed Integer Linear Programming (MILP) model is created for each typical day
3. A two stage master/slave multi-objective optimisation is carried out

**Generation of typical days**

Typical days are used as a means to reduce the complexity of the MILP problem by limiting the number of periods, and hence the number of variables. The generation of typical days was done by applying the k-means centroid clustering algorithm developed by Fazlollahi et al. in [8]. The k-means algorithm minimises the Euclidian distance between each observation (i.e. a real day) and the centre of the cluster (i.e. the typical day) to which it belongs, the distance being calculated over all measurements (i.e. 24 hourly values in a day) of selected attributes (i.e. heating demand, solar irradiance).

The number of clusters was chosen based on the assessment of 3 statistical measures. Additionally, for each attribute, five quality indicators detailed in [8] were calculated in order to compare the typical days obtained with the original data. Once the typical days have been generated, an extreme day is added in order to take into account the highest demand during the year for the sizing of the equipment. Moreover, all of the 365 days of the year are associated to a typical day, and the number of occurrences of each typical day is calculated.

A nearby industry provides a source of waste heat during certain periods of the year. Due to the nature of the industry, the availability of the source is both intermittent and unpredictable (it can be activated at varying time intervals and for varying durations). To integrate the use of this industrial waste heat, the thermal power and temperature levels have to be defined for each period (i.e. each hour of each typical day). To achieve this, a procedure was developed taking into account the stochastic nature of the industrial waste heat source. The following steps were carried out:

1. The industry’s daily activation profile was created using 3 years of operating data. A boolean variable was associated to each real day if the source was available (i.e. with a heat output >0).
2. As each real day \( i \in \{1, \ldots, 365 \times 3\} \) over the 3 years of operating data has a corresponding typical day \( d \in TD = \{1, \ldots, N_d\} \), the probability \( p_d \) of activation of the industry was calculated using:

\[
 p_d = \frac{\text{card}(A_i = 1 \mid d_i = d)}{\text{card}(d_i = d)} \quad \forall d \tag{1}
\]

where \( A_i \) is the boolean variable corresponding to the activation of the industry during day \( i \) and \( d_i \in TD \) the typical day which is used to represent that day.

3. Two typical days are derived from each original typical day. In one of the derived typical days, the industry is activated, and in the other it is not. All other data (heating demands, etc.) are identical to the original typical day.

4. The number of occurrences of each derived typical day is calculated using the probability of activation obtained in the previous step and the number of occurrences of the original typical day.

5. The average waste heat load available is calculated for each typical day that the industry is activated. This is done by calculating, for each hour, the average over the 3 years of data represented by the typical day.

6. A similar procedure is applied to calculate the average temperatures of the industrial waste heat source for each typical day, except that the average is only calculated on non-zero values.

It is to be noted that the typical days generated using this method are not sequential, meaning that a given typical day can represent real days scattered across the year.

**Mixed Integer Linear Programming model**

Each typical day was represented by a specific MILP model. The MILP problem consists in minimising the
operating cost of a set of energy conversion technologies which produce heat, either to fulfil the demand of given buildings, or to store it in daily or seasonal thermal storage units so that it can be used at a later period. The heat cascade constraint is applied to make sure the thermodynamic principles are respected. The problem is multi-period and consists of 24 periods corresponding to the hours of the day. The objective function is expressed as:

\[
\min_{y,f} \left[ \sum_{p=1}^{N_t} \sum_{u=1}^{N_u} (OC_1 u \cdot y_{u,p} + OC_2 u \cdot f_{u,p}) \cdot \Delta p \right]
\]  

(2)

where \(f_{u,p}\) (resp. \(y_{u,p}\)) is the continuous (resp. binary) decision variable accounting for the usage level (resp. activation) of unit \(u \in U\) during period \(p \in \{1, \ldots, 24\}\). The set of units \(U\) is composed of all the energy conversion technologies, building demands to satisfy, energy sources and storage technologies. \(OC_1 u\) and \(OC_2 u\) are the fixed and variable operating costs, respectively, associated to unit \(u\). No investment cost is considered in the MILP model. It is subject to the following constraints:

- The usage of unit \(u\) during period \(p\) is governed by:

\[
F_{u,p}^{\text{min}} \times y_{u,p} \leq f_{u,p} \leq F_{u,p}^{\text{max}} \times y_{u,p} \quad \forall u, p
\]

(3)

where \(F_{u,p}^{\text{min}}\) and \(F_{u,p}^{\text{max}}\) are the minimum and maximum capacity of unit \(u\) respectively. Their values can be fixed by the master optimisation. The usage level of building demands is fixed and equal to 1.

- For each temperature interval \(k \in K = \{1, \ldots, N_k\}\), the heat cascade constraint is defined as follows:

\[
\sum_{u=1}^{N_u} \left[ f_{u,p} \left( \frac{\sum_{u=1}^{N_u} \hat{Q}_{u,k,p} - \sum_{u=1}^{N_u} \hat{Q}_{u,k,p}}{} \right) \right] + \hat{R}_{k+1,p} - \hat{R}_{k,p} = 0 \quad \forall k, p
\]

(4)

\[
\hat{R}_{k,p} \geq 0 \quad \forall k, p, \quad \hat{R}_{1,p} = 0, \quad \hat{R}_{1,p} = 0 \quad \forall p
\]

(5)

where \(\hat{Q}_{u,k,p}\) (resp. \(\hat{Q}_{u,k,p}\)) represents the reference heat requirement of the hot stream \(u_h\) (resp. cold stream \(u_c\)) associated to unit \(u\), in temperature interval \(k\) and period \(p\). \(\hat{R}_{k,p}\) is a continuous variable for the residual heat from the temperature interval \(k\), which cascades down to the lower temperature interval \(k-1\).

There are two types of thermal storage units included in the model: daily storage and seasonal storage. For the daily storage, the model from Fazlollahi et al. in [4] was used. The storage is discretised into 3 temperature levels: 25, 50 and 75°C. The heat can be charged into the storage either at low temperature, corresponding to a cold stream going from 25 to 50 °C (discharge via a hot stream: 50 to 25°C), or high temperature, corresponding to a cold stream going from 50 to 75 °C (discharge via a hot stream: 75 to 50°C). The generic set of equations describing the daily storage can be found in [4]. The total daily storage volume (high temperature + low temperature) is fixed in the MILP problem, but can be a decision variable of the master optimisation.

**Multi-objective optimisation**

A master-slave optimisation procedure was applied and is illustrated in Figure 1.

![Figure 1. Master slave optimisation procedure](image)

The following steps are carried out at each iteration, for a given number of iterations:

1. The multi-objective master optimisation generates a set of continuous and binary decision variables. These decision variables control both i) the existence, sizing and overall operation of the seasonal storage, and ii) the selection and sizing of the daily storage units and energy conversion technologies. The algorithm used here is the evolutionary algorithm developed by Leyland in his PhD thesis [9].
2. The decision variables of the master optimisation are passed on to the slave optimisation, which is in fact a set of independent MILP optimisation sub-problems (one for each typical day).

3. The results of all the slave optimisations as well as the decision variables of the master optimisation are passed on to a post compute function which calculates the objective functions of the master optimisation, as well as any other indicator.

4. The objectives are returned, evaluated and ranked by the master optimisation, which can then generate a new set of decision variables and re-iterate the whole process.

**Seasonal storage model**

In the MILP sub-problem, the seasonal storage is represented as two units: one unit associated to a cold stream representing the charging (the cold stream is taking heat from the system), one unit associated to a hot stream representing the discharging of the storage (the hot stream is providing heat to the system).

The temperatures of the hot and cold streams are rough assumptions based on the study carried out in [10] and are defined as follows:

- **In charging mode:** the temperature of the fluid injected into the seasonal storage was set to 40°C. This means that any source of heat at a higher temperature can be charged into the seasonal storage. The output temperature (which also has to be fixed to define the cold stream) was set to 20°C. This requires the soil to be at a lower temperature.

- **In discharging mode:** the temperature of the fluid extracted from the storage was set to 25°C, which means that a heat pump would need to be installed to increase the temperature to a level compatible with the demand. Similarly, this requires the soil to be at a higher temperature. This is only valid under the assumption that enough heat has been stored in the soil. The input temperature was set to 5°C (i.e. evaporator of a heat pump).

The total amount of heat $Q_{ss}^{in}$ (resp. $Q_{ss}^{out}$) that can be charged (resp. discharged) into (resp. from) the seasonal storage over a day is fixed for a given typical day. This leads to the following equations:

$$\sum_{p=1}^{24} f_{ss,p}^{in} \times \dot{Q}_{ss,p}^{in} = Q_{ss}^{in}$$  \hspace{1cm} (6)

$$\sum_{p=1}^{24} f_{ss,p}^{out} \times \dot{Q}_{ss,p}^{out} = Q_{ss}^{out}$$  \hspace{1cm} (7)

where $\dot{Q}_{ss,p}^{in}$ (resp. $\dot{Q}_{ss,p}^{out}$) is the reference heat requirement of the seasonal storage charging (resp. discharging) unit at period $p$, and $f_{ss,p}^{in}$ (resp. $f_{ss,p}^{out}$) is the usage level decision variable of the same unit.

The decision variables of the master optimisation dealing with the seasonal storage are:

- The existence of the seasonal storage $Y_{ss}$ (binary variable)
- The total amount of heat $Q_{ss,d}$ (continuous variable) that can be charged or discharged each typical day $d$ except one which is left out in order to balance the storage over the year. $Q_{ss,d}$ takes a positive value if it is charged, and a negative value if it is discharged.

Those decision variables are used to define the seasonal storage constraints of the MILP sub-problems through the following equations:

$$Q_{ss}^{in} = \begin{cases} Y_{ss} \times Q_{ss,d} & \text{if } Q_{ss,d} \geq 0 \\ 0 & \text{otherwise} \end{cases} \quad \forall d$$  \hspace{1cm} (8)

$$Q_{ss}^{out} = \begin{cases} 0 & \text{if } Q_{ss,d} \geq 0 \\ -Y_{ss} \times Q_{ss,d} & \text{otherwise} \end{cases} \quad \forall d$$  \hspace{1cm} (9)

This means that for a given day, the seasonal storage can either be in charging or discharging mode (not both on the same day).

In order to close the energy balance of the seasonal storage over the year, the energy charged into the storage for one of the typical days $d' \in TD$ is calculated (instead of being a free decision variable) using:

$$Q_{ss,d'} = \frac{1}{n_{d'}} \sum_{d \in TD \setminus d'} Q_{ss,d} \times n_{d}$$  \hspace{1cm} (10)

where $n_{d}$ is the number of occurrences of typical day $d$ during the year.

The choice of the “balancing” typical day corresponds to the one with the highest number of occurrences. A higher number of occurrences $n_{d'}$ makes $Q_{ss,d'}$ less sensitive to variations in the decision variables $Q_{ss,d}$ and therefore reduces the risk of having unrealistic values.

The size of the borehole storage $l_{b}$ (i.e. total length) is calculated in such a way that the maximum daily...
charge or discharge can be exactly fulfilled if it is operated at the maximum power throughout the whole day (linear thermal power of 40 W/m was taken from [10]):

$$l_h[m] = \frac{\max_{d \in DD} |Q_{sv,d}|}{40[W/m] \times 24[h]}$$  \hspace{1cm} (11)

The maximum charging/discharging rate is also fixed in the MILP sub-problem based on these values:

$$f_{ss,p}^{in/out} \times Q_{ss,p}^{in/out} \leq 40 \times l_h \quad \forall p$$  \hspace{1cm} (12)

To choose the range of decision variables $Q_{sv,d}$, the assumption was made that if the daily demand of all the buildings was lower than the average daily demand during the year, then the seasonal storage should only be able to discharge heat ($Q_{sv,d} \leq 0$). On the contrary, it should only be able to charge ($Q_{sv,d} \geq 0$). Moreover, the maximum energy that can be charged into or discharged out of the seasonal storage on any given day corresponds roughly to the maximum daily solar heat produced.

**CASE STUDY**

The methodology described above was applied to a case study. The goal was to optimise the heat supply system of a micro-district consisting of 3 office buildings, where only space heating was considered. Out of the 3 buildings, 2 already exist (TB and EB) and they both have an existing independent heat supply infrastructure (the two buildings are currently not connected via a district heating network). Building TB is equipped with a gas boiler of 1000 kW, while EB has 285 m² of solar thermal collectors and two ground source heat pumps of 52 kWel each. The third building (FB) is currently being planned and its heat supply system has yet to be decided.

The idea is to connect the three buildings via a micro-district heating network (μ-DHN) in order to share the infrastructure and maximise the use of fossil-free energy sources. The μ-DHN is also connected to a nearby industry providing an intermittent source of waste heat. The μ-DHN/building interface is bi-directional, meaning that buildings can either provide or take heat. The other technologies that were considered as investment options in the optimisation were: geothermal borehole (seasonal storage), a hot water tank (daily storage) and a high temperature heat pump.

**RESULTS**

The attributes used for the generation of the typical days were the simulated hourly heating demand profiles of the two existing buildings TB and EB and the hourly solar irradiance profile for a reference year. For the heating demand of building FB, a scaling factor of 256/190 was applied to the demand profile of EB. The extreme day was chosen based on the peak demand of TB.

Applying the methodology described above, 9 typical days (including the extreme day), each consisting of 24 hourly values, were generated to represent the yearly profiles.

As described in the methodology, those typical days were then duplicated to take into account the availability of the industrial waste heat source. This then led to 17 typical days, for which the data on availability, heat load and temperatures of the waste heat were also known. The extreme day was not duplicated as there was only one (the waste heat source was activated during that day).

The multi-objective optimisation procedure described above was applied to the case study, whereby the two objective functions were:

- Investment cost: only the investment cost of new equipment was considered, including the investment cost of the μ-DHN which was chosen by default.
- Operating cost: only fuel and electricity costs were considered (e.g. no maintenance).

The decision variables of the master optimisation were the existence of the technologies considered as investment options, the size of the technologies and the daily usage of the seasonal storage for each typical day except one. The size of the latter (number and depth of boreholes) results from the decision variables chosen for the daily usage. The range of values that the decision variables could take is given in Table 1.

<table>
<thead>
<tr>
<th>Decision variable</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seas. storage (on/off)</td>
<td>[0;1]</td>
</tr>
<tr>
<td>Seas. storage (daily usage in kWh)</td>
<td>[-1000;0] or [0;1000] (depending on typ. day)</td>
</tr>
<tr>
<td>Daily storage (on/off)</td>
<td>[0;1]</td>
</tr>
<tr>
<td>Daily storage (size in m³)</td>
<td>[10;353]</td>
</tr>
<tr>
<td>HP (on/off)</td>
<td>[0;1]</td>
</tr>
<tr>
<td>HP (size in kWel)</td>
<td>[30;300]</td>
</tr>
</tbody>
</table>
In the slave optimisation, where the operation of the system is optimised for each typical day, heat can only be supplied from a higher temperature heat source (hot stream) to a lower temperature heat sink (cold stream). This constraint is respected thanks to the heat cascade described in equation (4). The temperature levels of all the hot and cold streams are given in Table 2. The input and output temperatures of the cold streams representing the buildings’ heating demand are a function of the outdoor temperature, as are the heating requirements. The heat pumps have a constant hot stream and cold stream temperature for the condenser and evaporator respectively. The condenser temperature can be optimised in order to adapt to the building requirements while maximising the coefficient of performance. This is achieved by representing the heat pump as several units, each associated to a different condenser hot stream, and adding a constraint that prevents more than one of these units to be activated at a given period (in order to prevent duplication of the heat pump). Excess heat which is not stored in one of the storage units is dissipated in a “free” cooling tower.

Table 2. Input/output temperatures of all hot and cold streams in the case study

<table>
<thead>
<tr>
<th>Name</th>
<th>$T_{in}$ / $T_{out}$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TB demand</td>
<td>Function of outdoor temp. (max: 60 / 80)</td>
</tr>
<tr>
<td>EB/FB demand</td>
<td>Function of outdoor temp. (max: 35 / 45)</td>
</tr>
<tr>
<td>Gas boiler</td>
<td>210 / 190</td>
</tr>
<tr>
<td>Solar thermal</td>
<td>85 / 50</td>
</tr>
<tr>
<td>Low-temp. HP</td>
<td>Evap: 6</td>
</tr>
<tr>
<td></td>
<td>Cond: 30 - 55</td>
</tr>
<tr>
<td>High temp. HP</td>
<td>Evap: 10 - 20</td>
</tr>
<tr>
<td></td>
<td>Cond: 40 - 80</td>
</tr>
<tr>
<td>Industrial waste heat</td>
<td>60 / 25</td>
</tr>
<tr>
<td>Ground water source</td>
<td>10 / 13</td>
</tr>
<tr>
<td>Low-temp. daily storage</td>
<td>25 / 50 (charging mode)</td>
</tr>
<tr>
<td>High-temp. daily storage</td>
<td>50 / 75 (charging mode)</td>
</tr>
<tr>
<td>Seasonal storage</td>
<td>Charging mode: 20 / 40</td>
</tr>
<tr>
<td></td>
<td>Discharging mode: 25 / 5</td>
</tr>
</tbody>
</table>

The results of the multi-objective optimisation are represented on Figure 2. On this graph, each point represents a solution of the multi-objective optimisation (corresponding to a given set of master decision variables). The value of one objective (operating cost) is plotted against the other (investment cost) for each solution. The results shown here took around 2 days to obtain using Matlab 2014b running on a computer with the following characteristics: Intel Core i7-4600U CPU @ 2.1 GHz, 8 Gb RAM, Windows 7 64 bits.

The colours used in Figure 2 show the superstructure of each solution, that is to say the technology choices regardless of their size (i.e. the combination of binary decision variables). For a given superstructure, different solutions are obtained due to the variation of the continuous decision variables. As the reference solution corresponds to the case where no new equipment is chosen (all binary decision variables set to 0), the system configuration cannot vary, leading to a unique solution. The investment cost of the reference solution corresponds to the µ-DHN, which is always present.

The first observation which can be made is that the demand of the future building FB can entirely be fulfilled with the existing heat supply systems providing that a heating network is installed to connect the buildings together and with the industry. This solution corresponds to the lowest investment, but also has the highest operating cost among Pareto solutions.

On the other end of the spectrum, the solution giving the lowest operating cost uses all the investment options available. Compared to the reference, it requires an additional investment of 142 k€, but allows 32 k€ of savings per year, leading to a theoretical payback time of 4 years and 6 months with the economic assumptions that were taken.

Table 3. Investment choices for selected Pareto solutions

<table>
<thead>
<tr>
<th></th>
<th>Seas. stor. $^7$ (m)</th>
<th>Daily stor. (m³)</th>
<th>HP (kW&lt;sub&gt;e&lt;/sub&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>943</td>
<td>43</td>
<td>84</td>
</tr>
<tr>
<td>2</td>
<td>996</td>
<td>11</td>
<td>49</td>
</tr>
<tr>
<td>3</td>
<td>798</td>
<td>0</td>
<td>78</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>10</td>
<td>120</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>67</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>10</td>
<td>0</td>
</tr>
</tbody>
</table>

$^7$ For sizing of the seasonal storage, the total borehole length in metres is considered here. This total length then needs to be divided into a number of boreholes which each have a limited depth.
The solutions of the Pareto front can be broken down into different “clusters”, which are mostly differentiated by their superstructure. Table 3 zooms on 6 Pareto optimal solutions which are shown on Figure 2, and which are each representative of a cluster of solutions.

DISCUSSION
A closer analysis of the results show that the seasonal storage is only interesting when combined with a new high temperature heat pump (points in grey and purple in Figure 2). Indeed, the heat available from the seasonal storage is too low to be used anywhere, and the existing heat pumps are already used at full capacity to supply heat to the low temperature buildings. As a result, it would be a good idea to force the selection of the heat pump to be chosen if the seasonal storage is chosen. This would result in reduced search space and therefore faster convergence towards optimality.

Depending on the solution, 5 to 19 % of the heat demand transits in the seasonal storage, if it exists. This corresponds to between 62 and 226 % of the solar heat produced, meaning that most of the heat stored in the seasonal storage must come from the industrial waste heat. In fact, a lot of the heat stored in the seasonal storage is dissipated in the cooling tower. This happens because the daily amount of heat going into/out of the seasonal storage is fixed in the master, leading to constraints in the MILP problems which have to be fulfilled no matter what. To prevent this, restricted matches should be applied between the seasonal storage and the cooling tower. Also, the range of values for the decision variables of the seasonal storage should be chosen more wisely. Finally, a cost factor should be applied to the cooling tower to reduce its use.

A very different behaviour is observed between solutions with and without seasonal storage. The latter tend to converge nicely towards a well-defined Pareto front for each superstructure, which clearly marks the boundary between feasible and non-feasible solutions. On the other hand, solutions with seasonal storage are very scattered and no clear Pareto front can be identified. This can be explained by the fact that the size and operating strategy of the seasonal storage is defined by the combination of 16 decision variables in the master optimisation, leading to a complex interaction between those decision variables and the objective functions, whereas it is only defined by one decision variable for the other equipment. As a consequence, the best solutions obtained with seasonal storage are most likely not the optimal ones, and perhaps better solutions could be obtained should more iterations be carried out.
A major limitation in the current model should be pointed out here, and improved in the future. This concerns the temperature level of the storage. According to the temperature levels that were chosen for the hot and cold streams, the soil should be below 20°C in charging mode, and above 25°C in discharging mode. In reality, this corresponds to a case where the soil has been heated up prior to the cycle, as the average temperature of the soil is usually lower than that. Moreover, the temperature of the soil depends on the charge state, and the hot/cold stream temperature should be adapted accordingly. For example, at the beginning of summer, the temperature of the soil will be lower than at the end of summer, and it is easier to charge the storage at that period. However, the optimisation cannot know the charge state because the typical days are not sequential (each typical day corresponds to as many charge states as its number of occurrences). Obtaining a reasonable number of sequential typical days is very tricky because of the stochastic nature of the activation of the waste heat source. Finally, heat losses should also be accounted for, but this would also require the typical days to be sequential.

CONCLUSION
In this work, a methodology for integrating seasonal storage in a district energy system optimisation has been developed. A master-slave optimisation procedure was used, in which the master is a multi-objective evolutionary algorithm and the slave a set of independent MILP problems. The master decision variables are the investment choices, but also the daily amount of heat charged or discharged into/out of the seasonal storage.

The methodology was applied to a case study where the goal was to optimise the design of the heat supply system of a micro-district heating network consisting of 3 buildings and a neighbouring source of industrial waste heat. The technologies considered were heat pumps, solar thermal collectors, a hot water storage tank, geothermal borehole seasonal storage, a gas boiler and industrial waste heat.

The results showed that the use of combined seasonal and daily thermal storage can significantly reduce operating costs (by 65 %), with a payback time of 4.5 years compared to a reference solution with no storage. However, these results are most likely sub-optimal due to the large search space which was not fully explored and complex interaction between decision variables and objective values.

Although the case study presented in this work is simple, the methodology developed for the seasonal storage can be used in case studies including more technologies. The results can provide insight on the choice of technologies during the study of a new DHN.

OUTLOOK
Several perspectives of improvement to the seasonal storage model have been identified and need to be addressed:

- systematic coupling of seasonal storage and heat pump
- improving the range of values for the seasonal storage decision variables
- taking into account heat losses and variation of soil temperature

The last point requires having sequential typical days, which is challenging when there is a stochastic heat source independent of the time of year. An option could be to consider longer typical operating periods (e.g. typical weeks). Another option would be to produce a dynamical simulation of a handful of optimisation results, with either actual waste heat production data or Monte Carlo time series based on the actual data, as a validation of their feasibility.
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Urbanization has required rapid built up of the population of China has grown from about 583 million in 1953 to 1,376 million people. This rapid growth and percentage is about 56.1%. At the same time the urban population was about 13.3%, since than there has been a very rapid urbanization and currently the urban percentage is about 56.1%. At the same time the population of China has grown from about 583 million to 1,376 million people. This rapid growth and urbanization has required rapid built up of the infrastructure, there among the district heating in the northern part of China. Today the Chinese heating market is the second biggest one in the world, with 3,2 PJ DH sales in 2013 [1] and is expected to grow due to ongoing urbanization and higher comfort demands. The initial introduction of district heating to China was through the Soviet Union and was then further developed in accordance to the initial mind set. In short the Chinese philosophy in regards to district heating has been that it is the role of the local government to supply the urban population with a minimum heat supply to achieve 18°C indoor air temperature and the consumer only pays a fixed price according to the number of connected heated square meters. In this approach all consumers should be treated equally and the flow should be split fairly among them, although taking into account the different building conditions. To achieve this, the traditional approach has been to run the main pumps, located at the heat plant, at a constant head and apply manual balancing valves in the distribution network and buildings, see Figure. In a report from the Chinese Ministry of Housing it is stated that room temperature regulation and control functions are applied in only 16% of the total heating area in China [2]. Due to a lack of automatic controls the heat supply is then adjusted at the heat plant according to the outdoor air temperature. As the aim is only to deliver enough heat to achieve 18°C indoor air temperature the general assumption has been that there is no need for automatic controls. This has however resulted in very inefficient systems. According to a World Bank report in 2012 the heat consumption per square meter in China is almost twice that in developed countries, which have comfort heating, at the same latitude [3]. The high heat consumption is due to low insulation levels and inefficient controls. In the 2011 Annual Report on China Building Energy Efficiency [4] it is stated that at least 15%-30% of the total heat is being lost due to excessive heat supply, i.e. overheating of apartments. The oversupply could even be underestimated.

In comparison, the western district heating systems are running under a different philosophy. In the western heating system the aim is to provide the consumer service, the consumer is given the freedom to choose his own indoor air temperature and then pays according to his measured heat consumption. This has
resulted in the general requirement of automatic controls at all levels in the systems.

This paper will underline the differences between the Chinese and western district heating systems, give explanation on why control of Chinese district heating systems is problematic and propose a new solution to control the system.

COMPARISON OF CHINESE AND WESTERN DISTRICT HEATING SYSTEM PHILOSOPHIES

The basic philosophy of district heating systems can be described as:

- Achieve maximum energy utilization of input fuels
- Distribute the heat from a central heat source via pipe network to its connected users
- Minimize losses in the distribution system
- Utilize the most economic and environmental friendly heat source at any given time
- Provide stable, secure and uninterrupted heat supply
- Fulfill the heating demand of the connected users

Those basic points are applied in both Chinese and Western district heating systems, but in a slightly different way.

In the western district heating the aim is to provide comfort, that is, the heat user can decide how much heat he is drawing off the system and then he pays for the heat according to a heat meter. The system is comfort driven in the way that the user will apply individual controls to adjust his heat consumption, typically this would be thermostatic radiator valves. This kind of a system is generally referred to as a PULL system, the user will pull the heat from the network when he needs it.

In the Chinese district heating systems the aim is to provide basic heat service, which is decided to be 18°C by the government. Here the approach is that the heat output from the heat plant is decided according to the outdoor air temperature and is then distributed fairly around the system with a constant flow principle, that is, the main pump will operate at a constant head. The heat distribution is then in theory achieved by adjusting manual valves in the beginning of the heating season so that each consumer gets his fair share of the heat supply and then the valves are kept at fixed opening to the end of the heating season. As 18°C indoor temperature is considered to be a basic service the consumers only pay according to the connected square meters, independent on their actual heat consumption. This kind of a system is generally referred to as a PUSH system, the heat is pushed to the user independently if he wants it or not.

PROBLEMS WITH PUSH SYSTEMS

Difficulties with balancing of PUSH systems

The general control equipment in PUSH systems is manual balancing valves. Carrying out commissioning in a manual controlled system can be quite difficult and
time consuming, especially if the system covers a large area and has many connections that need to be adjusted. The experience in China indicates that it can take the first 3-4 weeks in each heating season to make initial and to some extent acceptable adjustments of the manual valves. Even after the initial adjustments the experience shows that constant adjustments are needed to adapt the flow to the actual situation in the system. This can easily lead to control issues as any valves changes in the network will change the system characteristics and consequently influence consumers downstream. This can be shown by using a simple static model of 5 substation, see Figure 2.

In the model both pipes and valves are modelled through a $k_v$ value, which indicates the flow rate through the pipe section or valve under standard conditions, typically 1 bar pressure drop across the unit. Given the available head and $k_v$ values the flow through each of the pipe sections and valves can be estimated with Eq. 1.

$$Q = k_v \sqrt{\frac{H}{G}}$$  \hspace{1cm} (1)

The difficulties of keeping a balance in a manual balancing system can be shown by keeping the pump head constant, as is the general case in China, and vary the $k_v$ value at one of the substations. In Figure 3 the impact a change in one substation has on the rest of the system is shown. From the figure it can clearly be seen that a change in one substation will impact the rest of the substation, although the main impact will be downstream, while upstream substations will experience limited impact.

Table 1 shows the impact on the substations given the case considered.

<table>
<thead>
<tr>
<th>Substation</th>
<th>Flow change</th>
<th>Relative change in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS 1</td>
<td>20 $\rightarrow$ 19.9</td>
<td>-0.5%</td>
</tr>
<tr>
<td>SS 2</td>
<td>20 $\rightarrow$ 19.5</td>
<td>-2.5%</td>
</tr>
<tr>
<td>SS 3</td>
<td>20 $\rightarrow$ 25</td>
<td>25%</td>
</tr>
<tr>
<td>SS 4</td>
<td>20 $\rightarrow$ 18.6</td>
<td>-7%</td>
</tr>
</tbody>
</table>

Figure 2. Example of a simple district heating model where pipes and substations are represented with a $k_v$ value.

Figure 3. Example of how a change in one substation affects the hydraulic balance of the whole system. $Q_{ss}$ marks the original flow and $Q_{ss'}$ the flow rate after the change in substation 3.
The simple explanation for this behaviour is that since the pump head is constant the total flow will depend on the total $k_2$ value, $k_2$, of the system. If the $k_2$ increases the total flow rate through the system increases. This increase in the total flow rate will result in higher pressure drop in the pipe network, which will then result in decrease in available pressure head across the substations. The impact on the flow through the valve will then depend on the relative change in the available pressure across the valve. In the first substations the impact will be small as the relative change of the available pressure head across the valve is small, in the last substations the relative change in the available pressure head will be large and therefore cause large changes in the flow rates through the substations. The same issues will rise in case there is a need to reduce the flow rate in one of the substation, except in that case the flow will be redistributed to the rest of the consumers, with the biggest impact on downstream substations.

Due to this inherent nature of manual balancing the actual operation of large networks becomes very tricky and will generally lead to overall oversupply to avoid customer complaints. The district heating company has limited, in reality no possibility, to redistribute the flow in a simple and controlled manner after the system has been put in operation.

Matching supply to the demand

Space heating is by nature a dynamic process which depends among others on:

- Outdoor air temperature
- Solar radiation
- Wind
- Humidity
- Number of people in the room/flat
- People behaviour and preferences
- Usage of electric appliances

When applying district heating there is an additional factor that needs to be considered, the system time delay. The system time delay is the time it takes a supply temperature change at the heat source to reach the heat user. Although the system time delay is generally not a concern in PULL systems as the automatic controls will adjust the flow according to the demand it becomes a significant issue in the PUSH systems. The system time delay results in that the heat supply becomes out of phase with the actual heat demand. This can be explained with an example of a system where it takes the water 6 hours to travel from the heat plant to the farthest connected user, see Figure 4.

From a heat demand point of view it would be ideal if the building supply temperature in the constant flow system would be changed to reflect the outdoor air temperature, this case is shown by solid red line in Figure 5. However as the system are in general manually controlled the only location the supply temperature can be adjusted is at the heat plant, this will lead to a mismatch between what is demanded and what is delivered, the broken red line in Figure 5 shows the delivered supply temperature in furthest substation.

Assuming that the approach taken in Figure 5 would be applied in a perfectly balanced PUSH system, given design condition, throughout the heating season the following results would be achieved. Further, it is assumed that the given district heating system is experiencing the same weather conditions and typical building heat demand as in Tianjin, China, see Table 2.

![Figure 4. Example of a network with 6 hours of time delay.](image)

![Figure 5. Example of an outdoor temperature change within one day and how it would reflect the network supply temperature at the heat plant and at the last substation in the given example.](image)

<table>
<thead>
<tr>
<th>Substation #</th>
<th>Supply within ±10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substation 1</td>
<td>63.8%</td>
</tr>
<tr>
<td>Substation 2</td>
<td>44.1%</td>
</tr>
</tbody>
</table>
Rest of the time there will be either an under- or an oversupply situation. During oversupply periods heat will be lost due to “open window regulating”. During undersupply periods tenants will complain to the district heating utility. To avoid complaints the plant operator will generally increase the supply temperature as going around the system to adjust valves can be a very complicated process in large district heating schemes, as described above. The fact is that all additional heat supply will be a loss to the DH company. In an effort to quantify an upper limit on the possible loss the supply temperature was increased until the following condition were met: At least 80% of the heat demand was met 90% of the time. That is in only 20% of the heating period it was allowed that the heat supply deviated more than 20% from the actual heat demand. This could be considered a rather loose condition. Under these assumptions the supply temperature would need to be increased by 6.7°C and the heat supplied would go from 88.7 kWh/(m year) to 108.2 kWh/(m year). This is about 22% oversupply that could be avoided.

The out of phase between the actual supply and actual demand explained above cannot be avoided in manual balanced system. It can therefore be concluded that by applying manual balancing principles there will be no possibility to adapt the supply to the actual demand of the connected buildings.

**DANFOSS SOLUTION**

Danfoss has developed a new patent pending solution to simplify and automate the system balancing process in Chinese district heating systems, at the same time as it takes into account the Chinese district heating philosophy of a fair split of the heat supply.

The solution requires that in each substation there is a control valve, supply and return temperature sensors and a way to estimate the flow rate, see Figure 6. The flow rate could be measured by a flow meter as shown in the figure or by estimating the flow through the valve, depending on the required accuracy of the flow estimation.

In a network perspective the solution would look like is shown in Figure 7.

The solution is designed to operate in different modes:

a) Fair split of the flow capacity.

b) Fair split of the heat capacity.

c) Weather compensation at the substation level.

In a) the approach is to automate the currently applied practice and give simple and a controlled way of redistributing the flow once the system has been put in operation. The initial adjustment of the control valves in the beginning of the heating season is then made at the control room through the control box. The network operator will define the allowable flow rate in a simple table for each substation. Once the network operator has defined the set points the control system will communicate the set points to the control valves which will start adjusting their position until the set flow has been reached.

![Figure 6. Simplified view of the required components for the new Danfoss control solution for Chinese district heating systems.](image)

![Figure 7. The new solution applied at one branch in the primary side of a Chinese district heating system.](image)
which substations will be receiving higher flow rates and which substations will give away part of their flow rates. An example of the interface can be seen in Figure 8 where the network operator has locked changes in substations 1 and 10 and proposed flow changes in substation 3, 4 and 6 and asked the control system to distribute the impact from the proposed flow changes on substations 5, 7, 8 and 9.

With a) the flow adjustments can be achieved in a simple and controlled manner. However it does not

In b) the approach is that the network operator can define how large share of the heat plant heat output each substation is allowed to take. In this case the added complication is that the control system will need to get a read out of the heat output from the heat plant. Once the heat output is known the control system will communicate the allowable heat draw off to the smart actuator. The smart actuator will then adjust the valve position so that the allowable heat draw off is reached. For c) the same principle applies when the operator needs to redistribute the flow shares during operation, he can than choose which substation will get more/less and which substations will be affected by the changes.

<table>
<thead>
<tr>
<th>Check all</th>
<th></th>
<th>Substation</th>
<th>Affected?</th>
<th>Current flow</th>
<th>Change</th>
<th>New flow</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td>200</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td>300</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td>200</td>
<td>+100</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td></td>
<td>500</td>
<td>+100</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td>400</td>
<td>-25</td>
<td>375</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td></td>
<td>800</td>
<td>-100</td>
<td>700</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td></td>
<td>600</td>
<td>-25</td>
<td>575</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td></td>
<td>400</td>
<td>-25</td>
<td>375</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td></td>
<td>300</td>
<td>-25</td>
<td>275</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td></td>
<td>600</td>
<td>600</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Σ=4300</strong></td>
<td></td>
<td><strong>Σ=0</strong></td>
</tr>
</tbody>
</table>

In all cases the secondary side of the network can be operated the same way as it is done today, that is with a constant flow, PUSH principle.

CONCLUSIONS AND DISCUSSIONS

The first operation mode of the new solution can save significant amount of man hours that are currently used for visiting each of the connected area substations for commissioning of the system and unavoidable adjustments during the heating season. Further the adjustments will be much more precise than what is experienced today as influences from other substations will be avoided.

The second operation mode can limit the existing oversupply to a large extent by preventing the issue with the water transportation time. After applying the second operation mode only the time lag in the secondary network will remain, which is generally much smaller than in the primary network.

The third operation mode will bring the primary side operation to a demand driven operation, as is the norm in western district heating system. It will bring out even further energy savings than the second operation mode and make it simple to adjust the heat supply to the heat demand in each of connected area.

The proposed control solution has the potential to revolutionize the Chinese district heating industry and move it from the PUSH approach to the PULL approach applied in the rest of the world. By changing the Chinese district heating systems to the PULL philosophy significant energy savings can be achieved as it will open up for the possibility to adapt the supply to the actual demand of the building, this is not possible with today manual balancing approach. The potential savings can be at least 15-30%, probably even higher. The energy savings would have positive impact on the pollution level, which is a very big issue in China and is the leading cause of 17% of all deaths in China [5].

Figure 8. Example of a consumer interface.

Figure 9. Supply temperature index curve in relation to outdoor temperature.
Although the proposed control solution is still under development it is expected that it will be tested in a real system in the 2016-2017 heating season in China.
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ABSTRACT

A common problem with Chinese district heating systems is that they supply more heat than the actual heat demand of the connected buildings. The reason for this excessive heat supply is the general failure to use control devices to adjust the temperature and flow in the district heating systems in accordance with the actual heat demand. This results in 15–30% of the total supplied heat being lost. This paper proposes an integrated approach that aims to achieve hydraulic balance and control room temperatures by introducing thermostatic radiator valves with automatic balancing valves. Pre-setting thermostatic radiator valves combined with automatic balancing valves establishes hydraulic balance, and activating thermostats stabilize indoor temperatures. By moving the system from centrally planned heat delivery to demand-driven heat delivery, excess heat loss can be significantly reduced. Results show that once the hydraulic balance is achieved with pre-setting thermostatic radiator valves and automatic balancing valves, and room temperatures are controlled at standard valve 18°C, 17% heat savings and 42.8% pump electricity savings can be achieved. The energy savings will also have a positive environmental effect since coal is the dominant district heating fuel in China.

INTRODUCTION

Upon the backdrop of rapid urbanization and industrialization, China has become one of the largest district heating (DH) markets in the world in the past 20 years. Statistics show that total DH sales in 2013 amounted to 3,197,032 TJ [1]. This number is still increasing along with the process of rapid urbanization, expansion of total building area and enhancement of building services. One of the main issues influencing the efficiency of Chinese DH systems is the energy wasted due to hydraulic imbalances and the lack of room temperature control. In China, multi-storey and high rise buildings are typical, see Figure . The heat, generating in the heat source, mostly indirectly transfers to the building heat system via the area-substation. In the secondary side of the area-substation, hot water goes into a number of building heating systems through their own heat entrance. The heat entrance is the interface connecting the DH network to the building heating systems. It is usually equipped with shut-off valves and measurement devices like thermometers, pressure gauges and heat meters[2]. In terms of heat sources, 2013 data shows the main heating production facilities are coal-fired boilers, which account for 48%; and Combined Heat and Power (CHP) plants, which account for 42%[3]. Due to the failure to install control devices to enable pressure and flow control in the building heating systems, nearly 30% of the total heat supply is being wasted. Subsequently, the building heating systems are under hydraulic imbalance and the apartment rooms are overheated[4][5]. Moreover, from the perspective of temperature control, room temperature regulation and control functions are not available in approx. 84% of the total heating area in China [6]. Furthermore, due to fixed heating charges based on heating area, not actual heat consumption, consumers have no incentive to consciously reduce the TRV (Thermostatic Radiator Valves) settings in an oversupply situation – instead, they open windows, thus the energy is wasted. Consequently, the efficiency of DH systems is compromised.

The development of DH in high-population and cold regions has become an environmentally friendly and energy-efficient strategy to provide energy supply security and air pollution abatement, which are the two most important challenges facing China today [7][8][9]. Modernizing the DH systems by applying appropriate control devices to improve the efficiency of DH systems is particularly critical.
Figure 1. Typical high-rise building (left) and multi-storey building (right) in China

Figure 2. Mass flow of the 31 heat entrances of CASE-A

Hydraulic situation in a real case

To understand the actual hydraulic situation in Chinese multi-storey building heating systems, data from a real heating system in China (CASE-A) was measured and presented. This heating system supplies heat to 25 multi-storey/high-rise residential buildings, totalling nearly 278,000 m² of heat area. As the heat-carrying medium, water is heated at central gas-fired boilers, and transported to those 25 buildings via 31 heat entrances. Certain buildings, like #22, #23 and #24, those buildings have three building units. The building units have their own heat entrances. In this case, manual balancing valves were installed at the heat entrances to manage the water flow into the connected buildings. After initial commissioning is finalized, the setting values of these manual balancing valves are kept for the complete heating season, except for minor adjustments.

We measured the mass flow for all 31 heat entrances by using an ultrasonic flow meter. By dividing the measured mass flow by the corresponding heat area, the mass flow per square meter of the individual heat entrance was obtained, and it is shown in Figure 2. These data reflect the water flow through the 31 heat entrances and into the 25 connected buildings via the horizontal pipelines. Since all the buildings were featured as having the same exterior envelope insulation properties, and the heating system operates by following constant flow principles, theoretically, the unit mass flow should be numerically equal to the design mass flow, 1.1 kg/h·m². This flow rate m (kg/h) is obtained because the heat load, Q (W) under design outdoor temperature -9 °C, is 32 W/m² according to Eq. (1). the design supply and return temperatures, Ts (°C) and Tr (°C) are 75/50 °C, where C stands for the heat capacity of hot water and is equal 4,187 J/kg·°C.

$$m = \frac{Q}{C \cdot (T_s - T_r)} \cdot 3600 \quad (1)$$

When compared with the design unit mass flow, 27 of 31 heat entrances are in a state of overflow; additionally, the unit mass flow through 31 heat entrances is uneven. Those data show the hydraulic imbalance exists among the horizontal distribution network.

In addition, to investigating the vertical flow distribution, one of the high-rise buildings with 21 stories was selected for measurement of the mass flows along the internal vertical riser, see Figure (left). Figure 3 illustrates the mass flow per square meter along the riser at the 1st, 6th, 13th, 14th, 18th and 21st floors. The water-flow direction was from the bottom to the top, and the mass flow rate per square meter gradually dropped along the water supply direction; the top floor received the lowest flow rate, even though the top floor could be expected to have a greater heat demand than the others due to its greater exterior surface. The data indicated that the flow supply per square meter to each floor was unequal, and all the flows are higher than 1.1 kg/m²·h.

CASE-A showed that the heating system was in hydraulic imbalance, both in the horizontal distribution network and in the internal vertical riser of the building. CASE-A typically reflects the real hydraulic situation of Chinese heating systems. Hydraulic imbalance occurs mostly due to the failure of the appropriate control devices in the heating system; therefore, the flow distribution is distorted. Initially, since overflow inevitably causes the underflow, the critical rooms, which are far away the pumps, cannot obtain the design room temperature of 18°C according to the building code [10]. In order to guarantee the design indoor temperature in the critical rooms, DH Company usually increases the total flow rate so that sufficient flow can be distributed to the critical end user. The overflow condition is further aggravated. Consequently,
the supply temperatures cannot be cooled down effectively, and the system is operating with large flow and small temperature differences. All of these imply higher fuel consumption and pump electricity consumption, and the efficiency of the heating system will be decreased.

**METHODOLOGY**

In view of the problems mentioned above, the integrated approach is proposed to establish hydraulic balance and control the room temperature based on the building heating systems. Thermostatic radiator valves and automatic balancing valves as two key devices are applied in this approach. The hydraulic balance is achieved by applying the pre-set radiator valve [11] combining with automatic balancing valves [12]. The radiator valve can limit the flow through the valves by utilizing the integrated pre-setting function. The pre-set scale is from 1 to 7, N means the valve is fully open, see Figure 4. The automatic balancing valve can keep constant the differential pressure across the valve, thus the good control performance of the radiator valve can be ensured. After the heating system achieves hydraulic balance under design conditions, the thermostats are activated to investigate the heat performance of the heating system in a dynamic situation.

The main purpose of this study was to clarify that the proposed technical approach can manage the pressure and flow in multi-story building heating systems, achieving hydraulic balance and reducing energy consumption. The central hypothesis of this study rests on the philosophy that the design flow must pass through each radiator in design conditions to build hydraulic balance, and the maximum flows through the radiators are limited, and the overflow or the underflow can be effectively avoided in all the terminal units. Thus, the flow distribution at all the branches is even, the hydraulic balancing is achieved under either peak load or partial load conditions. According to the design flow of the radiators, and the pressure drop across the radiator valve, the pre-setting value of the valve can be determined, and radiator valves are pre-set, see Figure 5. Based on the precondition of hydraulic balancing, room temperature control is applied to simulate the heat performance of the heating system.

To carry out this study, an eight-storey residential building was developed using IDA-ICE 4.2.6 [13]. A 1990s typical residential buildings in Harbin City is the model’s prototype – for example, in terms of the building layout and building exterior envelope properties (see Figure 5, right). The building envelope properties and the thermal characteristics were as specified in China’s energy conservation design standard JGJ26-95 [14]. One of the apartments was modelled as a multi-zone model. Each room in the apartment was a separate zone. This multi-zone model contained five heated zone areas: Bedroom N (north), Bathroom, Bedroom S (south), Kitchen, and Living Room, as well as three non-heated balconies and a non-heated staircase/hall (see Figure 6). The outdoor heating design temperature was -26 °C for Harbin and
the indoor design room temperature was 18 °C. Based on the information, we ran the multi-zone model equipped with ideal radiators, and obtained the peak heat load of each zone. We dimensioned the radiators in accordance with Chinese standard [2]. In each zone, an M132-type radiator [15] was modelled as the room heating unit. The design parameters of the space heating (SH) system were 80/60/18 °C (supply/return/indoor air temperatures). Correction factors were derived to correct for the actual output of each radiator. Accordingly, the maximum power of each radiator was determined, and the design flow limitation through the radiators and the design heat load for the SH system were defined. The flow rates were inputted into the IDA-ICE to simulate the heat performance.

To reflect real conditions, an internal heat gain of 5.0 W/m² was considered [14]. Real weather data in Harbin in 2014 was used to estimate the energy consumption. The source of the weather data is from [16]. Two scenarios were considered: 1) without TRVs fitted to the radiators, which is the most common situation in Chinese SH systems; and 2) with TRVs fitted to the radiators to adjust the indoor temperature by setting the thermostat of the TRVs. The room temperature of each zone, the energy consumption including heat consumption, and the electricity consumption of the pumps as well as the volume flow of the heating system were all compared based on the simulation results.

RESULT
Firstly, the room temperatures were compared under different two scenarios. Generally, the results showed that without TRVs the room temperatures in all the zones were much higher than 18 °C except for a few hours at the beginning of the heating period. The average room temperatures in all five zones over the entire heating period were around 22 °C. With TRV control, the room temperatures in all the zones were constant at around 18 °C. Since 0.5 °C proportional band (P-band) is set, some minor deviations between the set temperature and the simulated room temperature existed. Because TRVs are proportional temperature controllers, they respond to any deviation from the set temperature by increasing or decreasing the flow into the radiators until the required room temperature is achieved. Figure 7 shows the simulation results for two typical rooms in the multi-zone model: the northern room ‘Bedroom N’ and the largest room, the ‘Living Room’, which reflects these small variations particularly clearly. The indoor air temperature can also be seen to have lagged a few days behind outdoor temperature changes because of the thermal inertia of the building envelope materials.

Secondly, the heat consumption and pump electricity consumption were compared for the two scenarios, and the results in Figure 8 show that design flow rates are set for the radiators. Meanwhile, because the thermostats were activated, heat energy consumption was reduced by 17% and pump electricity consumption by 42.8% for this particular apartment. Here it should be noted that the pump energy consumption is very small compared to the heating energy consumption, only 0.1% of the heat energy delivered.
Thirdly, with regard to the system’s operation, it is important to note that applying TRVs changes the SH system from constant flow to variable flow. The circulation pump will operate at variable speed, which can save a lot of pump electrical energy.

Coal is the dominant DH fuel, and the dominant fuel for Chinese power plants. Burning coal is one of the main causes of air pollution in China [17]. Hydraulic balance and room temperature control can achieve 17% heat savings and 42.8% pump electricity savings. This will result in positive environmental impacts. Burning 1 ton of Chinese standard coal (29.3GJ/tce) releases about 2,600 kg CO2, 24 kg SO2, 7kg NOx [18]. By applying the proposed controls in Chinese DH systems, energy consumption would be reduced, which would consequently have positive environmental impacts.

CONCLUSION

Without pressure and flow controls, increases in the flow rate to ensure sufficient room temperatures to distal or critical rooms result in considerable hydraulic imbalance, large flow rates, and high pump electricity consumption. In contrast, combining DP controllers at the apartment level with pre-set radiator valves achieves a fair flow distribution, and activating thermostats can control room temperatures at the desired level. Consequently, 17% heat savings, 42.8% pump electricity savings were achieved, and the heating system transformed from constant flow to variable flow.

Traditional Chinese DH systems seldom have control at the end users. By moving the control close to the end users, it is possible to bring the heating supply into line with the heating demand. A well-balanced SH system can improve consumer thermal comfort and at the same time save significant pumping power, also allowing heat users to pay less if the heating is charged on the basis of real consumption. The heat users will be satisfied with the improved room temperature control. At the same time, it would also be cost-effective for DH utilities, which could increase their profits, because well-controlled space heating systems bring out the good operation of the entire DH system.

The developed integrated approach would help decision makers and stakeholders to plan new or renovated district heating projects so they are more energy efficient and cost effective. It would make a considerable contribution to energy supply security and air pollution abatement in Chinese society by raising the energy efficiency of heating systems to a new level.
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ABSTRACT
District heating (DH) in Sweden is mainly based on non-fossil fuel and since increased use of DH also increases the possibilities to further production of electricity in a combined heat and power plant (CHP) system, increased use of DH in Sweden will lead to lower global emission of CO2 when assuming coal condensing as the marginal production of electricity in a European electricity market.

In this study, we analyze how large-scale renovation of buildings connected to a DH system will affect the local and global emissions by using simulations, optimization and workshops. The study has been performed in close collaboration with energy utilities and housing companies.

INTRODUCTION
Our current use of energy is a major part of the sustainability problem that we are facing today. Increased system efficiency and reduced climate impact are important parts in the transition towards a more sustainable society. With high percentage of renewable energy sources and varying electricity prices efficiency measures, conversion and control of energy use will have an important role. In the same way, CHP and DH will play a more prominent role towards a secure and fully balanced energy system. However, the demand of heating is decreasing and the DH faces intense competition in today’s market, i.e. heat pumps of various types.

BACKGROUND
Today, we are facing in many respects quite revolutionary situation in which renewable energy sources on economic conditions out-compete not only nuclear power but also coal power. We also meet lower and more variable electricity prices than we have seen in a long time in Sweden. At the same time, we know that the ongoing climate change is one of the biggest threats we are facing. With high percentage of renewable energy sources and varying electricity prices efficiency measures, conversion and control of energy use will have an even more important role. In the same way, CHP and district heating can get a more prominent role towards a secure and fully balanced energy system. However, the demand of heating is decreasing and the DH faces intense competition in today’s market, i.e. heat pumps of various types.

CASE STUDY
The system in this case study is illustrated Figure 1. The study is based on two existing multifamily residential buildings located in central Linköping. Both buildings were constructed in 1961 and has since then not underoone extensive renovation until 2014 and
The DH system in this case study uses waste, wood chips, coal and oil as fuel for their CHP plants. The baseload consists of waste, wood chips and coal, while oil is used as fuel for peak demand.

This project involves several companies which in close collaboration contributed to this case study. Through workshops, interviews and various inputs, information were collected for this study. The project's companies consists of two energy companies and five housing companies.

**METHOD**

A framework is used based on detailed results from a simulation of energy efficiency measures applied on a multifamily building in Linköping, Sweden. Six simulations are done, each with different energy efficiency measure as seen in Table. The results from the building simulation program IDA ICE are then scaled up to correspond to a larger housing area. To analyze how this altered district heating demand would affect the regional DH system a model was built in the linear optimization program MODEST.

The building was modeled in IDA Indoor Climate and Energy (IDA ICE) version 4.6.2. IDA ICE provides a dynamic simulation of the energy use in an entire building for one year or part of the year. The level of detail is high and the software has undergone several validations to test cell measurements and other simulation software with good results [1].

The model was created based on existing geometry has undergone validation against measured data to ensure that the physics of the model is correct [2].

The results at the building level have been scaled up to city level through a selection of similar types of buildings in the municipal housing stock. The stock is equivalent to approximately 273 500 m² out of Linköping 3 000 000 m² residential area of multi-family buildings. Variations in specific energy is always in stock, and therefore are all the buildings in the stock assumed to have the same energy use per m² as in the reference case (Case 1). This gives a total annual heating use in the selected stock of 35.6 GWh, representing approximately 3% of the total Linköping district heating demand.

MODEST is an optimization program for regional energy systems. The acronym MODEST is short for long "Model for Dynamic Optimization of Energy Systems with Time dependent components and boundary conditions". MODEST may be used to analyze many different energy systems and components. Inputs are for example cost, technical specifications and efficiency. MODEST has a flexible time division, meaning that power peaks and other variation in energy use during day/night or summer/winter may be reflected. The models objective is to analyze the lowest possible cost to supply a demand [3]. In Figure 2 a coarse description of the case study can be seen. The heat demand (entitled "Heat demand (Case study)") is altered and the system then optimized to see how the system supplies the demand.

**Table 1 Energy efficiency measures in the case study**

<table>
<thead>
<tr>
<th>Case</th>
<th>Building Envelope</th>
<th>Type of Ventilation</th>
<th>Heat Source</th>
<th>Radiator Temperature [°C]</th>
<th>Hot Water Demand</th>
<th>Hot Water Temperature °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Non renovated</td>
<td>Exhaust air</td>
<td>District heating</td>
<td>80/60</td>
<td>25 kWh/m², year</td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>Renovated</td>
<td>Exhaust air</td>
<td>District heating</td>
<td>50/35</td>
<td>25 kWh/m², year</td>
<td></td>
</tr>
<tr>
<td>Case 3</td>
<td>Renovated</td>
<td>FTX-system (75%)</td>
<td>District heating</td>
<td>50/35</td>
<td>25 kWh/m², year</td>
<td></td>
</tr>
<tr>
<td>Case 4</td>
<td>Non renovated</td>
<td>Exhaust air</td>
<td>Geothermal heat pump</td>
<td>80/60</td>
<td>25 kWh/m², year</td>
<td></td>
</tr>
<tr>
<td>Case 5</td>
<td>Renovated</td>
<td>Exhaust air</td>
<td>Geothermal heat pump</td>
<td>50/35</td>
<td>25 kWh/m², year</td>
<td></td>
</tr>
<tr>
<td>Case 6</td>
<td>Renovated</td>
<td>FTX-system (75%)</td>
<td>Geothermal heat pump</td>
<td>50/35</td>
<td>25 kWh/m², year</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2 Coarse description of the optimization model in MODEST**
RESULTS

The results from IDA ICE can be seen in Figure 3 and Table 2, showing monthly use of energy and total numbers annually respectively. It is worth noting that all cases are better than the reference case (Case 1) for the building’s energy use. The largest difference from the reference case is found in case 6 with a 78% reduction of heat demand per year. In its non-renovated condition, the building has an annual energy demand for heating and domestic hot water at 140 MWh\textsubscript{DH}, equivalent to 130 kWh\textsubscript{el}/m\textsuperscript{2}. If the heating system is switched to a geothermal-based system the energy use is reduced to 121 MWh\textsubscript{el}, equivalent to 113 kWh\textsubscript{el}/m\textsuperscript{2}, see Table 2. Alone, the building envelope measures only provide a small energy savings. When both the building envelope measures and ventilation measures is the potential to achieve nearly a halving of the energy use. However, these ventilation measures is increasing the need for electricity to supply fan, which means that the total electricity for ventilation increases from 3.8 MWh\textsubscript{el} to 9.0 MWh\textsubscript{el} annually.

In Figure 3 Sweden’s seasons becomes visible with high energy use during winters and a low use of heat during summers. Since the need of domestic hot water are evenly distributed over the year, there is a heating demand during the summer, see Figure 3. In case 6 domestic hot water use constitutes a significant portion of the energy.

Figure 4 illustrates the results from MODEST, that is after upscaling of the results from IDA ICE. The altered heat demand for the DH system is in the range of 0-35.6 GWh annually between the cases. Zero change being the reference case and a decrease of 35.6 GWh of DH demand annually for case 4-6 when using geothermal heat pump instead. The graph illustrates the reduction of fuel usage for the various fuels in the DH system. Also, reduced electricity sales due to decreased production of DH is reported in the graph. For the same reason, the local emissions are reduced.

Figure 5 demonstrates a comparison between local and global emissions. The local emissions are reduced but depending on how the loss of electricity production in the DH system is replaced it leads to different level

| Table 2 Summary of results from IDA ICE |
|-------------------------------|----------------|-----------------|---------------|-------------------|-------------------|
| Case 1 (Reference)            | 139.1 (DH)     | 130.1 (DH)      | -             | 34.0              | 3.8               |
| Case 2                        | 121.3 (DH)     | 113.1 (DH)      | 13%           | 34.0              | 3.8               |
| Case 3                        | 72.8 (DH)      | 67.8 (DH)       | 48%           | 34.0              | 9.0               |
| Case 4                        | 83.2 (Electricity) | 77.6 (Electricity) | 36%           | 34.0              | 3.8               |
| Case 5                        | 66.9 (Electricity) | 62.4 (Electricity) | 52% (25%)     | 34.0              | 3.8               |
| Case 6                        | 31.1 (Electricity) | 29.0 (Electricity) | 78% (65%)     | 34.0              | 9.0               |

Figure 3 Diagrams of energy use from IDA ICE per calendar month
of increased global emissions. In all cases the increase of global emissions is greater than the decrease of local emissions.

**CONCLUDING DISCUSSIONS**

In close collaboration with the projects companies the results were communicated and discussed. This group of representatives from the companies consists among others of a CEO, regional managers, property managers, HVAC technologies and energy technologies. Thus, there is a broad base of knowledge in this group and overall a very good set up for a forum of discussions.

The large reduction in oil use in **Figure 4** can be explained by an initially low use of oil and mainly usage during power peaks. In connection with the renovation of buildings, the reduction of energy use occurs mainly during seasons with power peaks (as seen in **Figure 3**) which makes the peak power to decrease and therefore also the use of the peak fuel.

As seen in the results large scale renovations of a multifamily building with these energy efficiency measures results in lower heat demand which consequently reduces the electricity production in the CHP plants. In Sweden, DH is mainly based on non-fossil fuel which in turn lead to lower global emissions if a high use of DH is reached. These two statements contradict each other, meaning that these two different actors (energy and housing companies) have problems when their actions affect each other and their system boundaries are different.

It should be noted that energy efficiency measures are important steps towards a more efficient use of energy and sustainable future. But formerly, the system development were driven by the energy company. By time and progress of new technologies, the development have shifted to be driven, though unknowingly, by the user/client. However, the responsibility of the system and to i.e. provide power during peak loads remains in the hands of the energy company.

**Figure 4 Results from optimization of the DH system in MODEST**

**Figure 5 Results from MODEST of decreased local emissions and increased global emissions**

This study indicates that energy efficiency measures that are most cost-efficient from a system perspective with the building in focus, are not as good from a global perspective. By this, the study suggests that the DH companies faces challenges to in the future increase the system efficiency, whilst housing companies keep renovating their property portfolio resulting in a lower heat demand per area. This indicates that a closer collaboration is needed to stay on the path to a sustainable future.
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ABSTRACT

The integration of decentralized feed-in of solar heat into district heating networks results in a high volatility regarding daily and seasonal pressure and temperature characteristics. Therefore new control and automation devices and algorithms are required to handle the complexity of the system. Furthermore the presented combined supply and feed-in substation – a so-called prosumer substation – needs a state machine (automation of switching between the several operation modes) in order to optimise the distribution of solar heat gains: feed-in into the district heating network and/or partly to local consumption. This paper presents results regarding the developed controller system, the test rig for emulation of the solar thermal system and a building as well as measurement data of a complex part of chosen daily load curves. The latter is the synthesis of the emulation test rig, the functional model of the combined supply and feed-in substation and the control system. The presented results are gained as parts of the R&D projects “Dezentrale Einspeisung in Nah- und Fernwärmesysteme unter besonderer Berücksichtigung der Solarthermie” and “Kostenreduktionspotential beim Ausbau der Solarisierung von Fernwärmenetzen durch Standardisierung” (see [1] and [2],[3]).

INTRODUCTION

Substation Concepts

The classic district heating network consists of one or more centralized heat generators and multiple consumers. The consumer is connected to the network via a supply substation, which is used for control, heat transfer and often hydraulic separation (see Figure 1). Decentralized heat generators need a feed-in substation in order to transfer small fractions of the design heat load of the network into it. Their position within the network is more arbitrary than the placement of centralized heat generators and one main task is to deal with the dynamic pressure difference of the network while transferring the maximum heat at the given temperature setpoint. A new plant concept of a combined supply and feed-in substation hereinafter referred to as COMBINED SUBSTATION is presented in this paper.

In comparison to the combination of a standalone feed-in and a supply substation the COMBINED SUBSTATION has the following advantages:

- higher collector efficiency due to
- lower temperature setpoint of the solar thermal system during local supply,
- lower return temperatures of the solar thermal system (STS) during simultaneous feed-in and local supply
- less components due to shared hydraulic circuits.

Combined Substation

The paper presents first measurement results of a COMBINED SUBSTATION. The paper is a further development of the publication [3]. The main objects are:

- The demonstration of the developed control strategy for the feed-in pump.
- The discussion of an exemplary part of the COMBINED SUBSTATION operation during a day.
- The introduction of the Emulation Test Rig.

The planned field of application of the COMBINED SUBSTATION is urban areas with existing district heating networks but lack of space for large central solar thermal plants.
Therefore buildings like multiple dwellings with local heat requirement and space for average sized solar thermal systems are well suited for this concept.

The basic functioning of the COMBINED SUBSTATION can be explained using the four operation modes showed in Figure 2. Each operation mode is characterised by the constellation of radiation respectively solar gains and the consumers heat demand:

- **SUPPLY**: the demand of the consumer is covered completely by the district heating network
- **COMBI-S**: the demand of the consumer is covered by the solar thermal system and the district heating network
- **COMBI-F**: the demand of the consumer is covered by the solar thermal system while excess energy is fed into the district heating network
- **FEED-IN**: there is no demand of the consumer thus solar thermal gains are fed into the district heating network.

Further background information on the COMBINED SUBSTATION concept can be found in [3].

**EMULATION TEST RIG, CONTROL STRATEGY AND CONSTRAINTS**

Emulation Test rig

The Emulation Test Rig as shown in Figure 3 consists of the functional model of the COMBINED SUBSTATION and so called hydraulic modules (HM) for the emulation of the solar thermal system (HM solar plant) and the consumer (HM consumer). They can provide or use heat at specified temperatures and in a time-controlled way in order to behave like a realistic solar plant or consumer. The district heating network is a small secondary network with one additional supply station.

Control Strategy

The functional model of the COMBINED SUBSTATION is shown in Figure 4. The components which are connected directly to the district heating network are on the primary side (PRI). These are the control valve \( V_{PRI} \) for the supply of district heat and the RL-SL feed-in pump \( P_{PRI} \). The other three valves \( V_{PRI,1} \ldots V_{PRI,3} \) are used to switch between supply and feed-in. The secondary solar pump \( P_{SEC,STS} \) is located on the secondary side (SEC) and moves the fluid between the heat exchanger (HX) of the solar system and the heat exchanger of the district heating network. The secondary valve \( V_{SEC} \) is a distribution valve which fulfils two different functions depending on the...
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During the operation mode SUPPLY it’s in the position AB-B in order to bypass the pump PuSEC,STS preventing it from generating operation. During all other operation modes it’s in the position AB-A acting as a hydraulic separator between the points C-D (see Figure 4) in order to decouple the pumps PuSEC,STS and PuCON hydraulically. The latter is the consumer pump PuCON which is located on the side of the consumer (CON) for moving the fluid through the domestic hot water system and/or heating circuits. The solar thermal system is used in matched-flow operation in order to adapt the solar thermal supply temperature to the district heating network or consumer.

The active actuators and their control variable for each operation mode are shown in Table 1. The used closed-loop controllers are discrete PID controllers with conditional integration as anti-windup method and a sample time of 1 second.

The parameterization is done with the MATLAB pidtune function with a model gained through experimental process identification as well as estimation and trial.

The control of the feed-in pump has two differing tasks:
1. exceeding the pressure difference of the district heating network in order to generate a volume flow \( \dot{V}_{\text{PRI}} \)
2. controlling the feed-in supply temperature by adapting the volume flow \( \dot{V}_{\text{PRI}} \).

Therefore the cascaded closed-loop controller showed in Figure 5 is used in combination with the control algorithm showed in Figure 6. Only the inner controller alias volume flow controller is used for task 1 getting into the district heating network. Since the inner controller is parameterized for continious feed-in – task 2 – the setpoint has to be relative high resulting in a high control deviation and respectively in a fast growing control signal for the feed-in pump PuPRI. During task 2 the outer controller sets the setpoint of the inner controller for achieving the setpoint \( \dot{V}_{\text{PRI}} \) of the feed-in supply temperature. This setpoint equals the operation curve \( \dot{V}_{\text{PRI}} = f(T) \) of the district heating network.

### CONDITIONS

The conditions used for the calculations in the emulation test rig are:
- weather data is a modified German test reference year 2011 (see [4])
- consumer
  - the consumer heat load profile \( q_{\text{CON}}(t) \) is calculated by an adapted typical-day method following VDI 4655 which is presented in [1]

![Figure 5 cascaded closed-loop control of the feed-in pump PuPRI (bright grey – task 1, dark grey – task 2)
Figure 6 Flowchart of the control algorithm of the feed-in pump $P_{UPR1}$

- a fixed return line temperature at the building side $\theta_{RT,building} = 36^\circ C$ is assumed
- a common algorithm is used for switching between domestic hot water heating and space heating (see [1])
- district heating network
- Supply temperature $\theta_{DHS} = f(\theta_{S})$ with a linear range between $\theta_{min} = -6.8^\circ C$ and appropriate supply temperatures in range of $\theta_{DHS} = 110-115^\circ C$
- constant return temperature $\theta_{DHR} = 50^\circ C$
- collector parameters of a double glazed flat plate collector with selective absorber $\eta_s = 0.8$, $c_2 = 3.757 \frac{W}{m^2\cdot K}$, $c_1 = 0.0147 \frac{W}{m^2\cdot K^2}$
- aperture area $A_{AP} = 100 m^2$

Using this conditions the input data shown in Figure 7 is generated for a day during the transition period with a highly volatile course of radiation.

RESULTS
Measurement in the emulation test rig
The measurement results of the presented typical day are shown in Figure 8. In the initial situation at $A$ the operation mode is COMBI-F. With decreasing solar radiation $G_{Syst}$ the thermal power of the solar thermal system is not sufficient to keep the secondary solar supply temperature $\theta_{SYS} = \theta_{PS1} + 4 K$ (6), which is seen at $B$. When the solar supply line temperature falls below the desired feed-in temperature $\theta_{PS1} < \theta_{PS1} + 4 K$ the feed-in is stopped at $C$ and the operation mode switches to COMBI-S. Since the solar gains cover the consumer heat demand completely there is no supply by the district heating network. This changes at $D$ because of the solar thermal deficiency indicated through low consumer supply temperatures $\theta_{CS1}$ additional heat out of the network $P_{COND}$ is obtained.

The solar radiation $G_{Syst}$ reaches it’s minimum at $E$. Approximately 70% of the consumer thermal power demand are covered by the solar thermal system while the other 30% are covered by the supply of the district heating network. The high return temperatures of the district heating network $\theta_{HR,building} = 57^\circ C$ are a drawback of the chosen series connection of the heat exchanger $HX_{STS}$ and $HX_{PRL}$. The regulations of the district heating operator determine the admissibility of the operation mode COMBI-S in those cases. Full solar thermal coverage is reached again at $F$ and with further rising secondary solar supply temperatures $\theta_{CS1}$ the transition to the operation mode COMBI-F happens at $G$ due to the criterion $\theta_{CS1} > \theta_{PS1} + 5 K$ (7). A short and random failure of the secondary solar pump $P_{UPR1}$ at $H$ causes the drop in the feed-in power $P_{COND}$.
Figure 7 Input data for the emulation test rig for the typical day 10.05. of the reference year 2011

Figure 8 measurement results of highlighted range shown in Figure 8 for the typical day 10.05. in the transition period
Improvement of the combined substation
The following improvements will be considered for further development based on the experience gained of the operation in the emulation test rig.

The installation of a control valve as a bypass to the feed-in pump PuPRI and the primary heat exchanger HXPRI (see Figure 9) would improve the system behaviour during the startup phase of the feed-in and the part-load performance during phases of low radiation. This affects especially the operation mode FEED-IN and is therefore object of investigation of the R&D project “Kostenreduktionspotential beim Ausbau der Solarisierung von Fernwärmenetzen durch Standardisierung” (see [2]).

Furthermore it is necessary to consider an additional design criteria for the solar pump PuSTS and the secondary solar pump PuSEC,STS. This design criteria is to ensure low volume flows and during phases of low radiation or low consumer heat demand. An additional control valve connected in series to these pumps can be used if no sufficient pump is found.

CONCLUSIONS/PROSPECTS
The shown measurement results are a proof of concept for the two unique operation modes of the presented COMBINED STATION concept. The designed and successfully applied control algorithm of the feed-in pump is presented. The exemplary measurement also shows the behaviour of the plant during reduced radiation and the transition into the feed-in mode and the necessity of improvement. The gained experience about the operation behaviour leads to improvements which will be tested in a pilot plant in Berlin whose operation starts in autumn 2016.

NOMENCLATURE

Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>area</td>
</tr>
<tr>
<td>c</td>
<td>collector parameter</td>
</tr>
<tr>
<td>w</td>
<td>setpoint</td>
</tr>
</tbody>
</table>

Abbreviations/Indices

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP</td>
<td>aperture</td>
</tr>
<tr>
<td>coll</td>
<td>in collector plane</td>
</tr>
<tr>
<td>COMBINED</td>
<td>combined supply and feed-in substation</td>
</tr>
<tr>
<td>CON</td>
<td>consumer</td>
</tr>
<tr>
<td>Dev</td>
<td>Deviation</td>
</tr>
<tr>
<td>DH</td>
<td>District heating</td>
</tr>
<tr>
<td>FEED-IN</td>
<td>operation mode (like a feed-in substation)</td>
</tr>
<tr>
<td>G</td>
<td>global</td>
</tr>
<tr>
<td>HX</td>
<td>heat exchanger</td>
</tr>
<tr>
<td>In</td>
<td>entrance heat exchanger</td>
</tr>
<tr>
<td>Out</td>
<td>outlet heat exchanger</td>
</tr>
<tr>
<td>Pu</td>
<td>pump</td>
</tr>
<tr>
<td>PRI</td>
<td>primary</td>
</tr>
<tr>
<td>RL</td>
<td>return line</td>
</tr>
<tr>
<td>SEC</td>
<td>secondary</td>
</tr>
<tr>
<td>SL</td>
<td>supply line</td>
</tr>
<tr>
<td>STS</td>
<td>solar thermal system</td>
</tr>
<tr>
<td>SUPPLY</td>
<td>operation mode (like a district heating substation)</td>
</tr>
<tr>
<td>Tol</td>
<td>tolerance</td>
</tr>
<tr>
<td>Va</td>
<td>valve</td>
</tr>
</tbody>
</table>
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Abstract

District heating (DH) is a cost-effective method of heat supply, especially to area with high heat density. Ultra-low-temperature district heating (ULTDH) is defined with supply temperature at 35-45 °C. It aims at making utmost use of the available low-temperature energy sources. In order to achieve high efficiency of the ULTDH system, the return temperature should be as low as possible. For the energy-efficient buildings in the future, it is feasible to use ULTDH to cover the space heating demand. However, considering the comfort and hygiene requirements of domestic hot water (DHW) preparation, supplementary heating devices should be combined, which can affect the return temperature in different extents. This study analysed the return temperatures of different types of substations for DHW preparation with ULTDH, and developed improvements in the substation for better energy efficiency. Both the instantaneous and storage-type electric heating methods were Long-term measured as supplementary heating for ULTDH in the case substations in Denmark. We analysed the seasonal impacts of the return temperature from the DHW loop on the overall return temperature of district heating. To achieve lower return temperature and higher efficiency for DHW supply, an innovative substation was devised, which replaced the bypass with an instantaneous heat exchanger and a micro electric storage tank. The energy performance of the proposed substation and the resulting benefits for the DH system by the lower return temperature were investigated.

Introduction

District heating is a cost-effective way of utilizing renewable and recycle energy as heating sources for covering the heat demand of the high-heat-density areas. The temperature levels of district heating systems is of great importance for better efficiency. Low supply temperature can increase the efficiency of recovering heat from industrial excess heat and geothermal heat, and can also improve the coefficient of performance (COP) of a heat pump for heat production[1]. Low return temperature can improve the efficiency of flue gas condensation in the heat plant. In addition, the distribution heat loss will be reduced if the distribution heat loss is lowered. Therefore, to implement low-temperature district heating (LTDH) plays an important role in improve the whole district heating system.

However, the comfort and hygiene requirements for heat supply should be taken into account when reducing the DH supply/return temperatures. In Nordic countries, such as Denmark and Sweden, DH supply covers both the space heating (SH) demand and domestic hot water (DHW) demand. For space heating, a comfort room temperature (20-22 °C) can be reached with a supply temperature at 40 °C if efficient heating equipment and operation methods are applied [2]. Regarding to DHW supply, the DHW should be able to be produced at 60 °C and circulated at 50 °C to avoid Legionella [3], and the water temperature at the faucet is required to reach 45 °C for the comfort reasons [4].

This study is based on an ultra-low-temperature district heating project in Denmark, where the heat demand of the test houses are covered by a DH system with supply temperature at 46 °C most of the year. To guarantee comfort and hygiene heat supply for DHW, different types of supplementary heating devices were installed in the house substations. However, the return temperatures of the DHW circuits are various according to the different substation layouts. This study investigated the return temperatures and energy performances resulted by different substations. In addition, a new DHW preparation method with ULTDH was devised, which aims at improving the overall system efficiency and reducing the return temperature to DH.

Background of the ULTDH Case Study

The case project is located in Denmark. The heat source is the industrial excess heat from a local pump factory. A heat pump is used to recover the waste heat and deliver the heat to the heat consumers at 46 °C most of the year. The supply temperature is able to be increased to compensate the extreme cold climate during the winter.
The DHW preparation configurations play an important role in the average return temperature of the DHW circuits to DH. Two single-family houses in the area were selected for the analyses of this study. Both of the houses have the in-house substation. House #1 uses a storage tank for DHW preparation, while house #2 uses an instantaneous heat exchanger (IHEX) and a direct electric heater. House #1 and house #2 were built in similar time, and both of the houses have two occupants.

The schematics of the substations of the two case houses are shown in Figs. 1 and 2.

In house #1, a 160L storage tank with 3 kW immersion heater is installed. The domestic cold water (DCW) is preheated by the district heating, and is further heated by the immersion heater in the tank to the set-point temperature (50 °C). Since DHW is stored in the tank, the tank should have sufficient capacity to heat the water to 60 °C.

In house #2, an instantaneous heat exchanger with bypass function is installed. The DCW is preheated by the ULTDH through the heat exchanger, and is further heated by the direct electric heater after then heat exchanger. Since the total volume of the DHW in the distribution pipes inside the house is very small, the risk of Legionella is eliminated. The set point temperature of the electric heater was made at 45 °C to meet the comfort requirement. In Denmark, the waiting time for DHW at comfort temperature should be no longer than 10s [4]. Considering the transmission time in the pipes, normally bypass is operated for the IHEX. The bypass set-point temperature in the case house was made to 40 °C.

Long-term measurements were performed for the test houses. energy meters were located on both the DH main pipe (including both SH and DHW) and the DHW preparation circuit. The meters can measure the overall supply and return temperatures, flowrates and supply heat of ULTDH, as well as the values of the DHW preparation loop. The measurements of August 2015 and January 2016 were selected to represent for the summer season and winter season. The impact of the return temperature from the DHW circuit on the overall return temperature to DH was also investigated.

![Figure 1. Schematic of the DHW configuration in house #1 with storage tank](image1)

![Figure 2. Schematic of the DHW configuration in house #2 with IHEX and electric heater](image2)

![Figure 3. Temperature measurements of return temperature in December in house #1 and #2](image3)
### Table 2. Average return temperature of the DHW circuit, average return temperature of DH and the temperature difference with standard variation of December

<table>
<thead>
<tr>
<th></th>
<th>House #1</th>
<th>Standard variation</th>
<th>House #2</th>
<th>Standard variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Return T of DH [°C]</td>
<td>32.0</td>
<td>2.2</td>
<td>29.7</td>
<td>1</td>
</tr>
<tr>
<td>Return T of DHW circuit</td>
<td>25.5</td>
<td>1.7</td>
<td>17.7</td>
<td>1.7</td>
</tr>
<tr>
<td>Supply T of DHW circuit</td>
<td>44</td>
<td>1.4</td>
<td>44.5</td>
<td>1.6</td>
</tr>
<tr>
<td>ΔT</td>
<td>18.5</td>
<td>1.6</td>
<td>26.8</td>
<td>2.7</td>
</tr>
</tbody>
</table>

### Results of the return temperatures from different DHW configurations

The results of the temperature measurements in the summer season and winter season in the two houses are shown in the following diagrams:

The blue curves represent the overall return temperature of district heating, which integrates the return temperatures of both the space heating circuit and domestic hot water circuit. From the diagrams, the supply temperatures of the ULTDH system were both around 45 °C when they reach the substations in house #1 and house #2. However, house #2 with IHEX and electric heater had much lower return temperature for DHW preparation compared with house #1 with a storage tank.

The average return temperature to DH and the return temperature of the DHW circuit on monthly basis as well as the temperature difference are shown in table 1:

From Table 2, the average return temperature of house #2 with IHEX and electric heater is 7.8 °C lower than house #1 with a storage tank. With similar supply temperature, the temperature difference for DHW preparation with IHEX and electric heater is 8.3 °C larger compared with the substation with storage tank. That indicates that the instantaneous preparation of DHW with IHEX and electric heater has better energy and exergy efficiency than the storage type. The difference of the overall return temperature to DH is insignificant between house #1 and house #2. The overall return temperature of house #2 is only 2.3 °C lower than that of house #1. However, the overall return temperature of DH also includes the space heating flow. During the winter time, the space heating flow dominates the overall DH flow, which can have a more significant impact on the overall return temperature. The higher overall return temperature also indicated that the return temperature of the space heating circuit is higher.

Figure 4 shows the temperature measurements during the summer period. The periods without any data points means the occupants were leaving for a vacation.

The DH supply temperature was lowered during the summer time. The results in house #1 shows different trend compared with the winter time. As shown in Figure 4 (a), the return temperature of DHW circuit in house #1 is slightly higher than the overall DH return temperature.

In terms of house #2, the average return temperature of the DHW circuit is higher in summer, but still lower than the overall return temperature of DH, which
indicates the space heating loads in the house during the summer.

The average temperatures of August with standard variation and the actual temperature difference for DHW production are calculated, the results are shown in Table 2.

In August, the return temperature from instantaneous DHW production is 5.8 °C lower compared with the storage type. However, compared to the winter period, the return temperature of the DHW circuit in both houses increased. This might be caused by the lower efficiency of the heat exchanging process due to the lower DH supply temperature. As a result, the actual temperature difference for DHW production in summer season reduced by 10.6 °C for house #1 and 8.5 °C for house #2. According to the temperature difference for DHW production, the instantaneous DHW production still performed better than the storage type.

Table 1. Average return temperature of the DHW circuit, average return temperature of DH and the temperature difference with standard variation of August

<table>
<thead>
<tr>
<th></th>
<th>House #1</th>
<th></th>
<th>House #2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
<td>Standard variation</td>
<td>Average</td>
<td>Standard variation</td>
</tr>
<tr>
<td>Return T of DH [°C]</td>
<td>27.8</td>
<td>0.7</td>
<td>30.1</td>
<td>0.6</td>
</tr>
<tr>
<td>Return T of DHW circuit [°C]</td>
<td>29.0</td>
<td>0.7</td>
<td>23.2</td>
<td>2.0</td>
</tr>
<tr>
<td>Supply T for DHW circuit [°C]</td>
<td>36.9</td>
<td>1.3</td>
<td>41.5</td>
<td>2.0</td>
</tr>
<tr>
<td>ΔT [°C]</td>
<td>7.9</td>
<td>0.8</td>
<td>18.3</td>
<td>2.7</td>
</tr>
</tbody>
</table>

Comparing the return temperatures of DHW circuit in winter and summer, house #2 has more significant temperature increase in the summer period. One reason can be the operation of bypass, which is used to keep the service pipe warm between the DHW draw offs, so that the consumers can get DHW at comfort temperature within acceptable waiting time. However, since the bypass flow has to be operated at high temperature and does not exchange heat with DHW, the operation of bypass will result in extra heat losses and higher return temperature due to direct mixing into the return flow. Therefore, improvements of the DHW configurations are expected by avoiding the bypass.

NEW DHW CONFIGURATION TO ACHIEVE LOWER RETURN TEMPERATURE

According to the Danish standard, the peak load of DHW is 32.3 kW. If no bypass is operated, the power of the electric heater should be as large as 32.3 kW during the beginning of the tapping, so that DHW can be heated to comfort temperature immediately. However, the capacity of the power supply then has to be increased substantially compared to the normal supply. Therefore, an electric heater with small storage volume is devised to replace the bypass function and to avoid the too large starting power for DHW production. The schematics of the new DHW configurations are shown in Figure 5.

As shown in the diagrams, the micro tank with small storage volume of hot water is used to buffer the peak load of the starting power. As a result, an normal electrical heater can be used without enlarging the capacity of the power transmission.

The system configuration and the dimension of the micro tank can vary according to the supply temperature of LTDH as well as the location of the micro tank. The operation of the micro tank is also different consequently.

As shown in Figure 5 (a), DCW is preheated by DH through the heat exchanger. Afterward, the preheated water is further heated by the micro tank and is stored in it. To avoid Legionella, the water in the tank is heated to 60 °C [3]. When DHW draw off occurs, the hot water from the tank will mix with the hot water preheated from DH to achieve the comfort temperature (45 °C for kitchen use and 40 °C for other uses).

The other type of the configuration is to install the micro tank on the primary side, as Figure 5 (b) shows. The micro tank is used to heat and store the DH water. Therefore, the DHW circuit has no storage or circulation, which allows the set-point temperature of the micro tank to be lower than 60 °C.
Table 2. Parameters for micro tank dimension

<table>
<thead>
<tr>
<th></th>
<th>Micro tank on consumer side</th>
<th>Micro tank on primary side</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand for kitchen use</td>
<td>45 °C with 15 L water consumption</td>
<td></td>
</tr>
<tr>
<td>Demand for shower</td>
<td>40 °C with 42 L water consumption</td>
<td></td>
</tr>
<tr>
<td>Interval time</td>
<td>20 min</td>
<td></td>
</tr>
<tr>
<td>Electric heater</td>
<td>2 kW</td>
<td></td>
</tr>
<tr>
<td>DCW temperature</td>
<td>10 °C</td>
<td></td>
</tr>
<tr>
<td>Set point temperature of tank</td>
<td>60 °C</td>
<td>50 °C</td>
</tr>
</tbody>
</table>

Micro tank systems with different ULTDH supply temperature levels

The supply temperature of ULTDH were assumed to 30 °C, 40 °C, and 45 °C as three scenarios for comparison. The electric heater in the tank was assumed to be a normal product with the power of 2 kW for all scenarios. In accordance with the Danish standard [4], the peak load of the DHW supply is 32.3 kW, which assumes one shower and one kitchen tapping occur simultaneously. The shortest interval between two tappings of the same type is 20 minutes. Therefore, the volume of the micro tank can be decided.

The parameters for dimension the micro tank are shown in table 3.

The IHEX are assumed to be the same one used in the case study, which is specialized for LTDH substations and can reach the return temperature of 18.8 °C with effective cooling [5]. The temperature difference of the heat exchanging process through the heat exchanger was assumed to 5 °C. It was assumed that the micro tank should contain enough hot water to cover one peak load of DHW at least. The electric heater is switched on as soon as the draw off finished, and should be able to prepare sufficient hot water for the next draw off with peak load.

For the micro tank installed on the consumer side, to cover one peak DHW load, the required water flow at 60 °C can be calculated as:

\[
V_\text{tank} = \frac{(t_k - t_{\text{pre}}) \cdot V_k + (t_s - t_{\text{pre}}) \cdot V_s}{(t_\text{tank} - t_{\text{pre}}) \cdot \rho}\]

(1)

where

- \( t_k \) and \( t_s \) are the DHW temperature for kitchen use and shower [°C].
- \( t_{\text{pre}} \) is the temperature of DHW preheated by ULTDH [°C].
- \( t_\text{tank} \) is the set-point temperature of micro tank, here is 60 [°C].
- \( V_k \) and \( V_s \) are the flow for one kitchen tapping and one shower according to the standard [L].

If the assumed 2 kW electric heater is insufficient for preparing DHW at peak load within 20 min interval, extra volume should be added to \( V_\text{tank} \) for the tank dimension. Otherwise, the micro tank was dimensioned as \( V_\text{tank} \). The peak load of the electricity can be calculated as:

\[
P_\text{elec} = \left( c \cdot m_\text{tank} \cdot (t_k - t_{\text{pre}}) + c \cdot m_\text{tank} \cdot (t_s - t_{\text{pre}}) \right) / t_{\text{tank}}
\]

(2)

where

- \( c \) is the specific heat of water [kJ/kg °C].
- \( m_\text{tank} \) and \( m_\text{tank} \) are the mass flow of kitchen tapping and shower [kg].
- \( t_{\text{tank}} \) is the interval time [s].

For the micro tank on the primary side, the DHW water flowing out of the tank is 50 °C for all three scenarios with different ULTDH supply temperature. The required water flow was calculated as:

\[
V_\text{tank} = \frac{(t_k - t_{\text{pre}}) \cdot V_k + (t_s - t_{\text{pre}}) \cdot V_s}{(t_\text{tank} - t_{\text{pre}}) \cdot \rho}
\]

(3)

where

- \( t_{\text{pre}} \) is the temperature of DCW [°C],
- \( t_{\text{tank}} \) is the return temperature from the heat exchanger [°C].

For the micro tank on the primary side, the peak load of the electric heater was calculated differently compared to the tank on the consumer side, since the water from the tank is unnecessary to mix with other flows but to heat the DCW directly.

\[
P_\text{elec} = \left( c \cdot m_\text{tank} \cdot (t_k - t_{\text{pre}}) + c \cdot m_\text{tank} \cdot (t_s - t_{\text{pre}}) \right) / t_{\text{tank}}
\]

(4)

where

- \( t_{\text{pre}} \) is the return temperature from the heat exchanger [°C].
- \( t_\text{pre} \) is the supply temperature of ULTDH [°C].
Comparison with direct electric heater with bypass function

Comparisons were made between the storage type electric heater system and direct electric heater system with bypass function. All the systems were assumed to supply the equivalent DHW demand, which is 250 L/m² annually. The service pipe was assumed to have the length of 6 m with heat loss coefficient of 0.2 W/m K. The ambient air temperature was assumed to 15 °C. The ground temperature was assumed to 10 °C.

The heat loss of different systems in different scenarios were investigated. For the system with micro tank, the heat loss mainly refers to the heat loss of the tank. The heat loss coefficient of the tank was referenced from the Danish standard [6], which should be no larger than 0.35 W/ m² K. For the direct electric heater system with bypass function, the heat loss mainly includes the heat loss generated by bypass. The set-point temperature of the bypass was assumed to be 5 °C lower than the supply temperature of ULTDH.

The heat loss of the micro tank therefore can be calculated as

$$ Q_{\text{tank}} = q_{\text{tank}} \times s \times (t_{\text{tank}} - t_{\text{ground}}) $$

where
- \( q_{\text{tank}} \) is the heat loss coefficient of the tank [W/m² K],
- \( s \) is the surface area of the tank [m²].

The heat loss of the service pipe caused by bypass function can be calculated as

$$ Q_{\text{pipe}} = q_{\text{pipe}} \times (t_{\text{pipe}} - t_{\text{ground}}) $$

where
- \( q_{\text{pipe}} \) is the heat loss coefficient of the service pipe [W/m K],
- \( t_{\text{pipe}} \) is the average pipe temperature when bypass is operated [°C],
- \( t_{\text{ground}} \) is the ground temperature [°C].

One thing should be pointed out is that the heat loss of the micro tank is covered by both heat and electricity. Considering the different primary energy factor, the proportion of different energy used for heat loss covering is equivalent to the proportion for water heating.

As an important parameter, the return temperature to DH was also investigated for the three configurations. For the micro tank system, since no bypass was operated, the average return temperature is the return temperature for water heating. While for the direct electric heater system, it was calculated as the volume- based average return temperature, which integrated the water heating flow and bypass flow.

The volume-averaged return temperature can be calculated as

$$ t_{\text{ret}} = \left( t_{\text{ret}} \times v_{\text{w}} + t_{\text{ret}} \times v_{\text{b}} \right) / \left( v_{\text{w}} + v_{\text{b}} \right) $$

where
- \( t_{\text{ret}} \) is the return temperature for water heating [°C],
- \( v_{\text{w}} \) is the flow for water heating [L/day],
- \( t_{\text{p}} \) is the average temperature of the service pipe when bypass is operated [°C],
- \( v_{\text{b}} \) is the flow for bypass [L/day].

RESULTS

Dimension of the micro tank for different scenarios

The dimensions of the micro tank on the primary side with different ULTDH supply temperature are shown in Table 3.

As shown in the table, the scenario with supply temperature at 35 °C is the only scenario that required power of the electric heater larger than 2 kW. As a result, it is the only scenario requires extra volume for the tank. In terms of the micro tank on the primary side, the results are shown in Table 5.

Table 3. Dimension of the micro tank on the consumer side with supply temperature at 35 °C, 40 °C, and 45 °C.

<table>
<thead>
<tr>
<th>Supply temperature of ULTDH</th>
<th>35 °C</th>
<th>40 °C</th>
<th>45 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{\text{t}} ) [L]</td>
<td>21.5</td>
<td>14.4</td>
<td>3.8</td>
</tr>
<tr>
<td>( P_{\text{max}} ) [kW]</td>
<td>2.3</td>
<td>1.3</td>
<td>0.3</td>
</tr>
<tr>
<td>( V_{\text{extra}} ) [L]</td>
<td>2.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tank size [L]</td>
<td>25</td>
<td>15</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 4. Dimension of the micro tank on the primary side with supply temperature at 35 °C, 40 °C, and 45 °C.

<table>
<thead>
<tr>
<th>Supply temperature of ULTDH</th>
<th>35 °C</th>
<th>40 °C</th>
<th>45 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{\text{t}} ) [L]</td>
<td>57.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( P_{\text{max}} ) [kW]</td>
<td>3.0</td>
<td>2.0</td>
<td>1.0</td>
</tr>
<tr>
<td>( V_{\text{extra}} ) [L]</td>
<td>76.3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Comparisons of three configurations

The heat losses of the three configurations are calculated. The results of considering / without considering the primary energy factor (2.5 for electricity) are shown in Figure 6.

From Figure 6 (a), without considering the primary energy factor, the heat losses of the micro tanks systems are much less than the direct electric heater system with bypass. However, the trends along the temperature increase are different. The heat loss caused by bypass increases if the ULTDH supply temperature is higher. While for the micro tank system, the tank size is smaller if the supply temperature is higher. Moreover, the proportion of the electricity consumption in covering the heat losses also decreases with higher supply temperature.

If taking the 2.5 primary energy factor for electricity into account, the system with a micro tank on the primary side has the largest heat loss when the supply temperature of ULTDH is lower than 37 °C. After that, the heat loss of the direct electric heater system with bypass becomes the largest. The system with a micro tank on the consumer side always has the lowest heat loss.

The results of the average return temperature of the direct electric heater system with bypass are shown in Table 5.

From the results, by mixing the bypass flow, the average return temperatures of the direct electric heater system increase significantly. Compared to the micro tank system, the average return temperature increases by 5.2 °C, 8.6 °C, and 12.2 °C with the supply temperature at 35 °C, 40 °C, and 45 °C.

DISCUSSION

The return temperature plays an important role in improving the energy efficiency of the DH system. The influence of the DHW configuration was discussed in this study, however, to obtain full knowledge about it, the analyses for the space heating loop should be taken into account. Further information regarding to the impact by the space heating loop can be found in [7]. In addition, the room temperature of the substation also plays a role in the heat loss from the distribution pipes inside the building, which can influence the average return temperature of DH system. In this study, the room temperature of the substation was assumed to 15 °C all the year. However, in reality this temperature can

### Table 5. Average return temperature of the electric heater system with bypass

<table>
<thead>
<tr>
<th>Supply temperature of ULTDH</th>
<th>35 °C</th>
<th>40 °C</th>
<th>45 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set-point temperature of bypass [°C]</td>
<td>30</td>
<td>35</td>
<td>40</td>
</tr>
<tr>
<td>Water-heating flow [L/day]</td>
<td>127.2</td>
<td>121.5</td>
<td>117.9</td>
</tr>
<tr>
<td>Bypass flow [L/day]</td>
<td>111.1</td>
<td>135.8</td>
<td>160.5</td>
</tr>
<tr>
<td>Average return</td>
<td>24.0</td>
<td>27.4</td>
<td>31.0</td>
</tr>
</tbody>
</table>
be varied, the impact of which should be taken into account for the analysis of DH return temperature in the future.

As shown in the results, the operation of bypass can increase the average return temperature substantially, which makes conflict for improving the overall efficiency of the ULTDH system. In Denmark, if the average return temperature to district heating is below 42.9 °C, for every 1 °C reduction further, the overall cost for heat supply can reduce by 1%. According to the results of this study, it means the total cost for heat supply can save up to 12.2% if replacing the bypass by applying the micro tank solution. However, the actual savings should be analysed according to specific cases, since the results can be affected by many practical factors. Moreover, to target the appropriate DHW configuration, the economy of each system, the installation difficulty and etc. should also be taken into account in the future.

**CONCLUSION**

In this study, long-term measurements were performed in two Danish houses with ULTDH supply. The performances of the DHW configurations were investigated accordingly. The house with direct electric heater had lower return temperature compared with the house with storage tank. The difference of the return temperatures was 7.8 °C in winter and 5.8 °C in summer.

To improve the electric heater system, system with a micro tank with immersion heater was devised to eliminate the bypass function. Depending on the location of the tank, two types of micro tank systems were invented. The heat losses of the micro tank systems were compare to the direct electric heater system with bypass under standard condition. Considering the primary energy factor of 2.5 for electricity, the heat loss of the direct electric heater system was larger than the micro tank systems when the ULTDH supply temperature is higher. The system with a micro tank on the consumer side had the lowest heat loss. Moreover, the micro tank system also achieved significant reduction on the average return temperature by avoiding the bypass.
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ABSTRACT

High return temperatures in district heating networks are a significant barrier for the transformation into 4th generation systems. In order to transport high amount of heat in winter times, there is the need of increased supply temperatures (>120 °C) or mass flow rates due to high return temperatures. This leads to an inefficient operation of the system. High heat losses, decreased efficiency of heat production units, reduced potential of alternative heat sources and increased pumping costs are the consequences. Further is the connection of new customers often linked with high investment costs due to limited transport capacities in an existing system.

The aim of this paper is to analyse potentials and to develop concepts to reduce return temperatures by implementing thermal energy cascades between different building types in order to improve the performance of the system. This is related to the use of the return flow of high-temperature consumers (e.g. buildings with high-temperature heating systems) for supplying low-temperature consumers (e.g. buildings with floor heating and direct domestic hot water preparation). Based on available data from existing buildings, energy suppliers and network structures, potentials for energy-cascades for representative case studies have been evaluated. To enable energy cascaded interconnections, the temperature and heat load profiles of the investigated buildings in characteristic districts were analysed and different connection scenarios were developed and evaluated. Special attention was given to the hygienic preparation of domestic hot water in the low-temperature consumers and the security of the heat supply.

As a result, the temperature level of the local return line could be reduced (up to >10 K) and transport capacities in the districts were increased (up to 16 %). By implementing this approach in several districts of an urban network, the overall system efficiency can be increased.

INTRODUCTION

In recent years, the profitability of many traditional district heating networks has significantly been reduced. The reasons for this are the uncertain price development of fossil fuels, combined with the close link to the electricity market (especially for cogeneration plants falling electricity prices are problematic). The integration of alternative heat sources such as solar thermal, geothermal or ambient heat and industrial waste heat into district heating networks is in many cases difficult due to low temperature (LT) levels and fluctuating availability. A significant reduction of temperatures in heating networks, both in the supply and in return line is a key action to a transition to the next, the so called 4th generation of district heating, see also [1]. Substantial benefits of reduced system temperatures are:

1. A significant increase of the potential to integrate renewable heat sources
2. In extraction condensing turbines the efficiency increases, in extraction-back-pressure thermal power plants the share of generated electricity increases.
3. With a constant power input, the mass flow decreases in the network and this reduces the pumping costs. At the same mass flow, the network capacity can be increased (enabling the connection of new consumers). Thus the transport lines can have smaller dimensions, resulting in lower investment costs.
4. Reduced heat losses due to the lower temperature difference to the surrounding soil.

Studies on the effect of decreased return temperatures (e.g. [2]) show a reduction in operating costs in the entire heating network of approximately 0.15 € / (K * MWh).

The temperatures in a district heating network are determined by the connected consumers. So the return temperatures resulting mainly from the cooling of the heat carrier in the buildings heating system respectively the properties of the substations. However, the return temperatures show a slight upward trend with increasing heat demand, resulting from the mass flow control in the buildings and any existing bypasses between the supply and return line in the grid.

The supply temperatures are determined on the one hand by domestic hot water (DHW) preparation requirements (especially in summer) and the design of heating systems, on the other hand by the amount of transferred heat (especially in winter). As the difference
between supply and return temperature ($\Delta T$) in case of an increasing heat demand is adjusted linearly, the supply is directly dependent from the return temperatures (at most times in the year). Accordingly, a reduction of the consumer side return temperatures is an essential measure to also reduce the supply temperatures. The increased potential of renewable heat sources is simplified shown in Figure 1.

**OBJECTIVE**

The aim of this contribution is to develop and evaluate concepts for the reduction of local return temperatures in urban district heating systems by implementing energy-cascades between buildings, e.g. using the return flow of high-temperature consumers (HTC) as supply flow for low-temperature consumers (LTC). Therefore optimization potentials are identified in characteristic building clusters, considering the influence of these measures on the momentary and the average return temperatures and mass flow rates. All investigations and assumptions are based on Austrian case studies and regulations (e.g. DHW preparation, typical heating systems, etc.)

**STATE OF THE ART**

**Heat cascades**

To be able to connect buildings, building cluster or neighbourhoods in a heat cascade with each other, different options are possible. Using the return of HTC as supply for LTC can be done either indirectly through the return line of the network or directly through an interconnection of the buildings. In Figure 2 options of direct or indirect cascading connection of high- and low-temperature consumers are presented. Some of these options are already realised (e.g. in Klagenfurt [4] or Berlin [13]), but a general investigation on a scientific and systematic level as it is done in this project was not carried out before.

**Building stock**

Due to investment costs, property developers in Austria often implemented standard heating systems (in most cases radiators) in their buildings, regardless of the type and year of construction. As a consequence, the required temperature levels are often similar in different building types and ages. Therefore it is usually not possible to interconnect buildings as described in Figure 2 without further action. For existing buildings, to reduce the temperature levels, different measures like thermal retrofitting, exchange of radiators and hydraulic balancing can be implemented, see e.g. [4]. By optimising/reducing the required temperatures in individual buildings through these measures, this problem could be solved and heat cascades are possible. Another option is to integrate new low-temperature consumers in areas where high-temperature customers are existing and where the above mentioned measures could not be implemented. However, a big challenge for lowering temperatures is the hygienic preparation of domestic hot water. Therefore different standard solutions can be used (e.g. fresh water modules). More advanced options can be found in [3].
Figure 3: Methodology for analysing cascaded interconnections

In this paper only results concerning the indirect connection of new LT-consumers (with standard DHW-systems) to the return line were considered.

METHODOLOGY

To be able to connect buildings, building cluster or neighbourhoods in a heat cascade with each other, the respective buildings must be analysed according to their heat consumption profiles, their temperature profiles and their location. The used methodology for analysing cascaded interconnection in building clusters is shown in Figure 3.

The first step was to detect potential building clusters. Therefore, a GIS based screening of potential network sections was carried out. Depending on the location and the building stock in the respective section different possible clusters were detected. On the basis of local boundary conditions (e.g. pipe dimensions, street topology, available areas for new buildings etc.) and measured data in the detected sections (e.g. temperature levels, mass flow rates etc.) a representative case study / building cluster was chosen. Data of the building stock which were not available so far, were collected either by own measurements or taken from experiences of other regions. The following values of the building stock have been collected and analysed:

- Supply temperature [°C]
- Return temperature [°C]
- Volume flow [m³/h]
- Heat demand [kWh]

With these data it was possible to evaluate the chosen cluster and the buildings contained therein, if they are suitable for an energy cascade. The next step was to develop different scenarios for the cascaded energy use. The scenarios described in the section “Scenario description and Results” differ in the connection principles but also in terms of domestic hot water production in the new LTC. As far as there were no measured data available for the new LTC, the buildings have been modelled and the thermo-physical behaviour was simulated in Dymola/Modelica ([5], [6]) based on models of the Modelica Fluid library [7] and on the DisHeatLib [8] developed at the Austrian Institute of Technology. Therefore a simplified building model developed in Modelica has been used (based on the “one node model” described in VDI 6020 [9]). The simulation results (heat demand profiles and temperatures) were validated with monitoring data from similar buildings in other sections. For the thermo-hydraulic system calculations, the simulated data were used together with measured data from the building stock in the investigated cluster. The output were energetic KPIs, especially the new return temperature, new volume flow rates and new heat demand from the supply line.

CASE STUDIES DESCRIPTION

The investigated section of the district heating network is located in the city of Vienna. The closely meshed ring network is divided into a primary network to which all supply unit systems (heat and power plants) are connected, and in numerous secondary networks.

The primary network has a pipeline length of about 560 km. The flow temperature is controlled according to the outside temperature between 95 °C and 160 °C. The secondary networks (around 630 km) are supplied by the primary network and operated between 63 °C and 95 °C.

The considered grid section (a secondary network) in Vienna consists of 5 apartment block consumers. Currently all buildings are connected via a “standard” connection to the supply line of the secondary network. The area is connected in the west to the primary heating network via a transformer station (GUFO). There is no ring closure and as a consequence, the flow direction in the secondary network is unique (west to east for the supply line). Thus, the use of the return is in principle possible without the risk of flow reversal and short circuits. Considering the fact that in the west side there is a large empty field, there is the possibility
in the future that new buildings at this point could be built. In Figure 4 the topology of the network section is shown.

Figure 4: network section and consumer locations

It was examined if a possible new LTC could be supplied at this point from the return line, and the effect on the secondary network, in particular on the return temperature. The heated gross floor area of the possible new LTC is assumed to 8,500 m². This corresponds to 100 residential apartment units which should be supplied with heat via floor heating systems in order to scope with the lower supply temperatures. The design heat load is \( \approx 33.2 \text{ W/m}^2 \) without DHW preparation and 45.4 W/m² incl. DHW preparation. The annual heat demand is \( \approx 640 \text{ MWh} \). The return temperature is calculated as a mixed temperature from space heating return and DHW preparation return. The return temperature of floor heating is considered at the district heating side of 35 °C. The return temperature and tap profiles were simulated and validated by measurement data. To investigate the effects of a return line connection of a new LTC, 3 scenarios were considered according to Figure 2 c) which are each compared with the current status. In Figure 5 the schemes of the connections are shown.

SCENARIO DESCRIPTION AND RESULTS

Reference scenario - Status quo (as comparison scenario)

In order to compare the scenarios developed, the status quo was analysed for the selected building cluster. The HTC are connected to the grid (standard supply connection) and no LTC is connected (see Figure 5 up left). From the measurement data the heat demand of the already existing HTC is approximately 2,400 MWh. The maximum peak load reaches values of around 830 kW. The supply temperature in the observed section is depending on ambient temperature and is controlled between 63 °C and 90 °C. Throughout the year, the average supply temperature is \( \approx 65.7 \text{ °C} \) and the average return temperature at the beginning (west end) of the section is \( \approx 53.5 \text{ °C} \). The average flow rate is about 18.4 m³/h. The maximum flow rate is 34.1 m³/h. The values of the reference scenario are used later for comparison with the other scenarios.

Scenario 1 – Standard connection of the LT-consumer to the supply line

In this scenario, the new LTC is linked via a standard connection to the supply line of the district heating network (see Figure 5 up right). From the measurement data the heat demand of the already existing HTC is approximately 2,400 MWh. The maximum peak load reaches values of around 830 kW. The supply temperature in the observed section is depending on ambient temperature and is controlled between 63 °C and 90 °C. Throughout the year, the average supply temperature is \( \approx 65.7 \text{ °C} \) and the average return temperature at the beginning (west end) of the section is \( \approx 53.5 \text{ °C} \). The average flow rate is about 18.4 m³/h. The maximum flow rate is 34.1 m³/h. The values of the reference scenario are used later for comparison with the other scenarios.

Scenario 1 – Standard connection of the LT-consumer to the supply line

In this scenario, the new LTC is linked via a standard connection to the supply line of the district heating network (see Figure 5 up right). From the measurement data the heat demand of the already existing HTC is approximately 2,400 MWh. The maximum peak load reaches values of around 830 kW. The supply temperature in the observed section is depending on ambient temperature and is controlled between 63 °C and 90 °C. Throughout the year, the average supply temperature is \( \approx 65.7 \text{ °C} \) and the average return temperature at the beginning (west end) of the section is \( \approx 53.5 \text{ °C} \). The average flow rate is about 18.4 m³/h. The maximum flow rate is 34.1 m³/h. The values of the reference scenario are used later for comparison with the other scenarios.

In this scenario, the new LTC is linked via a standard connection to the supply line of the district heating network (see Figure 5 up right). From the measurement data the heat demand of the already existing HTC is approximately 2,400 MWh. The maximum peak load reaches values of around 830 kW. The supply temperature in the observed section is depending on ambient temperature and is controlled between 63 °C and 90 °C. Throughout the year, the average supply temperature is \( \approx 65.7 \text{ °C} \) and the average return temperature at the beginning (west end) of the section is \( \approx 53.5 \text{ °C} \). The average flow rate is about 18.4 m³/h. The maximum flow rate is 34.1 m³/h. The values of the reference scenario are used later for comparison with the other scenarios.

By supplying the additional consumers the heat demand of the section increases to around 3,030 MWh. The maximum peak load reaches values of around 1,000 kW. The annual profiles of the network section are shown in Figure 7 (the values shown are daily
average values, so the peaks are actually lower than the real peaks).

The supply temperature in the section is not changed and has an average of around 65,7 °C. Since the new LTC is standard connected to the supply line, there is no cascading heat utilization. The average return temperature at the beginning of the section (at the GUFO) is reduced by the new consumer in this scenario due to the LT heating system (floor heating) to around 52,8 °C. The maximum reduction of the return temperature is \(\approx 6,9\) K. The average flow rate in the line increases by around 18 % to \(\approx 21,7\) m³/h. The maximum flow in the line is increases to \(\approx 49,5\) m³/h.

**Scenario 2a: Connection of the LT-consumer to the return line; DHW preparation with standard storage system**

The new LTC is connected in this scenario to the return line of the network. The domestic hot water of the new consumer is prepared in the same manner as the existing consumers (storage system, see Figure 6). For this purpose, supply temperatures of minimum 63 °C must be provided throughout the year (according to Austrian regulations [10] 60 °C are needed to store DHW; additionally a temperature difference of 3 K at the heat exchanger has to be considered). This value is guaranteed by using a 3-way mixing valve which mixes the return line with the supply line of the existing network. In scenario 1 and 2a it is considered the same LTC with floor heating and storage system for DHW preparation, therefore, both scenarios also have the same heat demand or power characteristic (Figure 7). The supply temperature of the new consumer is constant as described above and controlled to a value of 63 °C. Since the new consumer is connected to the return line, there is partial cascading heat utilization due to the mixing of return with supply line. The return temperature at the beginning of the section is reduced by the cascade in this scenario, to \(\approx 52,8\) °C. The maximum reduction of the return temperature is \(\approx 7,8\) K. The average flow rate in the line increases by around 18 % on \(\approx 21,6\) m³/h. The maximum flow in the line is increases to \(\approx 50,6\) m³/h.

**Scenario 2b - Connection of the LT-consumer to the return line; DHW preparation with decentralized fresh water module**

The LTC is connected in this scenario to the return line of the DH network. In contrast to Scenario 2a it is now assumed that the DHW of the new consumer is prepared decentralized with fresh water modules. Furthermore, a buffer storage is integrated to smooth heat load peaks, see Figure 8. Even in this scenario sufficiently high supply temperatures must be provided. In this case, considering that no drinking water is stored, temperatures of 55 °C are sufficient. Since the buffer is separated hydraulically with a heat exchanger from the network supply and due to the temperature difference of the heat exchanger, \(\approx 60\) °C is required as supply temperature. This temperature is achieved as in scenario 2a by mixing the return with the supply line of the existing network. The return temperature of the DHW preparation is assumed in operation to be 35 °C (district heating side). At time when there is no consumption, the pipes in the building will be kept warm by a bypass to quickly provide the desired temperatures. This results in a return temperature of \(\approx 45\) °C outside operating hours.

Since the new consumer is connected to the return line of the secondary network mixed with supply line, it comes here to partial cascading heat utilization. In this scenario, the return temperature at the beginning of the section (GUFO) is reduced to \(\approx 51,7\)°C. Due to the decentralized DHW preparation the reduction is higher in the summer period by \(\approx 9,6\) K. The average volume flow rate in the line increases by only about 8 % to \(\approx 19,9\) m³/h. The maximum volume flow in the line in comparison to the reference scenario increases to \(\approx 40,6\) m³/h.
In the presented study, the new LTC is connected with a heat exchanger. In some cases it is also possible to connect consumers directly to the secondary network (without separating exchanger). In these cases, the temperatures can be lowered even further, as there would be no temperature difference of the heat exchanger, thus allow to go to lower return temperatures.

**Scenario 3 – Connection of the LT-consumer with a 3-pipe-system**

In this scenario, the LTC is connected to the secondary network with a 3-pipe-system. One pipe supplies the building from the return line of the secondary network. This pipe is used for space heating. A second pipe is connected to the supply line of the secondary network and is used for DHW preparation, which is prepared by means of storage systems, see Figure 6. The third pipe is the return line of the LTC.

The return temperature at the beginning of the section (GUFO) is reduced to approximately 52.1 °C through the cascade (for space heating) in this scenario. The maximum reduction of the return temperature is ≈11.6 K. The average volume flow rate in the line increases by around 13% to ≈20.5 m³/h. The maximum volume flow in the line increases to ≈46.3 m³/h.

**DISCUSSION**

As mentioned above the average return temperatures can be reduced in the investigated section in all scenarios 1-3 compared to the reference scenario 0. The temperatures of the return line of the network section of the different scenarios over the whole year are shown in Figure 9. Especially during the heating season the possible reduction reaches the highest values due to the investigated heat cascades.

The yearly average reduction of the return temperature and the maximum reduction is shown in Figure 10. The results show, that scenario 2b has the highest average reduction over one year, due to the DHW preparation with fresh water modules. Scenario 3 has the highest maximum reduction. This appears in times when only the heating system of the LTC is operating and therefore a full cascaded usage of the heat is realised, due to the 3-pipe-system where the space heating is supplied only via the return line of the network.

In Figure 11 a more detailed view over one week in winter shows the temperature reduction. It can be seen that Scenario 3 including a 3 pipe system leads to the highest temperature reduction in winter times, whereas the temperature reductions in Scenarios 1, 2a/b are similar.

![Figure 10: average and maximum return temperature reduction compared to scenario 0 (status quo)](image-url)

![Figure 11: return temperature profiles in the investigated network section during 1 week in winter (4-hour average values)](image-url)
During summer times the reduction of the return temperature is less than in winter times. Due to the absence of space heating only domestic hot water preparation needs heat from the network. Therefore there is almost no difference in scenario 1, 2a and 3 compared to the return temperature of the reference scenario. Only in scenario 2b a reduction is apparent, see Figure 12. This temperature reduction is due to the decentralized DHW preparation including fresh water modules. As described above, the fresh water modules lead to reduced return temperatures in the DHW preparation, and so reductions can be achieved also in summer times.

Concerning the flow rates Figure 13 shows, that scenario 2b has the lowest increase of flow rate. This is due to the fresh water modules and the high reduction of the (average) return temperature. Therefore only a smaller amount of flow rate is needed to transfer the same amount of heat.

The comparison of the heat flows show, that scenario 3 has the highest amount of return usage compared to the other scenarios, due to the 3-pipe-system and the complete supply of the space heating through the return line, see Figure 14.

In Table the results are summarized. It turns out that through the involvement of the LTC, the return temperatures can be reduced. By cascading heat use (return line use), as well as implementation of fresh water modules for the DHW preparation and alternative interconnections (3 lines pipes), this effect of reducing return temperatures can be further strengthened. It also enables new consumers to be supplied with district heating by only a small increase in volume flow in the pipeline.

The average return temperature reduction in the investigated case study is especially in the summer period low to moderate. Looking on an overall network perspective, the measures have a negligible effect unless implemented to the greatest possible extent. Similar results have been seen in [12]. Nevertheless, also a local return temperature reduction can have benefits as it is explained in the sections before.

For the investigated kind of cascading, following tariff system has been applied already in single cases in some Austrian cities: The standard tariff has two parts: the base price in €/kW and the energy price in €/MWh. If a customer is connected to the return line, for the heat extracted from the return line only the energy price is charged to the customer. For any additional energy that is extracted from the supply line (e.g. via mixing into the local return connection), the base price is added equivalently according to the extracted amount. However, following problem can occur using this tariff system: If the return temperature in the network or in the relevant branch is reduced, the amount of...
additional heat energy extracted from the supply line increases. As a consequence, the customer needs to pay more without the customer’s own fault – and this is not allowed according to Austrian law.

CONCLUSION AND OUTLOOK

In this paper, the indirect cascading of heat between buildings using the return line of a high temperature customer (HTC) via a DH network as a supply for a low temperature customer (LTC) has been investigated using a case study. From the results, following conclusions can be drawn:

- Following technical conditions are required for realising the heat cascading: A sufficient and unidirectional mass flow, the balancing of the demand and temperature profiles between the LTC and HTC as well as measures for guaranteeing supply security such as mixing with the supply line and storages (especially for domestic hot water generation). Also measures for reducing the return temperatures such as retrofitting and hydraulic balancing of the HTC have to be considered.
- One of the main benefits of the investigated heat cascading is the possibility to connect new customers (with low supply temperature demand) to the network, that couldn’t be connected using standard connections due to mass flow restrictions in the branch.
- In suitable network sections with high return temperature reduction potential, the local supply of low temperature sources can be very efficient. By matching the return temperature reduction potentials with potential locations for renewables and industrial waste heat, decisions for investing in local resources and return temperature reduction measures can be supported.
- The effective implementation of heat cascading requires new business models and tariff systems for the customers and also for possible suppliers to the return line. Here, the overall network developments need to be taken into account, e.g. reduction of the temperature regimes, changes in the flow directions etc.

Table 1: overview of results; Reductions and increases always refer to scenario 0 (status quo).

<table>
<thead>
<tr>
<th></th>
<th>S1 supply line</th>
<th>S2a RL + storage system</th>
<th>S2b RL + Fresh water module</th>
<th>S3 3-pipe + storage-system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ø Supply temp. LTC [°C]</td>
<td>65,7</td>
<td>63,0</td>
<td>60,0</td>
<td>SL for DHW, RL for SH</td>
</tr>
<tr>
<td>Ø Return temp. LTC [°C]</td>
<td>49,6</td>
<td>49,9</td>
<td>36,5</td>
<td>48,8</td>
</tr>
<tr>
<td>Ø Return line entire section [°C]</td>
<td>52,8</td>
<td>52,8</td>
<td>51,7</td>
<td>52,1</td>
</tr>
<tr>
<td>Ø return temp. reduction entire section [K]</td>
<td>0,7</td>
<td>0,7</td>
<td>1,8</td>
<td>1,4</td>
</tr>
<tr>
<td>Max. return temp. reduction entire section [K]</td>
<td>6,9</td>
<td>7,8</td>
<td>9,6</td>
<td>11,6</td>
</tr>
<tr>
<td>Heat for the LTC from supply line [MWh]</td>
<td>637</td>
<td>580</td>
<td>438</td>
<td>252</td>
</tr>
<tr>
<td>Heat for the LTC from return line [MWh]</td>
<td>-</td>
<td>57</td>
<td>200</td>
<td>385</td>
</tr>
<tr>
<td>Ø Flow rate entire section [m³/h]</td>
<td>21,7</td>
<td>21,6</td>
<td>19,9</td>
<td>20,5</td>
</tr>
<tr>
<td>Ø Flow rate increase entire section [m³/h]</td>
<td>3,3</td>
<td>3,2</td>
<td>1,5</td>
<td>2,1</td>
</tr>
</tbody>
</table>
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ABSTRACT

To address poor performance of new DH networks in the UK a substation test procedure for individual dwelling substations was developed from the Swedish District Heating Association Technical Regulation F103-7e test. The test aims to 1) determine the performance of individual substations, 2) to demonstrate the impact of other DH design variables on substation performance and 3) to highlight issues arising from poor commissioning. The test uses volume weighted average return temperature (VWART) as the main performance metric and calculates this for DHW generation, space heating and standby, under conditions representative of typical operation. Other analysis has developed average DHW and space heating demand patterns for a typical UK city centre apartment, which allow an annual substation specific VWART to be calculated. The calculated VWART should represent substation operation in use in a typical new build flat.

This paper discusses the generic issues and observations arising from the substation testing and does not comment on individual manufacture performance.

The results show a wide range of substation performance, with significant variation in DHW, space heat and standby performance between substations. The space heating heat exchangers were oversized, for the small UK required heat outputs, in most the substations causing high return temperatures. The performance variation was greatest for the standby functions with substations having very different standby flow, return temperatures and substation heat losses.

The test results have generated significant discussion within the UK DH community and are being used by suppliers to publicise their products. It is hoped this raising of awareness of substation performance will lead to improved substation and DH specification, installation and performance. It is planned for the test standard to be adopted by an independent body and further developed by a committee of DH operators.

INTRODUCTION

Currently District Heating (DH) in the UK supplies less than 1.5% of properties in the UK [1]. Due to building code requirements new DH is being developed at all large developments in London and this has been the case for nearly 10 years now. DH is being developed in other parts of the UK for both new build and retrofit. Much of this DH has been designed and built by engineers and contractors with insufficient knowledge of DH. As a result, many of the new schemes are oversized and have high heat losses. The growing number of poorly performing DH schemes is gaining the notice of consumer protection organisations, despite the relativity small numbers of customers served. These organisations are reporting, ‘Poor design or a lack of insulation can lead to system heat loss, causing unnecessarily high costs and poor thermal comfort for customers’ [2]. The ‘poor thermal comfort’ noted refers to corridors that are uncomfortably hot due to heat losses from DH pipework. The new market opportunity for DH products has led to a large number of substations being offered into the UK market. The problem is that the limited DH knowledge is hampering good substation selection, efficient system design and commissioning to get the best performance from the substation.

The UK Government Department of Energy and Climate Change (DECC) is promoting DH as a route to reduce CO₂ emissions and lower heating costs. DECC has responded to the issues of poor DH performance by offering funds for research into improving DH systems. Using this DECC funding, as part of a larger DH research project, a substation test procedure was developed and 6 of the more popular UK substation substations were tested.

The most common DH setup for new DH schemes in the UK is for individual substations in each residence, the substation having a heat exchanger for instantaneous supply of Domestic Hot Water (DHW) and an indirect connection for the space heating radiators. It is this configuration of substation that the test procedure evaluates.

TEST DEVELOPMENT

There were four aims of the testing:

1) To establish the performance of individual substations
2) To demonstrate the impact of different design decisions e.g. DH flow temperatures and domestic hot water (DHW) temperatures
3) To highlight impacts of other factors that affect overall DH system performance e.g. poorly set up radiators and the scope for some substations to manage this poor setup better

4) Provision of substation performance data for the wider research project.

Points 2 and 3 were included to help develop a wider understanding of the impacts of issues such as choice of DHW flow temperature and the impacts on the overall system efficiency of the operation of substation standby / keep warm functions.

The individual house substation tests from the Svensk Fjärrvärmé (Swedish District Heating Association) Technical Regulation F103-7e [3] was used as the basis for the test standard. The Swedish test was adapted to more typical UK DH operating conditions and extra tests added to explore and demonstrate issues less well understood in the UK. The main changes being the use of fixed DH flow temperatures, lower space heating loads, higher DHW output and removal of most of the pass/fail criteria – the new test explores substation performance and does not certify the substation in any way. Additional test were included to demonstrate the impacts of poor radiator set up, higher DHW temperatures and scope for the substation to deliver more than rated DHW output.

Quantifying substation performance

The key performance criteria are: safe operation, sufficiently fast DHW delivery and low return temperatures back to the network.

1) Safety – the main requirement used, as in the F103-7, was that DHW temperatures should not exceed 65°C for more than 10 seconds.

2) DHW delivery – the substation needs to deliver DHW in a reasonable time and at a reasonably stable temperature. It is difficult to determine what is ‘reasonable’ for either of these parameters. The DHW response time is affected by DH system upstream of the substation and the time to tap affected by DHW pipework volume – both of these being different for every substation installation. Very few mixer taps are set for the full 55°C DHW temperature so the stability of the DHW the user experiences is affected by both the substation and the thermostatic mixer valve.

3) Low return temperatures – the importance of low return temperatures is not universally understood in the UK, hence this objective has a dual purpose of both raising awareness of the importance of reducing return temperatures and providing a metric for individual substation performance. The annual volume weighted average return temperature (VWART) was chosen as it best represents the temperature of most of the return pipework (and therefore heat losses) and the temperature that returns to the heat source (and therefore impacts upon plant efficiency and capacity of thermal storage).

In the UK, substations for individual domestic connections are commonly referred to as ‘HIUs’ - Hydraulic or Heating Interface Units. The UK test standard uses the term HIU throughout the document.

This paper refers to version 1 of the test procedure, a simpler version 2 is to be published in June 2016 which removes some of the tests which were included to inform general DH design discussions. The aim of the test now is to provide a measure of substation performance at lowest test cost.

VWART CALCULATION.

The Volume Weighted Average Return Temperature (VWART) is defined as follows:

$$VWART = \frac{\sum (t_{12} \times q_{1})}{\sum q_{1}}$$

where \( t \) represents each read during the test period (the substation test rig at SP in Sweden records the test data. every second), \( t_{12} \) is the primary return temperature and \( q_{1} \) is the primary flow rate.

The VWART seeks to simulate the return temperature from a typical year of substation operation, for a typical London flat (typical average size of 60 m² [4]). The space heating loads assumed for the VWART analysis are 1450 kWh/yr and the DHW load is 1470 kWh/yr. These heat loads are based on Standard Assessment Procedure (SAP) demand estimates. SAP is the UK Government’s assessment methodology through which domestic building demonstrate compliance with energy efficiency regulations. Analysis of DH customer heat meter data [4] for new flats in London from shows space heat and DHW typical space heat demands of 1900 kWh/yr and DHW demands of 1030 kWh/yr. The heat meter data demonstrating a similar annual heat demand but a different split between the DHW and space heating. The VWART calculation methodology could be followed for different space and DHW heat loads to give a more representative indication of substation performance where heat loads are known to be different from the VWART calculation base assumptions.

Representative demand pattern were then needed for the DHW and space heating use. The Energy Savings Trust [5] had a database of 120 UK properties where the DHW use was monitored on a one minute basis for
a year. From this data a typical pattern of operation could be assessed, and a substation test designed to deliver representative DHW demand conditions. The key issues arising in the DHW demands was the prevalence of short, low flow rate demands. The test rig restricted the number of DHW flow rates to 3 so this imposed an additional constraint. The DHW component of VWART is based on the usage pattern as in Table 1.

<table>
<thead>
<tr>
<th>Flow Rate (litres/min)</th>
<th>Estimated Annual Demand (kWh)</th>
<th>Number of events per year</th>
<th>Average Duration (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>729</td>
<td>10,000</td>
<td>30</td>
</tr>
<tr>
<td>10</td>
<td>297</td>
<td>660</td>
<td>75</td>
</tr>
<tr>
<td>13</td>
<td>444</td>
<td>300</td>
<td>145</td>
</tr>
</tbody>
</table>

The substation test and VWART calculation includes data for the 60 seconds after the DHW draw off ceases as this then incorporates into the data the impacts of any delayed shutting of the DHW control valve.

The distribution of 1 kW, 2 kW and 4 kW space heating loads are based on analysis of Guru Systems [6] collected consumer heat meter data for a typical modern high-rise residential block in London as in Table 2

<table>
<thead>
<tr>
<th>Space Heating Load (kW)</th>
<th>Estimated Annual Demand (kWh/year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>98</td>
</tr>
<tr>
<td>2</td>
<td>787</td>
</tr>
<tr>
<td>4</td>
<td>565</td>
</tr>
</tbody>
</table>

During those times of the year when no space heating is required, or at times when no domestic hot water is being drawn off, it is common on UK substations that various types of temperature-holding functions come into operation. These functions ensure that domestic hot water will be quickly available and provide a background flow rate on the DH network to keep the network warm. The VWART calculation assumes that for all periods that DHW is not being drawn or the space heating is operating the substation is in standby / keep warm.

The VWART calculations are based on a DH flow temperature of 75°C, DHW at 55°C and the space heating operating at 70°C flow and 40°C return. 70/40°C are the currently recommended maximum operating temperatures for space heating in the UK [7].

The substation test procedure and VWART calculation methodology documents are available at [www.fairheat.com](http://www.fairheat.com) via a link from [www.carbonalternatives.com](http://www.carbonalternatives.com)

THE TESTS.

The following tests were undertaken. Unless otherwise stated all tests were at 75°C DH flow temperature, space heating secondary at 70°C flow and 40°C return, DHW supply temperature at 55°C and dP across the substation of 0.5 bar.

- Space heating performance at 1, 2, and 4 kW used in VWART calculation
- DHW at flow rates for VWART calculation and at peak 40 kW output
- Standby – the standby test measured the DH temperatures and flowrates for an eight hour standby period
- DHW Response time – how quickly was DHW generated by the substation after the eight hour standby period
- DHW at 50°C and 60°C delivery temperatures
- Performance of DHW and space heating at 65°C DH flow temperatures and secondary system at 60/35°C
- Performance of substation using 2 kW of radiators not commissioned to deliver 40°C return temperatures - a common occurrence in the UK
- Scope for substation to rectify poor radiator setup
- Maximum DHW output, what kW output of DHW can be delivered if DHW temperature is allowed to drop below setpoint
- Low DHW flow – to ensure the substation can control DHW temperatures at low flow rates and not exceed safe DHW delivery temperature
- Combined DHW and space heating demands and the combined demands at higher primary differential pressure.

Not all of the tests undertaken are commented on in this paper.
Table 3 Overall VWART results

<table>
<thead>
<tr>
<th>Substation</th>
<th>Overall VWART (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>47</td>
</tr>
<tr>
<td>B</td>
<td>44</td>
</tr>
<tr>
<td>C</td>
<td>45</td>
</tr>
<tr>
<td>D</td>
<td>35</td>
</tr>
<tr>
<td>E</td>
<td>23</td>
</tr>
</tbody>
</table>

**VWART RESULTS**

The results are presented as substations A-E, without the manufacturers being named. The intention of this paper is to discuss the generic issues and observations arising from the substation testing and not comment on individual manufacture performance. The tests are for one particular substation model supplied by each supplier/manufacturer and so are not necessarily representative of all substations from that supplier. The test reports which detail the manufacturer and model of each substation tested are available at [www.fairheat.com](http://www.fairheat.com) or via a link from [www.carbonalternatives.com](http://www.carbonalternatives.com)

The overall calculated VWARTs for the substations tested are shown in Table 3 and varied between 23°C and 47°C.

To understand the substation VWART it helps to break the VWART down into the DHW, standby and space heat component VWARTs and associated annual volumes. These are shown in Figure 1 and Figure 2.

**DISCUSSION**

**Standby**

To those less experienced with this type of substation the magnitude of the impacts of the standby operation is a surprise. In the author’s experience it is rare for a UK substation procurement specification to detail substation performance during standby. It follows that the designers are unlikely to be considering the DH system performance during periods when the substations on standby are the predominant system load. The standby performance is also the component that varies most between substations, with a wide variation in the volume weighted return temperatures (24 to 52°C), the annual volume of primary flow (4 to 90 m³/yr) and the heat loss as shown in Table 4. It is hoped the substation testing will raise the designers’ and specifiers’ awareness of the importance of substation standby operation.

<table>
<thead>
<tr>
<th>Substation</th>
<th>Average DH return (°C)</th>
<th>Flow rate (l/hr)</th>
<th>Heat loss (Watts)</th>
<th>Average DH flow (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>54</td>
<td>11.5</td>
<td>79</td>
<td>58</td>
</tr>
<tr>
<td>B</td>
<td>49</td>
<td>7.3</td>
<td>25</td>
<td>51</td>
</tr>
<tr>
<td>C</td>
<td>48</td>
<td>10.1</td>
<td>96</td>
<td>58</td>
</tr>
<tr>
<td>D</td>
<td>42</td>
<td>6.2</td>
<td>53</td>
<td>53</td>
</tr>
<tr>
<td>E</td>
<td>25</td>
<td>3.9</td>
<td>33</td>
<td>39</td>
</tr>
</tbody>
</table>

The keep warm operation varied between the substations with two of the substations tested pulsing the DH flow to keep the substation hot with cycle time ranging from 30 minutes to 3 hours. The other substations settled down to a constant steady trickle DH flow.

The standby/keep warm performance should be considered along with the DHW response times as reported in Table 5. The response time is the number of seconds the substation takes to deliver DHW to the substation DHW outlet after the substation has been standing by / idling for 8 hours.

It could be expected that warmer standby temperatures would increase the speed of delivery of the DHW, but increase heat losses from DH network and substation.

**Figure 1 Components of VWART and overall VWART**

**Figure 2 Annual component volumes for an individual substations**
The test results in Figure 3 show this is not necessarily the case. The DHW response time, the return temperature and the standby flow rate all need to be considered to optimise the standby design and DHW delivery speed. There are clearly substations with better standby configurations. There also is a range in the DHW delivery times and this also varies for different target DHW temperatures, so it is important to consider what DHW temperature it is best to use in any response time performance assessment – e.g. Substation D is the fastest to deliver 42°C but the slowest to 55°C.

The testing shows a wide variation in the substation heat losses. Clearly the lower the substation standby heat losses are the better as this will reduce unwanted heat gains and reduce the customers’ bills – the heat meters in the substation will be recording a significant proportion of these losses. The heat losses are a function of the temperature of the DH water in the substation and the effectiveness of the substation insulation. To be effective the insulation needs to totally surround the hot components, this is where the pipe insulation approach fails as all the joints, elbows, valves, strainers etc are not insulated – only the relatively short elements of pipe in between all the fittings tend to get insulated. For this reason some manufacturers have moved to insulating the substation outer casing, so the air inside the substation warms up and then the heat losses from the components is minimised, but for this to work the case needs to be air tight – which is not the case for some of the substations as shown in Figure 4. Additionally on this substation the back half was an uninsulated steel box which also supported the incoming pipework with no thermal break incorporated between hot pipework and case. These details will also increase the heat losses from the substation.

SPACE HEATING

Figure 1 and Figure 2 show the space heating VWARTs to be higher than expected based on a 40°C secondary return temperature with the primary return ranging from 49 to 57°C.

Figure 5 shows the data from the 1, 2 and 4 kW space heating load tests which are used in the VWART calculation. For this test the DH flow temperature was 75°C, the secondary flow temperature 70°C and secondary return 40°C. The space heating performance of the substations was poor as many of the substations showed large temperature differences between the secondary and primary return temperatures. Analysis of the heat exchangers sizes using manufacturers’ heat exchanger performance software shows the heat exchangers to be over sized for the low flow rates of these low heat demands and
30°C temperature differences. The author suggests three issues are driving this oversizing – overestimation of peak space heat loads, insufficient awareness of the poor performance of significantly oversized heat exchangers and the lack of rigorous monitoring of the performance of installed substations.

DHW TESTS

VWART results

There are a range of VWARTs arising from DHW production too. In particular Substation C stands out in Figure , the control of the DHW heating in this substation is primarily based on the DHW flow rate – but the valve design is optimised for a specific DH flow temperature and DHW temperature, not the 75°C DH flow and 55°C DHW temperatures of the test. Under the test conditions the DHW was overheated and then reduced in temperature by a thermostatic mixing valve in the substation. Substation C generated lower return temperatures during DHW production at lower DH flow temperatures – which is counter to heat exchanger theory, because the lower DH temperatures were closer to those the valve control was designed for. Another observation from Substation B is shown in Figure 6, which is part of the dynamic test that is used to provide the VWART calculation. the substation performance during DHW generation is good, delivering a sub 20°C return temperature, but when the DHW demand stops at 200 seconds the control valve takes 40 seconds to close and during this period the return temperatures rises, as the primary continues to flow lifting the overall DHW VWART to 27°C

Peak Load DHW test

The DHW tests done at the peak load of 40kW, detailed in Table 6, showed a range in return temperatures and resultant primary delta T (dT). At 55°C DHW temperature and a cold water supply temperature of 10°C, the best substation has a primary dT of over 55°C the worst 43°C, so the flowrate is 32% higher at the lower dT. Typically reducing a pipe by one size reduces capacity by 36%, so in many cases the best performing substation could potentially be supplied with a service pipe one size smaller than the worst performing substation (the peak DHW load is the dominating pipe sizing factor for the pipework close to the substation). Typically a pipe one size smaller at the same temperature loses 10% less heat [8].

Maximum DHW output

In the UK a DH specification commonly requires over 50 kW of DHW from the substation. This is excessive, there are millions of UK homes with instantaneous gas water heaters [9] which have a DHW output of under 35kW and it is common in countries where DH is widespread for the required DHW to be below 35 kW. For example the Swedish F103-7 certification and the standard for Arhus in Denmark is for the substation to deliver 32.5 kW DHW [10]. The 40 kW test point was a conscious decision to try to reduce the size of the peak DHW output mainly to allow reduced service pipe size. The physics of heat exchangers will allow higher heat transfer if the return temperature is allowed to rise, so a
test was included to explore how much DHW could be drawn from the substation by increasing the differential pressure across the substation, allowing the DHW temperature to drop and the return temperature to rise. Analysis of heat meter data shows very few demands over 40kW [6]. This should give confidence to specifiers to lower the peak DHW requirements for substations, safe in the knowledge that if the DHW demands did exceed 40kW they would be supplied with little impact on the customer.

The test aim was to increase the DHW flow rate until the DHW supplied dropped to 10°C below the DHW set point of 55°C. The logic behind this is that most DHW outlets are thermostatically limited to lower than 50°C or the mixer tap is set to lower than the maximum DHW temperature so the end users would be unaware that the DHW temperature had dropped. The results are shown in Table 7. Unfortunately despite increasing the cold water supply pressure the pressure drop on the test rig was too high to enable sufficient flow to get the DHW temperatures to drop by 10°C. But the results still demonstrate that all of the substations can significantly over deliver on the DHW output with very limited reduction in DHW temperature – indicating that actually a far higher flow rate could be delivered at a 45°C DHW temperature.

CONCLUSIONS

The testing clearly shows performance differences between substations. The simplicity of the VWART as a benchmark of substation performance is having an impact – with manufacturers starting to publicise the VWART figure for their substations. Most of the manufacturers have made or brought forward planned substation improvements as a result of the testing. The hope is that the VWART may become part of the specification of substations, but time will tell if this occurs.

The testing is bring into focus the requirement for and design of standby / keep warm systems.

<table>
<thead>
<tr>
<th>Table 7 Maximum DHW output from substations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max DHW output</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Substation A</td>
</tr>
<tr>
<td>Substation B</td>
</tr>
<tr>
<td>Substation C</td>
</tr>
<tr>
<td>Substation D</td>
</tr>
<tr>
<td>Substation E</td>
</tr>
</tbody>
</table>

Substations A, B and E had electronic controls and substations C and D were purely mechanical. The tests undertaken shows that both approaches can perform well.

It is planned that the management of the test procedure will move to a suitable independent organisation within the UK and then be further reviewed and developed by a representative body of DH system operators.
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ABSTRACT

Heat control can reduce the return water temperature, playing an essential role in efficient heating system. On-off valve with simple action and low resistance is more reliable and durable than the common thermostatic valves, especially in Chinese network whose circulating water is in bad quality. In this article, we explore the relation between the on-off time and return water temperature, which is further used to raise a new control strategy. The strategy can prevent the hot water flowing into the return pipe so that keep the return water at low temperature. Some corresponding devices have been applied in serval apartments and their performance achieves the expectation to reduce the return water temperature. Furthermore, some other methods that can even reduce the temperature are proposed based on this control strategy, which show the good prospects for development.

INTRODUCTION

Heat control plays an essential role in efficient heating system. It saves energy via three methods: preventing over-heating, reducing circulating flow, and decreasing the return water temperature. Firstly, many researches have illustrated the energy saving potential in preventing over-heating by improving the heat control performance. Through some surveys on the district heating systems of China, it is indicated that 10%~15% of the heat consumption is unnecessary because of the over-heating [1]. In some case studies, energy consumption has more than 10% reduction potential by using thermostatic radiator valves [2], [3]. Secondly, heat control can eliminate the hydraulic unbalance between users, which can decrease the water flow and thus save the electricity consumption of water pumps. Thirdly, low return water temperature can also be achieved by heat controlling. The low return water temperature contributes to increasing the efficiency of heat sources, especially the renewable energy or waste energy such as the geothermal heat and industrial waste heat, because they usually stay in low-grade [4], [5]. However, the effect on reducing return water temperature by heat control methods is not well explained, but as more and more low-grade energy become the heat sources of heating system, it will attract more and more attention.

Nowadays, heat control devices are not commonly used in Chinese urban heating systems. One reason is the charging mechanism. In most district heating systems of northern China, heating is still charged by floor area. Users has no enthusiasm to save heating energy, but on the contrary, prefer to open the windows since it can adopt more fresh air. The other reason is the bad water quality in secondary network. The water mingled with soil and corrosion not only hinders the operation of the heat control devices but also shorten their life. Most thermostatic valves that are installed in new apartments are found being jam-up in one or two years and they will be finally removed as useless resistance components. Both of the above two problems should be solved for advancing energy saving in heating systems, especially the latter, which also is the basis for applying new charging mechanisms.

Some researchers proposed to use on-off control because of its reliable and durable performance even in bad-quality water. According to serval pilot application case study, the on-off control can keep the indoor temperature around the target temperature and few meets failures during the long-time track testing [6], [7].

The reliability and the heat control ability of the on-off control have been investigated in former researches. However, the effect on reducing the return water temperature is still not clear. In this paper, we explore the relation between the on-off control strategy and return water temperature. We propose a new strategy for the on-off control which will be applied in several apartments. Through an experiment, the performance of the new control strategy is revealed.

THEORY

Different from the flow control valves, on-off control valves have two work status. When the valve is “off”, the water stays in the terminal and gradually cools as the heat is emitted. And when it is “on”, the cool water will firstly drain out and then followed by the hot water. The return water is a mixture of cold water and hot water. Its temperature is decided by the volumes and the temperatures of the two flows. In general, the temperature of the hot water is higher than that of the cold water, since it flows faster through the terminal and has shorter time for heat transfer. Therefore, the mixed return water temperature will be between the temperatures of the hot water and the cold water. Furthermore, the more the hot water is mixed, the higher the return water temperature will be.
The main factor that decides how much hot water flows out is the "on" time. The longer the "on" time is, the more the hot water flows out, resulting in higher return water temperature. For explaining relation between the "on" time and the return water temperature, we built a model to simulate the control process. As it is shown in Figure.1 (left), a terminal is assumed to be installed in a room. The indoor temperature is set at 20°C and the supply water temperature is at 50°C. The terminal model is dispersed into several parts along the water flow. In each part, the inside water temperature will change according to the energy input and output. The energy balance equation can be described as (1) and (2).

\[
\rho c_p V_1 (T_{1i} - T_{1i-1}) = \rho c_p V_2 (T_{1i-1} - T_{1i-2}) - Q_{f1i-1}\quad (1)
\]

\[
Q_{f1i} = K F_i (T_{1i} - T_{1i-1})\quad (2)
\]

where \( \rho \) and \( c_p \) are separately the density and specific heat of the water, \( V_1, T_1, K, F_i \) and \( Q_{f1i} \) are separately the volume, temperature, heat transfer coefficient, heat transfer area and emitted heat of the part terminal \( i \), \( t \) means the time of the process, \( G \) is the water flow.

In this model, the on-off control can be simulated by changing the water flow \( G \) as the time changes \( \tau \). When the valve is on, the water flow is set at 83cm³ per sec, which needs around 4 min to fulfill the 20L terminal, while the valve is off, the water flow is 0. The K and F of the terminal are separately 6.7W/(m²K) and 3m² according to steel column radiator.

The heat demand of the room is set at 0.51W. When the "on" time changes, the on-off cycle period will change as well so that keep the heat supplied stably. The relations between the "on" time and on-off cycle period as well as the return water temperature are shown in Figure.2. It can be seen that the return water temperature reduces as the "on" time shortens. The lowest return water temperature is achieved when the "on" time is 4 minutes. 4 minutes is the time that the cool water needs for flowing out from the terminal according to the model setting. When the "on" time is longer than 4 min, there are more or less hot water flowing into the return water pipe and mixing with the cold water.

The "on" time will affect the return water temperature because the hot water will mix with the cold water and then rise the return water temperature, but has less impact on the heat control performance because the quantity of the supplied heat can be adjusted by changing the on-off cycle period. Therefore, even though the existing strategy can well control the heat supplied, the strategy still needs to be modified for reducing the return water temperature.
The 15th International Symposium on District Heating and Cooling
September 4-7, 2016, Seoul, Republic of Korea (South Korea).

ON-OFF CONTROL STRATEGY
The modified strategy can control the “on” time. As shown in figure 3, three devices are designed for implementing the new strategy: a temperature controller, a temperature sensor, and an automatic control on-off valve. The temperature controller will be placed in the room to detect the indoor temperature and accept the set temperature. The temperature sensor will be placed on the return water pipe to detect the return water temperature. The on-off valve will be installed on the pipe before or after the terminal, which can control the water flowing according to the information from the temperature controller and the return water temperature sensor.

The new control logic is explained in figure 4. It can be divided into two processes. One is to control the indoor temperature by adjusting the on-off cycle period. When the indoor temperature is higher than the set temperature, the period will increase, otherwise it will decrease. The other process is to reduce the return water temperature by shortening the “on” time. However, the “on” time should not be shortened unrestricted. We set a minimum on-off cycle period to limit it. When the on-off cycle period decreases lower than the minimum, the “on” time will increase. In fact, too short cycle period leads to frequent operation of valve which should be prevented.

EXPERIMENT
The experiment about the new strategy is in a seven floor residential building. As shown in figure 5, two apartments locate in one floor. They have the similar layout, since the indoor heating systems are built by the developers. There is a water separator (collector) in each apartment, separating (collecting) the water into (from) seven loops of floor-heating terminals who take charge of the heating of different rooms.

The on-off control valves are installed in the piping shaft before the water separators, which can control the water flowing in/out one apartment. The temperature controller is placed in the living room and the set temperature can be changed by user. Two temperature sensors are separately placed on the supply water pipe and return water pipe. They measure and record the temperature during the testing period.

The “on” time is calculated by the testing data. During the on-off valve operating, the temperature change that is measured from the supply and return water pipes are shown in figure 6. Even the “on” time is set at 7 minutes, but the actual “on” time is around 5 minutes. This is because of the delay of the valve operation. The valve used in this experiment is thermo-motive. There is a component that will deform when heated with electricity or cooled without electricity, driving the valve to change the on-off status. After the “on” or “off” instruction is sent out, the valve status will change a few minutes later. Therefore, the “on” time is not between the on instruction and off instruction, but from the supply water temperature rise to decline.

The experiment lasts from 10th April to 16th. The change of the outdoor temperature is shown as figure 7. From 11th afternoon to 14th afternoon, the outdoor temperature stays around 15°C, so it can be assumed that the heating demand of the apartments has no significant change. Thus the testing data during these three days are picked out for analysis. Besides, apartments of 4th floor west and 5th floor west are chosen as typical samples.
Both the measured temperature and set temperature of indoor air are recorded. The set indoor temperatures of the 4th floor west and the 5th floor west are separately 25°C and 26°C. Under the new heat control strategy, whenever the “on” time changes, the indoor temperatures can always be kept around the set temperatures, which proves the new strategy has good performance in heat control and the changing of “on” time will not influence the heat control performance.

When comparing the return water temperature as the “on” time changes, the conclusion from the theoretical analysis is proved. As it is seen from the 5th floor west apartment, the “on” time increases from approximately 3min 20sec to 7min in 12th afternoon and then decreases to around 4min 30sec in 13th afternoon. The return water temperature rises from 27°C to 28.5°C and then decreases to 27.6°C. It must be mentioned that the return water temperature is calculated by the average of the measured temperature during the “on” time. The testing data proves that the longer the “on” time is, the higher the return water temperature will be. In addition to the two samples, the data of many other apartments shows the same relation.

In addition to the “on” time, some other factors that will affect the return water temperature can also be found. One of the factors is the hydraulic unbalance inside the apartment. Different loops of floor heating pipes have different length, so the time for draining out the cool water is not the same among different loops. As it is shown in figure.9, when the seven loops inside an apartment is controlled by one valve, the return water temperatures do not change synchronously. When the left water still remains, the fresh water has flown out from some loops. In the experiment, the loops of 5th floor west have been balanced by manual adjusting, while those of 4th floor west have not. As shown in figure.8, the return water temperature of 5th floor west is lower than that of 4th floor west, implying that the hydraulic balance inside the apartment has effect on reducing return water temperature.

The other factor is the indoor temperature. The 2nd floor west apartment is a sample without heat control device. During the testing period, its indoor temperature has reach to 29°C and its return water temperature is higher than 40°C (Figure.10). Both the indoor temperature and return water temperature is much higher than the apartments with heat control devices. Implementing heat control devices and encouraging users to decrease the set temperature is also necessary in reducing the return water temperature.
Figure 7. Outdoor temperature during the testing period

Figure 8. Testing data of two apartments (left: 5th floor west; right: 4th floor west)
CONCLUSION

On-off valves are more reliable and durable than the other thermostatic valves when working in bad quality water. This paper explores the strategy on controlling the on-off valve in order to reduce the return water temperature.

The relation between the “on” time and return water temperature is revealed in theory. A model is built for simulating the operating state under different heat control strategies. The result shows that the more the “on” time is, the higher the return water temperature will be, because more hot water flows into return water pipe and mixes with the cool water as the “on” time rises. For reducing the return water temperature, the “on” time should be shortened for preventing the hot water flowing into the return water pipes.

A new heat control strategy is proposed for reducing the return water temperature. The “on” time is adjusted at the time that the cool water needs for flowing out of terminal. The hot water will be kept in the terminal until the next “on” time arrives. The on-off cycle period can change for regulating the heat supplied so that control the indoor air temperature.

This new strategy has been applied in new device. An experiment is conducted in some apartments of a residential building. The return water is kept at lower temperature after the devices installed. The testing data also shows that as the “on” time increases, the return water temperature rises. It proves effect of the heat control strategy.

Furthermore, it can be found in the experiment that the heat control strategy is not the only factor that affects the return water temperature. Some other factors such as the hydraulic unbalance and indoor temperature should be concerned. How to keep the return water at lower temperature still needs further research.
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ABSTRACT

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, prolonging the investment return period.

The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were compared with results from a dynamic heat demand model, previously developed and validated by the authors.

The results showed that when only weather change is considered, the margin of error could be acceptable for some applications (the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and improve the accuracy of heat demand estimations.

INTRODUCTION

District heating networks are commonly proposed in the literature as an environmentally friendly solution for providing heating services for urban environment. Centralized heat production located outside municipalities, utilization of renewable heat sources (biomass, solar, geothermal etc.) and comfort for the consumers are usually stated as the main benefits of such systems. The subject has been widely researched in several scientific reports [1-4]. The conclusions were that the district heating should be considered as an essential cost effective technology for the EU energy system decarbonisation. The construction of such infrastructure requires significant investments costs, which are returned through the heat sales. However, due to the changed weather variables caused by the climate change, the amount of heat required to maintain comfort indoor conditions could decrease in the future. Additionally, new governmental policies that tackle the refurbishment of the existing building stock (such as EPBD - Energy Performance of Buildings Directive, or the Directive 2010/31/EU), along with the implementation of advanced construction and insulation for new buildings, could decrease the heat loss through the building envelope. Consequently, heat demand could decrease even further. Thus, modelling the future heat demand evolution in the decades to come could be the crucial aspect for assessing the district heating networks construction/expansion project feasibility.

The impact of climate change on building heat demand was already addressed within the existing bibliography. Based on the study scale and weather scenarios considered, these studies can commonly be categorised into three major groups:

- **Building scale, one location** – one representative building was selected for the location studied, with weather scenarios developed based on the local climate [5-6];
- **Building scale, multiple locations** - one representative building from the national building stock was selected, with weather scenarios developed for all major climate types found within that particular country [7-10];
- **Large scale (district/city/country level)** – methodologies developed were applied on a large building sample (that vary in both type and construction period), with single or multiple weather scenarios considered [11,12];
Within these studies, to calculate the heat demand, the authors either used detailed simulation software such as Energy Plus and TRNSYS (for the case studies on a building scale), or estimations based on the statistical data (for large-scale case studies). However, urban environment is usually consisted of various building types originating from different construction periods that can differ significantly in both size and geometry. Thus, up-scaling the heat demand calculated for a representative building or downscaling the demand calculated on a statistical basis could provide misleading results. Consequently, this motivated the authors of the present study to develop a dynamic model that is capable of calculating heat demand for a large number of buildings without significant calculation time or computing power required, and that is yet able to take into account all significant building properties (geometry, thermal properties, occupancy profiles etc.). The dynamic aspect is particularly important from the district heating network operator point of view (for the production units and storage optimisation). Model description, validation and possible limitations were described in detail within the previous publications by the authors [13, 14].

However, the model requires multiple input data for each building within the district. For the previous case study [13], input data was obtained by using different tools (such as Geographical Information System (GIS), Light Detection and Ranging (LiDAR)), bibliography, as well as local municipality database. Since the source and data availability can vary from one location to another, the margin of error for using a less complex approach (that requires less detailed inputs) for estimating the heat demand in the future is considered within this study.

Heat demand - outdoor temperature function (Fig.1) is commonly used to represent the dependency of energy consumed in buildings on the outdoor temperature. The main assumption in this approach is that the energy demand for heating use the same set-point temperature over the year, and that the change in energy demand corresponds to a change in the outdoor temperature (i.e., sensible heat exchange through the building envelope has significantly higher impact on energy demand compared to other heat losses/gains such as heat gain from the occupants/lighting/appliances and infiltration loss). In the study of Hekkenberg et al. [15], the authors suggested that the function angles could prove to be suitable for expressing the change in heat demand caused by the climate change in the future. This V-shaped linear symmetric relationship between the building energy demand and outdoor temperature was also addressed in the paper of Brown et al. [16]. The authors addressed both linear symmetric and non-linear asymmetric relationships between temperature and energy use in buildings, as well as semi-parametric and non-parametric models. However, the authors focused on the electricity demand for meeting the cooling demand (due to a higher non-linearity in electricity consumption-outdoor temperature correlation compared to heating). Additionally, building renovation was not considered.

The main scope of this study is to assess the feasibility of using the heat demand-outdoor function for heat demand forecast on a district scale, taking into account climate and building renovation scenarios for the future.

**METHODOLOGY**

Primarily, heat demand was calculated on an hourly basis for each building within the district (for the reference district state and weather scenarios) by using RC (resistance-capacitance) model based on the thermo-electrical analogy. With the reference district heat demand calculated, the heat demand – outdoor temperature function for each building was expressed as:

\[
Q_{b,j,h} = \alpha_{j} \cdot t_{b,j} + \beta,
\]

where \( Q_{b,j,h} [W] \) is the hourly heat demand of the \( i \)-th building for the regarded \( j \)-th hour, \( Q [W/°C] \) and \( \beta [W] \) are the function slope and intercept (respectively) for the corresponding \( i \)-th building, and \( t_{b,j} [°C] \) is the outdoor air temperature for the regarded \( j \)-th hour.

Three future weather scenarios were created by using the CCWeather Generator tool (developed at the University of Southampton) for morphing reference .epw weather files. The software uses the .epw files as a primary input. Other required inputs are the output
climate scenario files (for A2 family of IPCC scenarios) from the HadCM3 (Hadley Centre Coupled Model, version 3) - coupled Atmosphere-Ocean General Circulation Model (AOGCM) developed at the Hadley Centre located in the United Kingdom. As an output, CCWorldWeatherGen produces morphed weather data for three years: 2020, 2050 and 2080. However, within this study, obtained results were used to develop three weather scenarios: low scenario (weather data calculated for the year 2020 is used as the weather data for the year 2050), medium scenario - weather data calculated for year 2050 is used as the weather data for the year 2050) and high scenario (weather data calculated for year 2080 is used as the weather data for the year 2050). For all three scenarios, weather data for the years 2020, 2030 and 2040 was linearly interpolated between the values for a reference year (2010) and the values for the year 2050. We found that our low, medium and high scenarios correspond to RCP2.6, RCP6.0 and RCP8.5 IPCC (Intergovernmental Panel on Climate Change) scenario (respectively), within the range of uncertainty defined within the IPCC report [17].

Additionally, three district renovation paths for the future were developed to account different depths of district renovation (i.e. the amount of building renovated) and levels of building renovation (different levels of building envelope improvements). Three main criteria were considered for renovation scenarios:

- **Building selection criteria** – defining which buildings are renovated;
- **Renovation depth** – defining the amount of buildings renovated out of the total buildings selected by the first criteria;
- **Renovation level** - level of improvement in the building envelope that defines new thermal properties;

Finally, for each year considered in scenarios (2020, 2030, 2040 and 2050), hourly demand of each building within the district was calculated by using two approaches:

- **RC model simulation** – for each year of the scenarios, hourly heat demand for each building within the district was calculated by using the detailed input data from weather scenarios (outdoor air temperature, solar radiation) and renovation scenarios (new building envelope thermal properties, improved after the renovation);
- **Heat demand-outdoor air temperature function estimation** – primarily, function parameters (slope and intercept) for each building were calculated based on the RC model heat demand results for a reference year (2010, reference weather and district state). Then, for each year of the regarded scenarios, hourly district heat demand for each building within the district was estimated by using these function parameters (see eq.(1)) and forecasted outdoor air temperatures.

To estimate the difference between the results obtained from these methods, two parameters were used: annual heat demand percentage error ($\Delta [%]$), eq.(2)) and standard deviation between the hourly demand values ($\sigma [SD]$, eq. (3)):

$$\Delta = \frac{Q_{av} - Q_{rc}}{Q_{rc}} \times 100$$  \hspace{1cm} (2)$$

$$\sigma = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (Q_{rc,j} - Q_{av,j})^2}$$  \hspace{1cm} (3)$$

where the $Q_{rc,j}[W]$ and $Q_{av,j}[W]$ are the hourly district heat demands (sum of hourly heat demands of all buildings within the district for the regarded $j$-th hour of total $n$ hours during the heating season) estimated by the heat demand-outdoor temperature function and calculated by the RC model, respectively.

**CASE STUDY**

The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 buildings that vary in both construction period and typology (single-family houses, multi-apartment buildings, offices, educational buildings and hotels). Reference building database (building geometry, position, shading etc.) was created by using ArcGIS and remote sensing (LiDAR), as well as already existing database from the local municipality. Thermal properties for the reference buildings state were obtained from the BPIE (Building Performance Institute Europe) online database [18] and a specific case study for Portugal [19], based on the construction period and type considered. For the reference weather data, .epw weather file for Lisbon from Energy Plus weather database [20] was used. Weather scenarios were developed by using the the CCWeather Generator tool. For the building renovation scenarios, building selection criteria (i.e. the definition of which buildings will be selected for renovations) was based on the administrative division of the district, while the values for the amounts of buildings renovated each year within the sections were obtained from the BPIE report [21]. Thermal properties for the improved envelope elements after renovation measures were estimated based on the available bibliography [22]. In this case study, first renovation step would be to refurbish the existing building stock to the current commercial level (the U-values for the buildings built around 2010, as given in [22]) before upgrading it to higher levels of insulation. Thus, for each building type (and for its elements),
upgrade to 2010 values is considered as a minor renovation, while for the nearly-zero energy buildings level the values from the previously mentioned study ([12]) were assigned. Accordingly, the values for the moderate and deep renovations are derived through the linear interpolation between these values. For more detailed description of the district data collection and creation of weather and renovation scenarios, please refer to a previous study by the authors [13].

RESULTS AND DISCUSSION

Primarily, the results for a reference year (2010) are compared to verify the suitability of the heat demand – outdoor temperature function to estimate building heat demand based only on the calculated function parameters for the reference year and outdoor temperature. The precision was quite high, with the annual error of $\Delta = 0.25\%$ in estimated heat demand and standard deviation between the hourly demand of $\sigma = 0.06$ (as it can be seen on Fig.2). To further estimate the ability of the function to represent the dependency between the heat-demand and outdoor temperature, Pearson’s product-moment correlation coefficient was used (commonly used in the bibliography as a measure of linear correlation between two variables). The coefficient is defined as the covariance of the two variables divided by the product of their standard deviations. The value of the coefficient was $\rho = -0.91$, which proves high linearity (on scale from 0 to -1 for total negative correlation (negative due to the fact that the heat demand decreases with a temperature increase)). The results proved that, in our context, the major factor in heat demand are clearly sensible heat losses through the envelope (due to the high linearity).

However, in the case of heat demand forecast with developed weather scenarios accounted (without any renovations considered), the error and deviation increased (Fig. 2). The average error increase is within the range of 0.4 - 2.5% per decade (depending on the weather scenarios considered), while the standard deviation slightly increases within the range of 0.061 - 0.064. Considering that within the bibliography it is stated that for the simplified building models, acceptable margin of error is 20% [23], and taking into account that in this case the highest margin of error is less than 20% (11.9%, high weather scenario, year 2050), this approach could be suitable for simplified estimations of heat demand in the future. However, since the acceptable margin of error further depends on the scope of the study (stage and the value of the project in development etc.), in some instances the error of 12% could be considered as quite high. Thus, depending on the margin of error expected by the decision-makers, dynamic models (such as mentioned RC model) could be necessary.

As presented in the paper by the authors for the previous International Symposium on District Heating and Cooling [23], the number of heating hours has the crucial effect on the function perimeter values. As a result of shifted temperature values for the future weather conditions, the number of heating hours ($n_{hh}$) is decreased, and the hour dataset that is consisted of these values and used for the heat demand calculations is consequently not the same. The effect of decreased number of hours that require heating on district heat demand function parameters (calculated for the demand of the whole district) can be observed on Fig.3 and Fig.4

The number of hours with heat demand during the heating season decreases for an approximately 14h, 46h and 108h per decade (for low, medium and high weather scenario, respectively). The values of the slope coefficient $\alpha$ increase for 0.01 to 0.08MW/°C per decade, while the values of the intercept $\theta$ decrease for 0.18 to 1.92MW per decade (depending on the weather scenario considered). Thus, it can be concluded that for the decrease in number of heating hours of 4% per decade (that correspond to an average of all weather scenarios increase in outdoor temperature of 0.4°C per decade), the value of the slope increase for 0.04MW/°C, while the intercept values decrease for 0.74MW.

Figure 2. Percentage error and standard deviation between the two approaches considered (only weather scenarios)
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However, due to the new building renovation policies, the probability of envelope retrofitting over the district in the future is relatively high, and thus, the effect of renovation scenarios should be also considered. Consequently, we have recalculated the error in results between the two models, taking into account both weather and renovation scenarios. The percentage error increased significantly, and for all combinations of weather and renovation scenarios, the margin of error was higher than 20% in year 2030. For the year 2050, for the lowest heat demand reduction scenario combination (low weather scenario and shallow renovation path), the margin of error is 27.6%, while for the highest demand reduction scenario (high weather scenario and deep renovation path) the margin of error is 59.5%. Thus, the margin of error increases significantly when renovation scenarios are considered, due to the inability of the function to account for the changes in the thermal performance of building envelope elements (please see eq.(1)). Consequently, it can be concluded that the use of solely reference function parameters and future weather conditions is not suitable for heat demand forecast. Hence, the impacts of coupled weather and renovation scenarios on the reference function parameter values (calculated for the whole district demand) are explored.

The impact of coupled scenarios on the number of heating hours (and consequently demand function slope and intercept) are illustrated on Fig 5 and Fig.6. The values of the function slope coefficient increase on average within the range of 3.8% up to 8% per decade, that correspond to the decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and renovation scenarios considered). On the other hand, function intercept increases for 7.8-12.7% per decade (depending on the coupled scenarios). Comparing the results from Fig. 3/Fig.4 and Fig.5/Fig.6, it is clear that the renovation of buildings within the district has a higher impact on the function parameters, and consequently on the number of heating hours and errors in heat demand estimations by using the reference values of slope and intercept. Thus, the values of the slope and intercept coefficients ($\alpha$, $\theta$) would have to be corrected in order to decrease the margin of error and make the heat demand-outdoor temperature function feasible for a long-term district heat demand forecast.
CONCLUSION
The main scope of this paper was to explore the feasibility of using a simplified numerical approach based on the heat demand – outdoor temperature function to estimate the heat demand in the future on a district scale. The impact of climate change was considered through the developed weather (low, medium, high) and renovation (shallow, renovation, deep) scenarios. The results were compared with an output from a dynamic heat demand model, previously developed and validated by the authors. Proposed methodology was applied on the district of Alvalade, located in Lisbon (Portugal), that consisted of 665 buildings that vary in both typology and construction period. Three weather scenarios were considered (low, medium, and high), along with three building renovation scenarios (shallow, intermediate, deep renovation path).

The results indicated that for the reference year (reference weather and district state), the precision of estimated demand values through the proposed function was satisfactory. After taking into consideration weather scenarios, the margin of error was still below 20% on all occasions, and the approach could be considered accurate enough for some applications, if no district renovation measures are planned. However, after introducing the renovation scenarios, the error value increased up to 59.5%.

Figure 5. The impact of decrease in heating hours on the district heat demand function slope coefficient (both weather and renovation scenarios considered)

Figure 6. The impact of decrease in heating hours on the district heat demand function intercept (both weather and renovation scenarios considered)
(depending on the weather and renovation scenarios combination considered). Considering the values of function parameters, slope coefficient increased on average within the range of 3.8% up to 8% per decade, that correspond to the decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the coupled scenarios).

The values suggested could be used to modify the function parameters for the scenarios considered, and improve the accuracy of heat demand estimations (by correcting the function parameter values for the regarded year and considered weather and/or renovation scenarios). However, the coefficient correction values presented are based on the findings for a particular case study addressed in this paper and renovation scenarios considered. The impact of changed weather variables could be different for locations in different climate and building stocks, as well as renovation parameters. Furthermore, behind the renovation scenarios, three aspects are considered (building selection, renovation depth and renovation level). Instead of connecting the function parameters to renovation scenarios, a deeper insight on the impact of envelope element U-values improvements and element surface on the function parameters, combined with weather variables change, could be useful for future estimations. However, these complex relationships between multiple parameters should be presented in a clear and simplified manner, which is a challenging task itself.
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ABSTRACT
The heat supply for Swedish multi-family residential buildings is becoming more complex, and today it is fairly common to combine district heating with a second heat source e.g. a heat pump. There is a lost potential in cost and CO₂ savings when one heat source is given full load priority, since marginal production costs and CO₂ emissions constantly vary in both the electrical grid and the district heating system. The aim of this study is to evaluate how buildings with several heat sources should be operated using hourly energy prices. Hourly heat and electricity prices for Gothenburg have been established for two years based on the marginal costs of heat and electricity generation. These prices have been used to evaluate the most common combinations of heat sources that is found in a survey of Energy Performance Certificates for residential properties. Results show that the most common heat source to combine with district heating in Sweden is an exhaust air heat pump. On average, the exhaust air heat pump covers 31% of the yearly heat load and is given full load priority. Equipping such heating system with a control system that allows heat source shifting and gives load priority to the heat source with the lowest cost each hour can reduce the heating cost by 3.2%. The potential for heat source shifting is highly dependent on a number of factors where the energy prices is of great importance but also the temperature levels in the heating system.

INTRODUCTION
The total energy usage in Sweden for the year 2012 was divided among buildings (38%), industry (36%), transportation (24%), and other (2%) [1]. This makes buildings the largest energy-using sector in Sweden, which is also true for the world as a whole. Energy in buildings is primarily used for heating, ventilation, and air-conditioning (HVAC) and secondarily for electrical appliances [2]. The main heat sources for HVAC purposes vary greatly between different countries. In Sweden, district heating (DH) has a market share of 60% [3], and every town with more than 10,000 inhabitants has a DH system [4].

The marginal cost of heat generation (the extra cost per MW associated with increasing the generation) can vary significantly within a single day, and a factor of 2–3 in cost difference is not uncommon in DH systems. All Swedish DH providers have an heat tariff where the price of heat is constant during all hours in one month [5]. Some companies have a tariff that is constant for the whole year, while some provide seasonal pricing. The most common pricing model for electricity in Sweden today is also to have fixed prices over one month or longer periods of time. Costumer prices are set by the electricity traders based on their estimates of the average price for electricity on NORDPOOL, the deregulated electricity spot market for northern Europe. How long the prices are fixed is up to the customer, but the longer the prices are fixed, the larger the risk is for the trader that charges a premium on top of its price for taking the risk. What is true for both DH systems and the electrical system is that having constant prices and large variations in generation costs can lead to suboptimal solutions, since the customer has no incentive to regard his or her heat usage from a system perspective.

Since the need for space heating in buildings can be fulfilled by either DH or electrical heating, primarily with a heat pump (HP), it is also of interest to consider optimizing the two together from a system perspective. Buildings with DH and HP today most often have fixed prices for heat and electricity and utilize the HP for base load and DH for peak load. This is a suboptimal solution, since the marginal production cost of the two systems varies during each day; hence, the system that is best for providing the base load also shifts.

Today it is possible for any customer of the Swedish electrical grid to receive a tariff with hourly prices based on the NORDPOOL day-ahead electricity spot market. This opportunity is seldom seized except by large industries and a few enthusiasts. Hourly prices make it possible for electricity customers to optimize their local systems within a larger system perspective. Load can be shifted to low-price hours to save money, and such actions help to balance the electrical grid. It has been shown in previous studies that shifting heat loads over time is possible by utilizing buildings for thermal energy storage [6-8]. Even greater possibilities can emerge if customers with DH and HP make the choice to switch to hourly electricity pricing and are also provided with hourly heat pricing. This makes it beneficial not only to...
shift heat loads over time but also to shift loads between DH and the electrical grid. It is these possibilities that are studied in this paper. Adding flexibility in heat sources on the consumer side might increase the interaction between the DH system and the electrical grid, enhancing the possibility of the two systems balancing each other. This can be very beneficial if there is no strong correlation between the marginal cost of heat and electrical generation.

The aim of this project is to study the effects of implementing a heat tariff with hourly pricing for buildings with both DH and HP for space heating. The correlation between NORDPOL day-ahead spot prices and the marginal costs of heat generation in Gothenburg is studied for the years 2013 and 2014. A case study is carried out for a building with both DH and HP and hourly energy prices for both. To decide what type of HP should be used in the case study, a survey of a national building database is carried out. The case study shows how economically beneficial it is to shift load between the two systems and whether they can supplement each other. It is assumed here that the customer pays heat and electricity prices based on the marginal production costs for each; hence, the economic benefit is allocated to the customer. However, the reduced cost for the customer should reflect the reduced cost of heat and electricity generation for the energy suppliers. It should be possible to implement the same control of the heating system with another business model without hourly prices.

DH systems can have very different mixes of heat sources. This study is limited to the DH system in Gothenburg, Sweden, which has a very wide mix of heat sources. A total of 28 heat sources can be grouped into these categories:

- Industrial excess heat
- Garbage incineration combined heat and power (CHP)
- Biofuel CHP
- Natural gas CHP
- Heat pumps
- Bio fueled heat only boilers (HOBs)
- Natural gas HOBs
- Oil HOBs
- Import/export to neighbor DH systems

For the case study, a multi-family residential building is chosen, because it is the most common customer in the DH system, accounting for more than 50% of the heat load. For other building types, the heat load profile might be different.

It should also be stressed that this study is not a comparison of which is the more economical alternative between HP and DH. Such a study would need to take into account investment costs, maintenance, etc. This is a study of existing buildings where the investments are already made, and the study focuses on optimizing the control of the combined space heating system from a system perspective.

**METHODOLOGY**

This study can be divided into three steps:

- Survey of residential buildings with several heat sources
- Establishing hourly heat and electricity prices
- Simulation and optimization

The first step in the study (Survey of residential buildings with several heat sources) is to find what heat sources are most often combined with DH and thus what combination of heat sources to further focus on. For this purpose, a database covering Energy Performance Certificates for Swedish properties was used. The database covers the vast majority of multi-family residential properties in Sweden and is further described in [9, 10].

The second step is to find the marginal cost of electricity and heat generation for every hour during the simulation period. The hourly electricity used in this study is based on the NORDPOOL electricity spot market [11]. The electricity trading is split on a day-ahead market, an intraday market, and a balancing power market, with the vast majority of the electricity traded on the day-ahead market. The function of the intraday market is to correct the mismatch in supply and demand that occurs due to imperfect predictions.

As a customer, if you want hourly electricity prices, they are based on the day-ahead market; therefore, this data is what is used in this study. Due to transfer capacity limitations in the national and international electricity grid, NORDPOOL is divided into 16 geographical areas. These areas will share the same prices when the transfer capacity in the grid is not limiting, and the prices will differ when the transfer capacity is limiting. Since the building simulated in this project is located in Gothenburg, Sweden, the prices from the associated area SE3 are used. The price a customer with hourly electricity prices pays consists of five components:

- NORDPOOL ELSPOT SE3 day-ahead price
- Electricity tax (294 SEK/MWh)
- Electricity certificate (varies ~35 SEK/MWh for the studied time period)
- Premium to the provider
- Value added tax (VAT) (25%)

The premium to the provider is excluded for both electricity and DH in this study, since the target is to minimize the system cost. VAT is also excluded, so the modelled hourly electricity price consists of the
NORDPOL ELSLOT SE3 day-ahead price, electricity tax, and electricity certificate. This should be an electricity price with a zero contribution margin for the trader.

The hourly DH price is based on the marginal costs of heat generation in the DH system. This data is provided by the operational management group at Göteborg Energi AB (the DH provider in Gothenburg, Sweden). The marginal costs are primarily based on the variable costs for the most expensive heat generation plant that was running each hour, with a few exceptions. One exception is if the plant with the highest variable cost is running on a minimum load and therefore can’t be turned off; then the plant with the second highest variable cost is the one operating on the margin. Another exception is when a plant is in operation because there are tests or pollution measurements at the site. The idea is that the marginal cost in the model should be the extra cost associated with generating, for example, 1 MW extra heat in the DH system. Like the established electricity prices, this should be the heat price with a zero contribution margin. Marginal costs are provided for the years 2013–2014; hence, these are the years simulated in this study. In all graphs, prices are presented as relative values with 1 = non-weighted average.

The third and last part of the study involves analyzing and optimizing a heating supply system in a building with the most common heat source combination found in the study. Based on parameters found in the first part of the study, an average building is established to be used in the simulation. Parameters such as building size, yearly heat use, and year of construction can be found this way. To simulate the building with an hourly resolution also requires having a heat load profile. This profile is based on measurements from a residential building typical for the same time period as the buildings found in the first part of the study.

It is also important to have a model configured with the heating system that represents systems that are actually installed in the buildings. Some of the parameters can be extracted from the building database used in the first part of the study. Yearly electrical input to the heat pumps, yearly bought heat from the DH system, and the division of heat use between space heating and domestic hot water are examples of parameters that can be found this way. However, there are other parameters more difficult to find representative data for. One is the system configuration. Here, practices can vary among different companies, cities, and countries. The system configuration used in this study is based on the regulations from the DH provider in Gothenburg and on experiences of consultants working with such solutions in the city. Two main things stand out that could be different in other cities due to local conditions:

- The heat pump is only used for space heating (no domestic hot water). The reason is that there is a large share of low-cost industrial excess heat in the Gothenburg DH system, and customers pay a seasonal price that is very low in the summer. It is therefore not economically viable to have the HP produce domestic hot water, and the consultants design it this way.
- The heat pump is assumed to be connected in parallel with the district heating substation. This is a part of the customers’ contract with the DH provider; if they are to install a second heat source, it should be connected in parallel, so it does not increase the return temperatures to the DH network. The heat pump can still supply heat to the same radiator system as the DH network, and the flow will be split between the two heat sources.

With these constraints, a model for the heat pump is established. Other parameters are kept fairly simple but accurate enough for the purpose of this study. The hot side of the HP is assumed to include the supply temperature of the radiator heating system plus a Δt of 3 °C at maximum load on both the warm and cold sides (decreasing linearly with decreasing load). The supply temperature of the radiator heating system is set to 60 °C at the design outdoor temperature (DOT) of -16 °C, and it decreases at higher outdoor temperatures, following Kärkkinen’s equation [12]. According to consultants who were asked, a common design for an exhaust air HP is to allow cooling of the exhaust air down to 5 °C to avoid the need for defrosting, so this condition is used in this study. The amount of exhaust air is set to 0.35 L/m²s [13].

The parameter with the largest impact on the results is the coefficient of performance (COP) of the HP. Since this value has such a large impact, it is included in a sensitivity analysis. In the base case, it is set to 35% of Carnot COP, which, in the simulations, gives a seasonal COP of around 3.0, in line with surveys of performance of existing systems [14, 15]. These values may seem a bit low, but the existing installations are often decades old and thus not top of the line.

The major part of the study involves the statistical analysis, which is carried out in Excel. The tools provided by Excel are enough to study correlations between electricity and heat prices and also for designing a heating system for a building that switches heat sources depending on which source is the cheapest at the present hour.

RESULTS AND ANALYSIS

This chapter is divided into three sections covering the three steps in the study, as presented in the
Methodology section. The first sections study which combinations of heating sources are most common in multi-family residential properties. It also studies how the heat load is shared between the heat sources in these properties. This provides input data for the simulations in the third section.

The second section establishes hourly heat and electricity prices that reflect the cost of heat and electricity production for every hour. The variations in the established prices and their correlation are also studied.

The third section studies the heat load of a residential area and calculates the heating cost based on the established price models. The most common configuration of heating sources found in the first section is used as a simulation case together with a reference case with only DH and a sensitivity analysis where key parameters are altered.

Survey of residential buildings with several heat sources

During the year 2013, there were 20,056 properties that were customers of the DH system in Gothenburg. Out of these properties, 4,457 were multi-family residential properties, although they represent >50% of the heat use. This only includes properties with the main application area as “residential” and which also house at least three families. Villas, semidetached houses, and properties where only a minor part of the area is used for residential purposes are thereby excluded. One property can include several buildings, which is fairly common; usually, buildings that share the same yard belong to the same property. Of the 4,457 multi-family residential properties, 170 also have at least one other heat source. These are presented in Table 1.

From Table 1, it is clear that by far the most common combination of a second heat source in DH-connected buildings is with exhaust air HP. This heating combination is present in 2.7% of the multi-family residential properties in Gothenburg. This can be compared to Sweden as a whole, where this combination is present in 2.2% of multi-family residential properties with DH. It might seem surprising that the DH share of the heat load is on average 87% in these properties, but that is because property owners only report the input electricity to the HP (not the output heat).

Assuming seasonal performance factor (SPF) = 3.0 for this category, the average coverage of DH instead becomes 69% of the yearly heat load. Furthermore, in these 119 properties, 21% of the total heat output is used for domestic hot water. Assuming that only DH is used for domestic hot water, on average 61% of the yearly heat use for space heating is covered by DH for the buildings in Gothenburg. For Sweden as a whole, this value is 56%. However, the share of DH is unevenly distributed among the 119 properties in Gothenburg, as shown in Figure 1. It is therefore of interest to study several system configurations in a sensitivity analysis.

Establishing hourly heat and electricity prices

Hourly heat prices for 2013 and 2014 have been established based on the marginal cost for heat generation in Gothenburg. They are presented in Figure 2 with the actual prices customers pay today as a reference.

Figure 2 shows that the modelled hourly price, reflecting the marginal cost for heat generation, has a large variation, not only seasonally but also within short periods of time. It is not uncommon that there is a factor of 2–3 in price difference within the same day. It is also shown that the actual consumer price does not reflect the cost in an accurate way. There are many hours where every extra MWh of heat sold is a loss for the DH provider, since the marginal production cost is greater than the actual customer price. It can also be noted that during some hours, the marginal heat production is zero. This is when industrial excess heat is on the margin or when there is an excess of heat in the DH system that needs to be cooled in a river.

Hourly electricity prices for 2013 and 2014 have been established based on the NORDPOOL ELSPOT SE3 day-ahead price, electricity tax, and electricity certificate. They are presented in Figure 3 together with the modelled hourly heat price for comparison.
Table 1. Multi-family residential properties in Gothenburg supplied by DH and at least one other heat source. The DH share is the share of DH of the total energy for heating purposes delivery to the building. The average heat load is converted to an average year using the degree day method.

<table>
<thead>
<tr>
<th>Extra heat source (all properties also have DH)</th>
<th>Number of properties</th>
<th>Average heat load [MWh/year]</th>
<th>DH share [%] (of bought energy for heating)</th>
<th>Average year of construction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Combination of 2 heat sources</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HP (exhaust air)</td>
<td>119</td>
<td>591</td>
<td>87%</td>
<td>1956</td>
</tr>
<tr>
<td>EI (air distributed)</td>
<td>16</td>
<td>910</td>
<td>91%</td>
<td>1957</td>
</tr>
<tr>
<td>HP (air/water)</td>
<td>7</td>
<td>429</td>
<td>78%</td>
<td>1965</td>
</tr>
<tr>
<td>HP (ground source)</td>
<td>6</td>
<td>260</td>
<td>34%</td>
<td>1962</td>
</tr>
<tr>
<td>HP (air/air)</td>
<td>4</td>
<td>418</td>
<td>95%</td>
<td>1935</td>
</tr>
<tr>
<td>EI (water distributed)</td>
<td>2</td>
<td>2940</td>
<td>97%</td>
<td>1973</td>
</tr>
<tr>
<td>Natural gas</td>
<td>1</td>
<td>292</td>
<td>81%</td>
<td>1924</td>
</tr>
<tr>
<td><strong>Combination of 3 heat sources</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EI (direct) &amp; HP (exhaust air)</td>
<td>8</td>
<td>617</td>
<td>79%</td>
<td>2010</td>
</tr>
<tr>
<td>Firewood &amp; EI (direct)</td>
<td>3</td>
<td>241</td>
<td>99.7%</td>
<td>1934</td>
</tr>
<tr>
<td>Natural gas &amp; EI (water distributed)</td>
<td>2</td>
<td>211</td>
<td>89%</td>
<td>1933</td>
</tr>
<tr>
<td>Pellet &amp; EI (water distributed)</td>
<td>1</td>
<td>45</td>
<td>44%</td>
<td>1902</td>
</tr>
<tr>
<td>EI (water distributed) &amp; HP (air/air)</td>
<td>1</td>
<td>432</td>
<td>83%</td>
<td>1916</td>
</tr>
</tbody>
</table>

Figure 2. Modelled hourly heat price and actual consumer heat price in Gothenburg 2013–2014, excluding VAT.

Figure 3. Modelled electricity and heat price in Gothenburg 2013–2014, excluding VAT.

It is clear from Figure 3 that the variation in heat price is greater than the variation in the electrical price. The heat price has a strong seasonal variation that is not present in the electrical price. There are a few hours when the heat price is higher than the electrical price.

Figure 4. Scatter plot for modelled electricity and heat price in Gothenburg 2013–2014, excluding VAT. The lines represent the break-even point between heating a building with DH and HP with specified COP.

During these hours, it would even be beneficial to produce heat with electrical heaters in the DH network. These hours are very few today, but in a future with much intermittent renewable electricity generation, they may become more common. It should also be noted that electricity prices were at a historically low level during 2013–2014 (and were even lower during 2015), due to a number of circumstances on the Swedish electricity market such as e.g. increased efficiency on the consumption side and a recent expansion of wind power. Forecasts of future electricity prices are highly dependent on the rate of decommissioning of nuclear power.
To make a fair comparison of energy prices for a building with HP and DH, the electrical price would have to be divided by the COP of the HP. It is also of great interest to study the price variations in the short term to see whether daily price peaks occur at the same time for heat and electricity or whether there is little correlation. For these purposes, a scatter plot of all data points from 2013 and 2014 was established. The result is shown in Figure 4.

Figure 4 shows that there is very little correlation between electricity and heat prices. Further, 61% of the points in Figure 4 is below the COP=3 line. This means that the cost for DH is lower than the cost for heat from an HP with COP=3 during 61% of the hours in 2013–2014. For an HP with COP=2 and COP=4, DH is cheaper than the heat from the HP for 76% and 46% of those hours, respectively. Many of the points are quite far away from COP lines, indicating that during these hours, one of the heat sources is significantly cheaper than the other. This result shows that having double heating systems in a building can be very beneficial for the building owner and that both the electricity system and the DH system would benefit from more interaction. However, COP values are constantly shifting depending on the temperatures in the system, and the points are not equally valuable, since the heat load is shifting in the buildings. Therefore, a more detailed analysis is required and is covered in the next section.

Simulation and optimization

In this section, the hourly prices established earlier are applied to a building with both DH and exhaust air HP for space heating. The heat cost for the building is analyzed for several cases. It should be stressed that this is not an economic comparison between DH and HP as heating alternatives, since neither installation costs nor maintenance costs or other economic factors are taken into account.

The space heating demand in the simulated building is based on measurements from 2013–2014 in a residential building in Västra Gårdsten, Gothenburg. The building is typical for the time period when a large part of the buildings with DH and exhaust air HP are from. It is a three-story building with a structural core of concrete and only tenancy apartments.

The simulations are run in two modes: HP prioritized and shifting priority. HP prioritized should represent how the systems installed today operate, where the HP always delivers as much heat as it is capable of, and DH fills the remaining demand when the heat output if the HP does not meet the total demand. Shifting priority means that the cheapest heat source has load priority each hour. When the DH price is lower than the electricity price divided by COP for the present hour, DH is prioritized, and the HP is turned off. The size of the HP is chosen so that when it is prioritized, it covers 39% of the yearly space heating demand like the average building in the survey of residential buildings with several heat sources. This corresponds to an HP that can cover 9.9% of the heat load that occurs at the design outdoor temperature (DOT) of -16 °C. Results from the simulation are presented in Table 2.

From Table 2, we can see that the change from prioritizing HP to having a shifting priority in heat sources has a big impact on how the system operates. The share of DH increases from 61% to 75%, and the average DH price drops by 14%. This is a consequence of turning the HP off during the summer and in daytime in spring/autumn when the DH price is very low. However, the total savings are only 3.2%; this may seem small, but it should be noted that there is no material investment necessary—only a change in the control logic. It can also be noted that the savings for installing an HP at all when provided with hourly prices is only 6.5% (9.5% with shifting priority), which is associated with a significant investment. These investments are probably more beneficial for building owners that pay the actual consumer prices for DH today, since they do not benefit from the periodically very low hourly DH prices. How the system operates during a typical spring week is shown in Figure 5.

From Figure 5, we can see that the HP is often turned on during the nights and off during the days. This is a consequence of the DH price usually being high when the load in the DH system is high (cold nights) and low when the load in the DH system is low (warm days). The decrease in SPF from 3.2 to 3.0 occurs because the HP is turned off for many of the hours when the COP is high. It is still economical to do so, since these hours often coincide with very low (or even zero) DH prices. This correlation is further shown in Figure 6.
Table 2. Results from the base simulation case and a reference case with only DH and no HP in the building.

<table>
<thead>
<tr>
<th>Case</th>
<th>Prioritized heat source</th>
<th>HP share at DOT -16 °C</th>
<th>DH yearly share</th>
<th>SPF</th>
<th>DH price average [SEK/MWh]</th>
<th>El. price average [SEK/MWh]</th>
<th>Total heating cost [kSEK]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only DH (ref)</td>
<td>HP</td>
<td>9.9%</td>
<td>61.0%</td>
<td>3.2</td>
<td>328 (-16.0%)</td>
<td>642 (±0.0%)</td>
<td>374 (-3.2%)</td>
</tr>
<tr>
<td>Base Shifting</td>
<td>HP</td>
<td>75.0%</td>
<td>3.0</td>
<td>324 (-14.0%)</td>
<td>642 (-0.0%)</td>
<td>362 (-3.2%)</td>
<td></td>
</tr>
</tbody>
</table>

The incentives for heat source shifting could be much more prominent in markets with a more volatile and/or higher electrical price and in systems with less variation in COP (e.g., ground-coupled HP).

Since there are a number of uncertain parameters and parameters that can have a high impact, a sensitivity analysis is carried out. The results of the analysis are shown in Table 3. It is, not very surprising, shown that a lower ventilation flow rate increases the total energy cost in the system but also reduces the incentive for load shifting (from 3.2% savings to 2.5% savings). This is because there is less load to be shifted, since the HP covers a smaller share of the total load when it is prioritized. However, having a newer HP with a higher COP decreases the total energy cost and also reduces the incentive for heat source shifting (from 3.2% savings to 2.1% savings), even though there is more load available to be shifted. This is because the cost of the heat from the HP is further reduced during the hours when the DH price is very low. The temperatures of the radiator system also have an impact on the incentive for heat source shifting. Higher radiator temperatures (70 °C at DOT) increase the savings for heat source shifting to 3.6%, and lower radiator temperatures (50 °C at DOT) decrease the savings for heat source shifting to 2.9%. However, all cases significantly reduce the average DH price (between 9.0% and 14.6%) when shifting load priority is applied.

Table 3. Results from the sensitivity analysis.

<table>
<thead>
<tr>
<th>Case</th>
<th>Prioritized heat source</th>
<th>HP share at DOT -16 °C</th>
<th>DH yearly share</th>
<th>SPF</th>
<th>DH price average [SEK/MWh]</th>
<th>El. price average [SEK/MWh]</th>
<th>Total heating cost [kSEK]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>HP</td>
<td>9.9%</td>
<td>61.0%</td>
<td>3.2</td>
<td>375 (-16.0%)</td>
<td>642 (+0.1%)</td>
<td>374 (-3.2%)</td>
</tr>
<tr>
<td>Vent. flow</td>
<td>HP</td>
<td>9.1%</td>
<td>73.2%</td>
<td>3.0</td>
<td>353 (-25.0%)</td>
<td>645 (-0.1%)</td>
<td>385 (-3.2%)</td>
</tr>
<tr>
<td>0.20 L/m2s</td>
<td>Shifting</td>
<td>84.1%</td>
<td>2.8</td>
<td>321 (-9.0%)</td>
<td>648 (+0.5%)</td>
<td>375 (-2.5%)</td>
<td></td>
</tr>
<tr>
<td>COP=45% of Carnot COP</td>
<td>HP</td>
<td>11.9%</td>
<td>60.2%</td>
<td>3.9</td>
<td>371 (-10.2%)</td>
<td>644 (-0.1%)</td>
<td>352 (-2.1%)</td>
</tr>
<tr>
<td>Rad. temp.</td>
<td>Shifting</td>
<td>68.0%</td>
<td>3.7</td>
<td>333 (-10.2%)</td>
<td>644 (+0.0%)</td>
<td>344 (-2.1%)</td>
<td></td>
</tr>
<tr>
<td>70°C at DOT</td>
<td>HP</td>
<td>8.8%</td>
<td>62.4%</td>
<td>3.1</td>
<td>375 (-10.2%)</td>
<td>642 (+0.1%)</td>
<td>381 (-3.6%)</td>
</tr>
<tr>
<td>Rad. temp.</td>
<td>Shifting</td>
<td>79.3%</td>
<td>2.8</td>
<td>320 (-14.6%)</td>
<td>646 (+0.7%)</td>
<td>368 (-3.6%)</td>
<td></td>
</tr>
<tr>
<td>50°C at DOT</td>
<td>HP</td>
<td>11.3%</td>
<td>59.8%</td>
<td>3.4</td>
<td>375 (-12.4%)</td>
<td>642 (-0.2%)</td>
<td>366 (-2.9%)</td>
</tr>
</tbody>
</table>

Figure 6. Comparison of heat cost from the two heat sources where the COP of the HP is considered every hour, 2013–2014. Points below the line indicate that heat from DH is cheaper than heat from the HP.

If we compare Figure 4 to Figure 6, we can see that the data is “tilted clockwise” in Figure 6. This indicates that there is a correlation between COP and the DH price. This pushes many of the points closer to the line of equal cost, reducing the incentives for load shifting.
CONCLUSION

About 4% of all multi-family residential properties in the DH network in Gothenburg have at least one other heat source. By far the most common combination (present in 2.6% of the properties in Gothenburg and 2.2% of the properties in Sweden) is DH combined with exhaust air HP. On average, HP covers 39% of the yearly heat load for space heating and is not used for domestic hot water.

If heat and electricity prices were hourly and were based on the marginal cost of heat/electricity generation, the heat price would have a much greater variation than the electricity price. This is especially true for the seasonal variation but also for the daily variation. There is very little correlation between the established hourly heat and hourly electricity prices.

An average multi-family residential building with the most common size of exhaust air HP and DH would save 3.2% of the heating cost by utilizing the cheapest heat source each hour compared to always using the HP for base load. This would increase the share of DH for space heating in the building from 61% to 75% and reduce the average DH price by 13.6%. These savings can be achieved if the building is provided with hourly heat and electricity prices (or is controlled as if it were). The investment needed to achieve these savings is to update the control system with simple logic criteria.

What limits the savings from heat source shifting is that the costs of the output heat from both systems are often low at the same time. This occurs even though there is low correlation between the DH price and the electricity price, since there is a stronger correlation between DH price and HP COP.

Suggestions for future work include studying other types of installations and building types such as ground source HP and commercial buildings. Future scenarios for heat and electricity prices are also of interest, especially since electricity prices were historically low during this study. Practical tests are also planned.
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ABSTRACT
The performance of CHP activity is measured by the amount of cogenerated electricity ($E_{\text{CHP}}$) during a considered period. It is the proper yardstick because it combines attributes of quality (power-to-heat ratio $\sigma$) with those of quantity (recovered heat $Q_{\text{CHP}}$), given that $E_{\text{CHP}} = \sigma \times Q_{\text{CHP}}$ is a commonly accepted identity. In practical applications of the formula, problems arise in finding the appropriate numerical values of power-to-heat ratios. The EU Commission, expert groups, and published literature expose circular logics, concealed by flawed approximations. The enigma is most relevant for extraction-condensing steam turbines, which mix cold condensing with one or more cogeneration activities, making the power flow $E_{\text{CHP}}$ not directly observable.

This paper presents a generic and neat solution to the $E_{\text{CHP}}$ measurement problem. It starts with a clear problem statement. Then, the components of the solution are exposed. First, in a Mollier diagram the unit mass flow expansion path of a Rankine steam cycle with backpressure heat extraction(s) ahead of the cold condenser is noted. Second, the characteristic points on the expansion path provide the contours of the (Electricity E – Heat Q) production possibility set of the steam power plant. Third, the real capacities of the steam flows of the power plant are mapped on the possibility set expressed in electricity and heat capacity (Watt). It shows how limits on extracted steam flows truncate a significant part of the theoretical possibility set in an extraction-condensing turbine. By merging the extraction capacities with design characteristics of a plant, the accurate measurement of cogenerated power becomes self-evident. The method is documented with numerical cases.

Applying the presented, transparent and accurate, method is prerequisite for regulations being effective in promoting optimal CHP plant investments and operations. Promotional support may imply subsidies for energy efficiency, priority ranking of generated power in merit orderings of integrated power systems, among others.

INTRODUCTION
Combined Heat & Power (CHP) plants are one of the major heat sources in District Heating (DH) systems. In 2014, 61.1% of Danish thermal electricity production was produced simultaneously with heating, and 68.9% of district heating was produced with electricity [1]. Large-scale DH networks often source the major share of the distributed heat from large steam power plants, designed as extraction-condensing Rankine cycles. This type of plants likely delivers the major part of globally cogenerated electricity. The word ‘likely’ in the preceding sentence is necessary because there is no agreement about a standard method for measuring the quantity of cogenerated electricity in plants where cogeneration and condensing activities occur simultaneously. At the plant’s alternator but one current is sent out and metered by the plant operator. The metered quantity is the sum of two electricity flow components: cogenerated plus condensing power. Splitting the metered flow requires a computational method. The purpose of this paper is to illustrate a generic, proper and accurate splitting method [2]. The method is rooted in basic engineering thermodynamics [3], and the description is documented with a numerical example to emphasize the accuracy and the practicality of the approach.

In common language we speak about CHP plants when they deliver power and heat for end-uses. However, it is more accurate to specify that CHP is an activity occurring in a thermal power generation plant [4]. The activity may be added on (with no power output loss) or embedded in (with some loss of power output) the thermal power generation process. The plant may be equipped with one, or with more than one, opportunity to perform CHP activity. The CHP activities recover all or part of the point-source heat exhausts of the thermal conversion process. In this way, CHP also mitigates local thermal pollution, in addition to improving the overall efficiency in converting primary energy. Such advantages are the basis for public authorities eventually supporting CHP. Support systems function best when they apply effective and fair regulations, providing incentives to CHP actors to optimize performance and results [5-6].

The novelty of this paper is the combination of straightforward technical know-how (thermodynamic cycles) with concepts of economic analysis (production possibility sets), to develop a generic and accurate method solving the long-standing issue of splitting electricity flows metered in CHP plants. The method is applicable for all cogeneration technologies, and is fully transparent and manageable by regulators. It dissolves the present confusion forthcoming from differing
practices adopted in various regions. For example, the European Union has formulated an approach in a Directive of 2004 [7], reconfirmed in 2012 [8].

BACKGROUND

The central indicator of performance of a CHP activity is the amount of cogenerated electricity (E<sub>CHP</sub>) during a considered period. The amount of cogenerated electricity is linked to the amount of recovered heat (Q<sub>CHP</sub>) from the thermal conversion process, by the equation E<sub>CHP</sub> = σ × Q<sub>CHP</sub>, where σ is called the "power-to-heat ratio". Because Q<sub>CHP</sub> is readily measured, for obtaining E<sub>CHP</sub>, the crucial unknown is σ, representing also the quality of the particular CHP activity recovering the measured Q<sub>CHP</sub>.

Although the basic merit of CHP is its ability to recover otherwise rejected and wasted heat, one should avoid measuring the performance of a CHP activity by the sole variable of recovered heat Q<sub>CHP</sub>. Maximizing only Q<sub>CHP</sub> entails perverse effects because efforts to raise the power-to-heat ratio, i.e. the thermodynamic quality of the process, are not stimulated. There is a broad consensus that CHP activity should be gauged by the quantity of cogenerated electricity E<sub>CHP</sub> [9, 10]. This yardstick combines performance in quality (power-to-heat ratio) with performance in quantity (recovered heat).

The task to fulfill is straightforward: find the quantity E<sub>CHP</sub> for a considered period (for example, one year). In practice, fulfilling the task is simple in some cases, but intricate and confusing in others. The simple cases are cogeneration plants without facilities to reject heat to the ambient environment, such as backpressure steam turbines not owning a cold condenser, or a gas turbine with flue gas heat exhaust coupled to a heat recovery boiler without a bypass to directly reject part of the flue gases to the ambient environment. In this case all electricity from the plant is cogenerated electricity. It is not necessary to know the power to heat ratio σ; on the contrary, the value of σ may be derived by dividing the quantity of electricity generated in the plant by the quantity of heat recovered during the same period.

The real challenge is to assess E<sub>CHP</sub> when cogeneration and condensing power generation occurs simultaneously in a thermal power plant. As exemplary case an extraction-condensing steam cycle is selected. For clarity the following assumptions are made:

- 1000 MJ/s (MW) maximum fuel input, with 8% non-recoverable losses (stack flue gas, diverse heat radiation, etc.)
- Full load cold condensing generates 442 MW electricity, with 478 MW rejected condenser heat

- Large heat extraction is feasible at two points in the low-pressure turbine: 160 MJ/s at 100°C or 172 MJ/s at 200°C, reducing the electricity supplies to respectively 419.5 MW and 408.2 MW at full load plant operation

All the above numbers belong to the standard metered variables at a managed power plant. They help in drawing the electricity-heat (E-Q) production possibilities set of the plant, shown in figure 1.

In an (E-Q) quadrant the electricity and heat capacities at full load make up the efficiency frontier(s) of the production possibilities set(s). The ordinate point at 442 MW shows the cold condensing electricity output, without any heat recovery. Heat can be recovered up to the maximum flow at the hot condensers. When the heat capacity flow is entirely extracted at 100°C it delivers 160 MW heat and 419.5 MW electricity, respectively at 200°C useful heat increases to 172 MW and electricity decreases to 408.2 MW. The numbers of the metered electric output are the sum of E<sub>CHP</sub> plus E<sub>Cond</sub>, not discernable without a division rule like E<sub>CHP</sub> = σ × Q<sub>CHP</sub>. Figure 1 contains the relevant Q<sub>CHP</sub> values, but not the relevant power to heat ratios. Obviously wrong is the use of the slopes of the rays through point O shown in figure 1 as values for the unknown σ. It is necessary to develop an appropriate computational method to find the right σ values.

In the professional and academic literature [9, 11-13] no consistent method has been provided. The flaws have been highlighted in [10] and [2], with the latter publication also offering the arguments and theoretical development of an appropriate computational method, although only explained for the extraction-condensing cycle.
RESULTS

When CHP activity is embedded in a Rankine cycle, one or two (more is feasible but unusual) hot condensers are installed in the low-pressure part of the steam expansion path. Isentropic (vertical line segments) and actual (dashed bending-off curves) expansion path segments are shown in figure 2: the left segments refer to the high-pressure turbine, followed by a reheating at constant 40-bar pressure, and then the expansion in the low-pressure turbine to a near-vacuum pressure of 0.06 bar (point S°).

Two hot water condensers are installed to extract steam at respectively S1 and S2. The enthalpy values of the start and of the end points of the actual expansion segments characterize the power cycle and the CHP activities embedded in it.

The steam expansion enthalpy data of figure 2 allow to picture the paths followed by a unit mass. The (E-Q) production possibilities of the unit mass are shown in figure 3. The horizontal top line ending in point S° represents the cold condensing state (β = 0 i.e., there is no power loss due to steam extraction). Variable temperature/pressure conditions of ambient air/water cause slight shifts in the height of the horizontal line ending in point S°, i.e. power loss factors change when steam is extracted. The slight shifts and changes are an argument for avoiding the use of power loss factor information in the method for assessing the quantity of cogenerated power $E_{\text{CHP}}$. When steam flow is extracted at pressure conditions higher than at S°, substitution of heat for power occurs, in principle at the rate of a kJ/kg electricity given up for one additional kJ/kg heat used. In the first step all condensing heat is recovered. When this step can be kept very short (assume S1 just above S° in Figure 2, which means that the energy is at a temperature slightly above the ambient temperature), the gain in useful heat is significant because it is predominantly latent condensing heat and the loss in power is small. After recovering the latent condensing heat, only a one-to-one substitution of sensible heat remains feasible. Therefore the slope of the S points line equals -1. Two cogeneration activities are embedded in the shown Rankine steam cycle, and described by the points S1 and S2.

In drawing Figure 3, the states like S1 and S2 are examined following the path of one kg mass fluid. In reality, a turbine in full (nominal) load processes tens to hundreds of kg/s of fluid, depending on the plant capacity. The fluid leaves the low-pressure steam turbine mainly via the exits at S°, S1 and S2. A steam turbine has some minor steam outlets for preheating water flows and for purging. CEN/CENELEC [9] discusses the minor outlets in detail.
The method presented does not require too detailed, difficult to monitor calculations. The method is generic and encompasses all steam turbines with cogeneration activity and also other thermal power processes with CHP activity (see the example of a gas turbine further down in this section). Limiting the analysis to the major cold and hot condensers keeps the approach feasible and controllable.

In an extraction-condensing turbine, the cold condenser at S0 can pass all the fluid at full load of the plant and requires a minimum flow during operation of the turbine. The flow over the hot condensers is physically limited and the maximum flow is designed for given maximum deliveries of useful heat. It follows that in practice the points S1 and S2 are virtual points, not observable by monitoring actual total flows [9]. But the observations are not necessary because one only needs the computational results with the help of \( \sigma \) values (\( \sigma_1 \) and \( \sigma_2 \)). The merger of figures 1 and 3 is shown in figure 4. It shows graphically how the quantity of cogenerated power \( E_{\text{CHP}} \) is assessed contingent on the quantity of recovered heat \( Q_{\text{CHP}} \).

Table 1. Numerical results of the performance during a year of an extraction-condensing steam plant with two CHP activities embedded

<table>
<thead>
<tr>
<th>Design (tombstone) properties</th>
<th>Cold condensing S0°C</th>
<th>Hot low back pressure S1°C</th>
<th>Hot high back pressure S2°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work E kJ/kg (fig. 2)</td>
<td>1706</td>
<td>1325</td>
<td>1135</td>
</tr>
<tr>
<td>Power to heat in (fig. 3)</td>
<td>0,739</td>
<td>0,495</td>
<td>0,396</td>
</tr>
<tr>
<td>Stream flow rates kg/s</td>
<td>260</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Electric capacity CHP MW (fig. 4)</td>
<td>0</td>
<td>79,5</td>
<td>68,1</td>
</tr>
<tr>
<td>Electric capacity Condensing MW (fig. 4)</td>
<td>442</td>
<td>340</td>
<td>340</td>
</tr>
<tr>
<td>Electric capacity total MW (fig. 4)</td>
<td>442</td>
<td>419,5</td>
<td>408,1</td>
</tr>
<tr>
<td>Heat recovery capacity MW (fig. 4)</td>
<td>0</td>
<td>160,5</td>
<td>171,9</td>
</tr>
</tbody>
</table>

Operational data

<table>
<thead>
<tr>
<th>Recovered Heat GWh/y (metered)</th>
<th>0,0</th>
<th>503,0</th>
<th>237,6</th>
<th>740,6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plant electric output GWh/y (metered)</td>
<td>747,9</td>
<td>1314,7</td>
<td>564,0</td>
<td>2626,6</td>
</tr>
<tr>
<td>CHP electric output GWh/y assessed</td>
<td>0,0</td>
<td>249,1</td>
<td>94,1</td>
<td>343,3</td>
</tr>
<tr>
<td>Condensing electric output GWh/y</td>
<td>747,9</td>
<td>1065,6</td>
<td>469,9</td>
<td>2283,3</td>
</tr>
<tr>
<td>Full load hours per exit S</td>
<td>1692</td>
<td>3134</td>
<td>1382</td>
<td>6208</td>
</tr>
</tbody>
</table>

DISCUSSION

The numbers in figure 4 focus on the borderlines of the production possibility sets. The method is robust for part load heat recovery operation. When yearly numbers of power plant production are reported, one often adds capacity factors or full load hours to better inform readers. Table 1 illustrates the method further with a numerical example of an \( E_{\text{CHP}} \) calculator, based on the properties of the exemplary plant as shown in figures 1 to 4.

Table 1 is composed of two parts. The top part holds the design (tombstone) parameters for describing the actual layout and capacities of power generation and heat recovery. This information is inventoried at the moment of plant commissioning or of major retrofit, and remains valid for long periods (the lifetime of the plant). The second part holds operational data and is regularly updated depending on the reporting intervals (monthly, yearly). First two rows are metered plant data on recovered heat (separately per CHP activity) and generated electricity. The numbers on the following three rows are assessed and derived from combining tombstone parameters and metered flows.

For the development and illustration of the method, the extraction-condensing cycle with two hot condensers has been employed as the reference. Not only is this an important case of cogeneration, it has proven to be the most challenging case for identifying and measuring the quantity of cogenerated electricity. Especially in the European Union, the EU Commission failed in providing a scientifically robust approach when publishing the related Directive in 2004 and 2012 [7, 8]. CEN/CENELEC neither knew how to avoid the pitfall of a circular referencing [9, 10].
The method is not only valid for steam turbines, but also applicable on other cogeneration plants. This is shown for the open gas turbine with flue gas heat recovery in an added steam boiler. Because the temperature of the flue gases is in a range of 400 to 800°C, there is no power loss when their energy content is recovered. There is also but one exhaust of the heat, i.e., one CHP activity and one design power to heat ratio. The (E-Q) possibility diagram, similar to the one in figure 4, becomes very simple, as shown in figure 5.

Mostly all heat of a gas turbine equipped with a recovery boiler will be fully used. Then $E_{\text{CHP}}$ is equal to all the electricity production of the turbine.

When the heat is not fully used, some share (for example about 20% in figure 5) is rejected to the environment. The amount of cogenerated power is calculated with the quantity of recovered heat (40 MW), multiplied by the design power to heat ratio $\sigma$ (being 0.815 in figure 5), or $E_{\text{CHP}} = 32.6$ MW.

The logic applied is the same as with steam turbines. The logic is generic for all cogeneration activities, allowing the addition of the assessed $E_{\text{CHP}}$ quantities.

**CONCLUSION**

The contribution builds on established know-how in thermodynamics and economics. The novelty of the presentation is the combination of solid know-how and concepts, for addressing and solving a long-standing issue in the management and regulation of CHP activities. The issue is the correct identification and accurate measurement of the quantities of cogenerated electricity $E_{\text{CHP}}$ for the various CHP processes. The issue is of high relevance because $E_{\text{CHP}}$ is the crucial, necessary and sufficient indicator of CHP’s merit in the energy economy. For whatever purpose (science, policy, operations, statistics) a CHP process is considered, the issue one is dealing with, i.e. the cogenerated power flows $E_{\text{CHP}}$, should be identified precisely and quantified accurately. Once $E_{\text{CHP}}$ is accurately assessed, it is a sufficient indicator of qualitative and quantitative performance (and of CHP merit). $E_{\text{CHP}}$ includes the design power to heat ratio $\sigma$ of the CHP activity (the proper yardstick of thermodynamic quality) and the quantitative count of recovered heat $Q_{\text{CHP}}$ at the thermal power process. Obviously, the prerequisite for $E_{\text{CHP}}$ to assume the central role is the reliable measurement of its value.

The method for reliable measurement is explained and illustrated with graphs and practical examples. The method dissolves the fuss about $E_{\text{CHP}}$ identification and measurement. It owns several valued attributes:

- Transparent by identifying CHP activities added-on or embedded in thermal power processes
- Accurate by clear definition and quantification of design power to heat ratios $\sigma$
- Generic, applicable on all CHP activities in all kinds of thermal power conversions
- Easy and cheap to apply in practice

Energy administrators and regulators can enact specific incentive regulations. Investors and operators can focus on the essential parameter $\sigma$ and flows $Q_{\text{CHP}}$. The method supports good policies. When certified and widely adopted, it will establish a common practice with results that are comparable. As a corollary, consistent statistical data are obtained about the performance of all types of thermal power plants with cogeneration activities. Reliable $E_{\text{CHP}}$ data are needed for effective, efficient and fair support mechanisms for CHP activities (if public authorities decide to favour CHP). This would relief the sector from arbitrary, biased and perverse regulations, as the EU Directives on CHP entail.
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ABSTRACT

For those countries, such as the UK, in which district heating and cooling has previously played little role in the energy system, the technology often struggles to break through the numerous and complex barriers to its introduction in the context of liberalised energy markets and competition with incumbent technologies such as natural gas networks. Progress is often slow and best practice is yet to be established.

‘Intermediaries’ are actors who facilitate knowledge sharing and build actor networks to enable the introduction of new technologies. This paper uses a case study of the UK to explore where and how the activities of these intermediary actors are currently supporting district heating development.

An innovative method called a ‘decision theatre’ was used to collect empirical evidence from a range of local stakeholders involved in district heating projects. This method, which took place in the format of a group workshop, enables understanding of the interactions between stakeholders through each stage of the district heating development process.

Lessons are drawn from this case study with regard to how intermediary activities can support the development of district heating in areas with little previous history of such systems. Three geographical scales of intermediary activity are identified (local, regional and national) as having different roles in enabling delivery of new district heating projects. Interactions between the three scales and how their roles might change as the sector develops are explored. The paper will highlight implications of the study for policymakers. In particular, a role is identified for intermediaries in creating a supportive institutional and policy environment that can enable development of large-scale, strategic networks.

INTRODUCTION

A realisation about the scale of the challenge of decarbonising the heat sector has brought about an increased interest in the potential of district heating (DH) [1]. Introducing DH in countries where the technology has not previously been used brings with it a set of non-technical challenges including developing an institutional infrastructure, market and business models that unlock the technology for deployment. In this paper we refer to these countries as ‘learning countries’.

Local municipalities often seek to play a role in overcoming these non-technical barriers and enabling delivery of new schemes [2]. However, in the context of a low penetration of existing networks, they can be working with little previous experience or knowledge of what is required. The process of learning and knowledge exchange is therefore important for unlocking DH potential.

This paper will focus on the concept of ‘intermediaries’. These are actors that facilitate connections between institutions involved in delivering new innovations to enable exchange of knowledge, development of skills and standards, and development of relationships between actors to support the process of innovation. Gaining an understanding of how intermediary activities are currently taking place, and where they could be improved, is critical for policy makers in learning countries that are looking to strengthen capacity of local actors to deliver DH.

A case study from the UK is used as an example of a DH learning country. It is a country with a highly centralised energy system, a liberalised energy market, and high penetration of natural gas networks for heat supply to buildings. The heat demand currently delivered by DH is only 2% [3]. This paper will analyse data from a decision theatre workshop involving a range of local stakeholders involved in DH development at the local level. It will consider where intermediary activities are taking place; who is delivering the activities; and how they could be developed further to enable successful development of more DH projects in the UK.

THEORETICAL BASIS FOR ANALYSIS

Socio-technical theory forms the theoretical basis for analysis. The theory seeks to recognise the influence of the existing system as new technologies and innovations are introduced. It considers incumbent technologies, institutional and market set ups, policy regimes and social practices [4].
The theory considers technology innovations, such as the process of delivering DH in learning countries, to take place within 'niches'. 'Niches' are used to describe the idea of protected spaces where technological innovations are able to develop and learn before being embedded into the wider regime [5]. Protection within the niche can come in many forms; from financial subsidies or tax breaks, to skills development programmes or transferring of decision-making powers. In practice, technological innovations might happen in multiple niches across a country, and the experiences at each local level can be collected and shared together to contribute to innovation development across the niche as a whole [6, 7].

In this work we are considering the process of DH development in learning countries as taking place in niches. Although DH is a well-established and proven technology in many countries such as Denmark, Sweden and Finland, in ‘learning countries’ such as the UK it requires non-technical innovations to take place to enable its deployment. The term DH niche will be used to describe the delivery of a new DH project in a region of low or no deployment of DH. It could take the form of an extension of an existing scheme, but is most likely to be the delivery of a stand-alone network.

<table>
<thead>
<tr>
<th>Articulation of values and visions for the future1</th>
<th>Building of social networks1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy development</td>
<td>Aligning interests</td>
</tr>
<tr>
<td>Demonstration of technology benefits</td>
<td>Creation and facilitation of new networks for both learning &amp; project delivery</td>
</tr>
<tr>
<td>Acceleration of the application and commercialisation of new technologies</td>
<td>Finding funding sources to support activities.</td>
</tr>
<tr>
<td>Learning processes and exploration at multiple dimensions1</td>
<td>Brokering and coordinating partnerships beyond the niche2</td>
</tr>
<tr>
<td>Knowledge gathering, processing &amp; combination</td>
<td>Accreditation and setting of standards</td>
</tr>
<tr>
<td>Communication and dissemination of knowledge</td>
<td>Consultation on policies</td>
</tr>
<tr>
<td>Advice and support</td>
<td>Policy communication and implementation</td>
</tr>
</tbody>
</table>

In socio-technical theory intermediaries can be defined as actors that facilitate exchange of knowledge, or use their own expertise to facilitate creation of niches and delivery of technologies. They are actors that span individual niches, networks and learning boundaries and they can undertake work at multiple levels; using their expertise to add value to project delivery within the niche and aggregating and sharing learning between niche spaces of activity [7-9]. Table 1 gives some examples of the types of activities intermediaries undertake. For a more comprehensive list of specific activities observed in studies to date, see Kivimaa [9].

Further to the practical activities that intermediaries undertake to assist in niche creation, Hodson, et al. [10] consider ‘modes’ of intermediary actors and how their scale and capacity can impact on their long-term effectiveness for enabling technology innovations to develop and transition beyond niche activities and become part of the wider regime. Figure 1 shows the two dimensions that Hodson et al [10] use to define the modes of intermediary delivery: (1) the scale and depth at which activities are embedded into institutional practice, either taking place as a stand-alone response or via an activity that is embedded within the long-term functioning of existing organisations; (2) the scale at which the priorities of intermediaries are defined, these could come from the local context of the niche, right through to a top-down national policy directive.

We apply this framework to the case study to consider the intermediary activities taking place to support DH development, and also the modes that these activities are being delivered through.

![Figure 1: Modes of urban energy intermedation conceptualised by [10]. The x-axis shows the scale and depth of delivery of intermediary activities, and the y-axis shows the scale at which the priorities for intermediary activities are defined.](image-url)
THE CONTEXT OF DH IN THE UK
The UK is a challenging country for DH deployment with extensive natural gas network coverage in its towns and cities. It has a highly centralised and liberalised energy system with little involvement of local or regional level actors to date [11]. Nevertheless, the publication of the UK Strategic Heat Framework [3] and action plan [12] recognised that DH would play an important role amongst the mix of technologies needed to meet future low carbon heating demand. It also recognised local authorities as having a critical role for enabling DH delivery.

The Heat Network Delivery Unit (HNDU) was formed within the Government’s Department for Energy and Climate Change (DECC) in summer 2013 to support local authorities in England and Wales in taking on this new role. It seeks to tackle the issues of “capability and capacity” faced by local authorities by offering guidance, support and funding to commission studies by consultants to feed expertise into local authorities [13]. The existence of HNDU appears to have ramped up the numbers of local authority officers working on DH, but as yet most of these projects have not reached the delivery stage and DH development continues to take place within niche spaces rather than becoming part of the mainstream practice for most municipalities.

RESEARCH QUESTIONS
This work seeks to answer the following research questions:

1. Are intermediary activities taking place within the DH development process in the UK? Which actors are delivering these activities?
2. Where are they adding value to support the development of projects?
3. How could intermediary activity be strengthened for DH niche creation?

DECISION THEATRE METHODOLOGY
Data was collected for this chapter through an application of a decision theatre research process; a method originally developed by Arizona State University that uses data visualisation, modelling and simulation to engage multiple stakeholders in a complex group decision process [14-16]. Use of a decision theatre research process aimed to capture rich and detailed data about the interactions and relationships between stakeholders during the process of decision making – a particularly important aspect in DH development where cooperation between local stakeholders in charge of large heat demand anchor loads and heat supply sources are crucial to enabling the viability of a project. Furthermore, this method is valuable for the research participants themselves, allowing them to share and learn from each other and to reflect on their own work as they progress through the stages of the workshop [14].

The decision theatre research process was adapted for the purposes of this study to focus less on the use of detailed modelling that was emphasized by previous applications of the method. Instead, a fictional scenario was created and simulated through simple heat maps, qualitative information about key actors in the scenario, and basic information about the outcome of a feasibility study. This adaptation was done to steer conversations about the development process towards the relationships and interactions between various stakeholders rather than on solely technical or financial questions about the viability of a project. Using a fictionalised scenario was important because this enabled participants to draw out issues and concerns, based on their own professional experiences but in ways that did not compromise other professional relationships.

In the scenario presented to the workshop participants, three key ‘stages’ of a fictional DH development process were presented; namely pre-feasibility, feasibility, and delivery stages, as detailed in Figure 2. The participants were set the task of discussing how they would develop the case study example from the pre-feasibility stage through to delivery. At pre-feasibility stage, participants were presented with an example of an area-wide heat map that indicated heat demand density including a number of specific large heat demand users that might be able to act as key anchor loads for a network, as well as existing CHP plants and other potential heat sources. At the feasibility stage, participants were presented with information about a specific priority project that had been selected for further exploration with a feasibility study. Finally, at the delivery stage, the groups were presented with the information that the given project was technically and financially viable to be delivered, given the involvement of key anchor loads and heat supply sources. Participant discussions were facilitated around the key points listed in Figure 2 to explore different actor’s objectives and challenges at different stages of the process, including:

- When and where actors turned to get advice and resources to support project development
- Actors’ perceptions of risks,
- Differences in objectives between stakeholders,
- How available information was used to inform decision making,
- The process of stakeholder engagement and relationship building
Mixing research participants provoked vibrant decision-making situations because the different perspectives represented within the group encouraged each participant to vocalise, explain and defend their reasons for deciding to act in a particular way. Having secured agreement in advance, group conversations and narratives were audio recorded for later analysis. Session conveners queried participant comments during each of the three stages in an effort to reveal some of the underlying decision-making rationales. In this way it was possible to gain an insight into the interests and focus of each participant and align these with their experiences of working in particular kinds of economic, political, and policy contexts. Data was transcribed and analysed for the themes and activities outlined within the analytical framework, defined in Table 1, to identify how and where intermediary activities were taking place throughout the development process stages.

A range of 10 stakeholders involved in local-level activities for establishing new DH networks within the UK were invited to participate and collaborate in the daylong decision theatre workshop held in Newcastle, UK during October 2014 (8 stakeholders were able to attend on the day). Stakeholder selection was focused on local-level actors to explore the experiences and learning processes of actors during DH delivery, rather than wider policy processes. The workshop was attended by 5 local authority sustainability / energy officers, a university estates energy manager, a representative of a community energy group and a local enterprise partnership representative. None of the participants had successfully completed a DH project but all were actively involved at one of the stages. The workshop was organised so that stakeholders with different kinds of organisational experience and knowledge were grouped together. While conversations were limited to participants in the workshop, conversations were contextualised within a wider policy framework by ensuring any comments and questions needing to be addressed by national policy stakeholders such as government ministers were captured via sticky notes and pinned to their poster image. This approach allowed the participants to discuss their interactions with actors not represented in the room, and to identify issues and concerns that needed to be addressed at different scales such as through government policy measures.

**RESULTS**

Analysis of the decision theatre data highlighted the central role of local authorities within delivery of DH niche processes, either undertaking intermediary activities themselves or being supported by the intermediary activities of others. Activities took place at three geographical scales of engagement: locally (primarily delivered by the local authority); regionally (several local authorities working together through a local enterprise partnership); and nationally (via institutions such as trade associations, community group networks, or government programmes). Figure 3 shows examples of the range of local stakeholders involved with DH delivery and the connections where local, regional and national actors were undertaking intermediary activity.

At the local level, the local authority sustainability or energy team performed intermediary activities persuading local stakeholders of the value of DH, and building the social networks required to deliver projects. These activities were directed both externally, facilitating cooperation between local, public and private sector stakeholders, but also internally to develop local authority capacity and get corporate buy-in.
in from across the local authority. As new actors in the energy system, these intermediary activities internally within local authorities were crucial to creating the multi-skilled team of planners, mapping specialists, lawyers, finance specialists and energy managers needed to facilitate strategic DH development. Beyond the local authority, other actors involved in intermediary activities at the local level were community energy groups, who explored opportunities to develop community owned schemes. Private sector DH companies also played an intermediary role, sharing expertise and experience from previous schemes, and offering to deliver and operate commercially attractive schemes.

At the regional level, local enterprise partnerships were sometimes undertaking intermediary activities as well. Their regional scale, joining multiple neighbouring local authorities, enabled employment of a specialist staff member for DH that would not have been possible for individual authorities acting alone. This scale of working also facilitated greater sharing and cooperation between the neighbouring local authorities working on similar challenges.

National level actors undertook intermediary activities between local actors, although none provided comprehensive coverage, or had enough capacity to meet the demands of all of the local actors. Key successes were HNDU, primarily acting as a source of funding to enable English and Welsh local authorities or regional local enterprise partnerships to buy in consultancy expertise, and also as a source of information sharing between local projects. The Core Cities group8, the Vanguards Network9 and the trade associations (Association of Decentralized Energy (ADE) and the UK District Energy Association (UKDEA)) were also cited as valuable sources of information and best practice sharing.

Evolution of intermediary roles as the niche processes develop

Table 2 gives details of the observed intermediary roles undertaken by the actors at each scale and how these vary throughout the stages of the DH development process. Most of the actors within the decision theatre are currently at stages (1) and (2) of the delivery process, establishing conditions for successful delivery of an initial project.

This analysis of the DH development process shows the important role that intermediaries can play in delivering niche processes. The multiple scales of activity offer distinct benefits, from close connection to project delivery and alignment of interests at the local level, to sharing knowledge and pooling resource at the regional and national levels. As projects and niches develop, the role of intermediaries also develops and changes to fulfill new functions.

---

8The Core Cities is a network formed to represent the local authorities of England’s eight largest city economies outside London along with Glasgow and Cardiff, aiming to enable each city to enhance their economic performance and attractiveness as places to live, work, visit and do business.

9The Vanguards Network was set up by the University of Edinburgh as a forum to discuss detailed aspects of DH development for local authorities in the UK at a more advanced stage of the development process.
Table 2: Intermediary activities undertaken at the local authority, regional local enterprise partnership (LEP) and national scale (HNDU and other networks) at each stage of the DH development process.

<table>
<thead>
<tr>
<th>Intermediary activity</th>
<th>Who?</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-feasibility</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increasing awareness of DH</td>
<td>Local authority ✓</td>
<td>Activities focused both internally with local authority stakeholders such as its senior management team, politicians, and finance managers, as well as externally with local stakeholders who might need to be involved to provide heat supply or large heat demand anchors. For regions where the LEP was taking an active role in facilitating DH, the pooling of resource at this stage enabled work to be undertaken on behalf of local authorities that would not have been able to take place otherwise due to lack of resources.</td>
</tr>
<tr>
<td>Demonstrating the value of DH</td>
<td>Local authority ✓</td>
<td>The involvement of consultants was important for bringing in more expertise and experience to the process, but actors expressed a worry that some consultants were bidding for work that they did not have expertise to do. HNDU was used to sense-check reports in some of these situations.</td>
</tr>
<tr>
<td>Providing an evidence base for feasibility</td>
<td>Local authority ✓</td>
<td>The involvement of consultants was important for bringing in more expertise and experience to the process, but actors expressed a worry that some consultants were bidding for work that they did not have expertise to do. HNDU was used to sense-check reports in some of these situations.</td>
</tr>
<tr>
<td>Overcoming a high perception of risk</td>
<td>Local authority ✓</td>
<td>HNDU played an important role consistently supporting projects right through the development process, as well as connecting and sharing information between local authorities. However, Participants expressed a desire for more opportunities to connect key peer groups, such as university or hospital finance directors or planning officers.</td>
</tr>
<tr>
<td>Use of the public sector estate to reduce risks</td>
<td>Local authority ✓</td>
<td>Emphasis transferred away from the LEP as a lead intermediary at the deliver stage and their role served more as a source of advice to the local authorities, who necessarily took a leading role for specific stakeholder negotiation, contract agreements and financing decisions. Lack of commercial experience meant that there was a perception of risk associated with taking on full local authority ownership of a scheme. However, the option of a fully private scheme, or partnership with the private sector was also associated with distrust of private sector actors.</td>
</tr>
<tr>
<td>Developing ownership models</td>
<td>Local authority ✓</td>
<td></td>
</tr>
<tr>
<td><strong>Feasibility</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Local authorities were keen to maintain an element of ownership within schemes in the hope of leveraging greater benefits for the area (e.g. maintaining low heat costs for fuel poverty reduction, or generating income through scheme profits).
DISCUSSION

Analysis of this UK case study has shown the extensive role that intermediaries can play in niche creation throughout DH development. The multiple scales of activity offer distinct benefits, from close connection to project delivery at the local level, to sharing knowledge and pooling resource at the regional and national levels. The early stages of DH development for most areas in the UK means that most of the intermediary activities are focused at the first two stages of the development process at present, but over time this would be expected to evolve as DH becomes a more widely known and trusted option amongst local decision makers.

In this section, the two dimensions that define the modes of energy intermediaries set out by Hodson, et al. [10] are used to explore how the role of intermediary activities in niche creation could be strengthened for DH. In particular, we consider how intermediary activities and modes might transition DH development from a niche activity to becoming part of the mainstream energy regime.

The activities of local authorities were of note when focusing on the ‘depth of activity’, represented on the x-axis of Figure 4, who were often seeking to deliver a systemic response through delivery of local heat strategies, planning policies and sometimes municipally owned energy service companies to facilitate strategic development and growth of DH for the long term. However, the lack of top-level strategic commitment and vision from within the local authority combined with the challenges of internal capacity and access to resource were creating a serious barrier for many of the stakeholders to achieve this.

These challenges at the local level were influenced by the national level, where there was a conspicuous lack of clear strategic steer to empower local authorities and LEPs in their role as DH intermediaries. Although national policy measures highlight local authorities as having a critical role in DH delivery [12], they do not yet support this with an explicit definition of responsibilities, or sufficient resourcing and delegation of powers to enable local authorities to consistently commit to this role. The sector would benefit from further dialogue and greater clarity about what the responsibilities and powers of local authorities are in relation to DH, the extent to which they should use local authority and public sector estates to enable viability of schemes, and indeed, strive to retain ownership of new schemes.

Returning to Hodson, et al. [10] and considering the ‘scale at which priorities are defined’, represented on the y-axis of Figure 4, a tension highlighted in this work is the balance between local and national influence. In the context of a centralised energy system, energy policy priorities are traditionally driven at the national level. However, given that the local context is so important for DH and local authority motivations tend to adapt to this context, this local voice is an important influence over the successful implementation of national energy policies. Even at the regional scale of the LEP, the emphasis on local economic growth may mean that some of the social drivers such as fuel poverty reduction (often prioritised by local authorities) are potentially not fulfilled [17]. An increased role for local authorities as local energy intermediaries requires greater dialogue between local and national governments to ensure that local priorities and activities are integrated into the energy system and national decision making across the country. National and regional intermediary activities clearly have an important role to play in enabling this dialogue to take place.

DH development in the UK is still taking place in the context of niches with few projects successfully getting through to delivery and completion. However, even at this early stage it is apparent that a transition from niche activity to the mainstream would require both a shift towards a more systemic response, particularly at the local level, and also a greater balance and dialogue between nationally defined priorities and the voices from the local context.

CONCLUSION

This work has used the innovative methodology of a decision theatre to explore the role of intermediaries within the process of DH development in a liberalised, centralised energy system. The results illustrate the power of intermediaries in enabling niche creation for DH development.
In the UK case study explored here, intermediary activities delivered several critical functions that enabled successful delivery of DH. They increased understanding of the technology amongst local stakeholders who needed to engage with potential projects. They sought resources to buy-in specialist expertise to support inexperienced actors. They also worked to overcome perceptions of risk by sharing case studies of other projects to reassure decision makers, and committing public sector estate to projects to increase security of heat demand. Still, there was potential to strengthen their impact by increasing the capacity and resource of local actors and more consistent provision of national level activities.

Lessons from the case study presented here are applicable beyond the context of the UK. DH delivery benefited from intermediary activities taking place at multiple levels of the energy system; the local and regional level play a critical role in direct delivery of projects while the regional and national level enable sharing and pooling of experience and resources to support the local level. In particular, the local nature of DH requires empowerment of local level actors, but supported by long-term intermediary actors who can maintain dialogue between the national, regional and local levels and establish clarity over powers and responsibilities as local actors take on a new role in coordinating strategic delivery of DH.

Finally, use of the ‘modes of energy intermediaries’ framework has highlighted their potential of intermediary actors to support a transition beyond DH development in stand-alone niches towards becoming an integrated part of the energy system. Embedding intermediary activities systemically into the multiple levels of the energy system, particularly at the local level, offers the potential to establish the institutional infrastructure and consistent support needed to unlock the potential of DH in many countries.

ACKNOWLEDGEMENTS
The authors would like to thank Dr Katy Roelich, and Dr Jonathan Busch from the Sustainability Research Institute, University of Leeds as well as Dr Mark Powell (iBUILD project, Newcastle University) for their collaboration on delivery of the decision theatre workshop. Finally, we are particularly grateful to all the participants that took part in the decision theatre workshop.

This work was funded by the UK Engineering and Physical Sciences Research Council (EPSRC) through the University of Leeds Doctoral Training Centre in Low Carbon Technologies (Grant EP/G036608/1) and Dr Bale’s fellowship (EP/K022288/1).

REFERENCES

CONSIDERATION OF HIGH EFFICIENT WASTE-TO-ENERGY WITH DISTRICT ENERGY FOR SUSTAINABLE SOLID WASTE MANAGEMENT IN KOREA

Geun-Yong Ham¹, Dong-Hoon Lee²

¹ Eco-energies Research Centre, Institute of Urban Science, University of Seoul
² Dept. of Energy and Environmental System Engineering, University of Seoul

Keywords: Renewable Energy, High-efficient Waste-to-Energy, District Energy, Bio-drying MBT

ABSTRACT
The global hierarchy of sustainable solid waste management is ranked with source reduction, reuse, recycle, waste-to-energy, and landfill. After adoption of the Paris Agreement, the main issue in energy usage is to reduce the greenhouse gas (GHG) emission, universally. In this context, the necessity of renewable energies were increased. However unpredictable fall in oil prices brings about the price drop of recyclables and threatens the motive of recycling activities and the frame of solid waste management hierarchy as well. In order to react properly on in the energy and waste management sectors, the current situation of Waste-to-Energy(WtE) and District Heating and Cooling (DHC) in Korea was investigated compared with the EU and considered the suggestions for improvement of WtE plants and the synergy between WtE and DHC network.

As the mixed residual waste to be treated may be increased, WtE is becoming weightier for the climate change and sustainable society. Since late 1990s, there had established directives in terms of reducing final disposal and increasing the usage of sustainable energy gained from many sources, especially from WtE as a district energy. Including Germany, Austria, the Netherlands, Denmark and Sweden which have introduced landfill bans and promoted the WtE and renewable energy usage. As a result, the WtE technology aiming at maximizing energy recovery is well developed and simultaneously the DHC system connected with WtE plant is promoted. Thus the enhancement for current WtE system and for the synergies with district energy, the changes in policy and techniques are required. In technical view, treatment of raw Municipal Solid Waste MSW) through bio-drying MBT(Mechanical Biological Treatment) will reduce the final disposal and further produce high caloric value of Solid Recovered Fuel (SRF) by removing moisture. Burning SRF will increase the power generation efficiencies rather introducing raw MSW. Additionally, high-efficient WtE technology which applied widely through Japan, Denmark and the Netherlands also enhance the total energy recovery for securing the district energy. Eventually, combined technology between bio-drying MBT with high-efficient WtE and DHC can reduce the GHG emission and achieve the sustainable development goals.

INTRODUCTION
The Paris Agreement (FCCC/CP/2015/L9/Rev.1) was adopted by the ministers from 195 countries universally in December, 2015, which aims to lower the rising of temperature 2°C compared with pre-industrial levels [1]. In order to support the new agreement, there has been many efforts were considered in Worldwide.

In June 2015, Korea government also set the goals of greenhouse gas (GHG) reduction by 37% compared to the 2030 BAU (Business As Usual) levels [2]. In this context, renewable energies originated from various sources solar, wind, waste, biomass and nuclear are widely applied and adopted to avoid the usage of fossil fuels. In 2013, estimated renewable energy production were 19.1% of global final energy consumption [3]. However unpredictable fall in oil prices brings about the price drop of recyclables and renewable energy.

The global hierarchy of sustainable solid waste management is ranked with source reduction, reuse, recycle, waste-to-energy (WtE), and landfill [4]. Globally, the awareness of treating waste sustainably rather than just being disposed. This means WtE is becoming weightier for the climate change and sustainable society leaving the reduction at source as the mixed residual wastes to be treated that not suitable for recycling is increased. Additionally, among the various renewable sources, energies from waste, known as WtE is the technology that producing heat, steam and electricity from the incineration plant.

Energy gained from waste and biomass captured about 60% of total worldwide renewable energy production in 2015 [3], [5]. Also, solid fuel, originated from waste so called Solid Recovered Fuel (SRF) can be provided into power plant. This produced energies are supplied to adjacent residential or industrial area for district heating and cooling. But, still the collaborations between WtE and district energy in Korea are weak. In present study, the former advanced case of WtE related with district energy in Europe are analysed and compare the situation with Korea. Then, suggestions about the technology development for synergy between WtE and district energy in Korea are described.
CURRENT SITUATION OF WTE TECHNOLOGY AND DHC POLICY IN EU

Since late 1990s, the movement of changes in policies regarding with climate change had been progressed in Europe. Representatively, establishing of the EU landfill directive (1999/31/EC) [6] which sets targets for the diversion of biodegradable waste from landfills in order to reduce the impact of waste management on environment. Thereafter, the Waste Framework Directive (2008/98/EC) [4] specified the structure of the waste hierarchy and promoted high energy efficiency in WtE plants in Europe. Since the Kyoto protocol took place in 1997 and including the Paris agreement in 2015, the expansion of renewable energies usage are actively recommended. To support this, also the EU Directive on Energy from Renewable Sources (2009/28/EC) have established to set the target for all EU member States to provide a 20% of total domestic energy from renewable sources by 2020 [7]. As a result, in 2013, about 81 million tonnes of MSW were incinerated and simultaneously produced 32 TWh of electricity and 81 TWh of heat which used for district energy. Converting this generated energy to the amount of primary energy, it equates with 9 – 44 million tonnes of fossil fuels. At the same time, about 22 – 44 million tonnes of CO2 were saved. [8]

Looking into the waste treatment in EU28 (Figure 1), less landfilling is achieved in Germany, the Netherlands, Austria, Belgium, Denmark and Sweden. These countries are commonly introduced the landfill bans and promoted to treat the MSW mainly by recycling and WtE. Further, the district energy system is well-developed in order to provide the generated steam, electricity, and hot water from WtE facilities to adjacent households, industry buildings [7], [9].

In Denmark, experiencing the oil crisis in 1970s, the long-term energy policies were needed. As a result, ‘Danish Energy Agency’ was established which aimed to reduce dependency on oil import and increase the reliability of supplied renewable energies. After 1980s, DHC system was actively promoted and equipped. In consequences, the large-scale DHC system ‘Copenhagen Network’ has been built up. 3 WtE commercial plants located in Copenhagen are providing 30% of total district heat to regions in 100-km radius [5], [10].

In Amsterdam, the Netherlands, 2 commercial WtE plants are installed. Waste is occupied 25% of total district energy sources. About 75% of total electricity consumption of city are provided from these 2 facilities and simultaneously generating the district heat which can warm the 12,000 households. Waste Fired Power Plant (WFPP) that operated since 2007 with the concept of high-efficiency incineration, is treating the 530,000 tonnes of MSW per year and showing the above 30% of electricity generating efficiencies. [5], [11]

Annually, 600,000 tonnes of MSW is treated in Sysav WtE plant located in Malmö, Sweden. Sysav WtE plant is one of the most advanced facilities for waste incineration. In total, about 1,400 GWh of heat which is equated with the heating of 70,000 households and 250,000 MWh of electricity are provided to adjacent regions. [5]

Putting all the cases in EU, following effects are expected through the synergies between WtE and District energy.

- Less dependence on primary energy and GHG emission
- Reduction in final disposal and environmental impact induced following.
- Sustainable solid waste management through less landfilling but maximizing energy recovery from
By securing the district energy generated from WtE facility, the biased perception on WtE plant is changed from unpleasant facilities to fundamental infrastructure to surrounding residents.

CURRENT SITUATION OF WTE TECHNOLOGY AND DHC POLICY IN KOREA

In Figure 2, waste generation and treatment status are depicted from 1997 to 2014 in Korea [12]. The treatment by landfilling is getting reduced and the incineration is slightly increased. Comparing with the advanced countries in EU, still the landfilling ratio is quite high as about 15%. For the sustainable waste management and reducing the GHG emission, the alternatives are required. For the progress in policies, landfill taxes are required. In present, there are no specific bans on landfilling. Instead, the landfills managed by local government announced the increase of ‘tipping fees’. Regardless of this, no legal regulations have existed [13].

Fig. 2 Waste generation and treatment in Korea

In 2009, Korea government announced an ‘Energy Policy Action plans of Waste and Biomass for low-carbon energy production and dissemination’ [14]. The plan has established ambitiously to set the objectives for the energy recovery of 4 waste categories divided by feasible combustible wastes, feasible organic wastes, incineration waste heat, and landfill gas by 47, 26, 77 and 91% respectively until 2013, and 90, 36, 81 and 91%, respectively until 2020 against the 2007 level. As a result from an inspection by BAI (The Board of Audit and Inspection of Korea) in 2011 [15], only 4 SRF production facilities were installed and these had been much less than planned installation of 42 facilities, despite 64% of total business budget was allocated, because of an impractical introduction of SRF production technology without an operation experiences and fully established policies.

In 2014, domestic renewable energy consumption was occupied 4.1% of total energy usage and among them, 60% were originated from waste incineration which same as 53,000 TOE [16].

For district heating in Korea, few regions are equipped with district heating and cooling system. In 2014, about 84% of total production for DHC was originated mainly from LNG and coal, while the heat recovered from the waste was only 1.4% [17].

According to a report from Ministry of Environment, Korea, showed 76.3% of efficiency in 22 facilities. Considering the distribution status, incineration plants which showed efficiency over 75% was 56% of total and 41% of total plants showed over 80% efficiency. But this is the theoretically calculated value, thus compared with the usage in EU and Japan technology which accomplished above 95%, there are still room for development in Korea [18], [19].

CUTTING GHG EMISSION THROUGH HIGH-EFFICIENT WTE TECHNOLOGY COMBINED WITH BIO-DRYING MBT AND THE SYNERGIES BETWEEN DHC

Considering the situation in Korea, the improvement of WtE technology as well as related policies are required for the synergies between WtE and district energy. Currently, applied bio-drying MBT and high-efficient WtE technology can be suggested in technological perspective.
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Mechanical Biological Treatment (MBT) technology was started from Germany in late 1990s as an alternative for the EU landfill directive (1999/31/EC). Biological treatment that applied to MBT system is determined by the objective of process that related with the usage of products [20]. Applied biological treatments are composting, bio-drying, anaerobic digestion, etc. Evaluating the biological treatment technologies in different criterion – proven technique, suitable for moist MSW, demand for primary energy, and etc. Considering the overall evaluation, optimum process for moist waste treatment bio-drying and anaerobic digestion technology can be suggested [21]. Bio-drying is a drying technology that using biologically generated heat as the main heat source and by introducing the air, aerobic condition is made and evaporated vapour is discarded from reactor. MBT with bio-drying is a little simpler in design than other process. Additionally, SRF which is produced in the end of process, can be used in power plant for heat and electricity generation. As can be seen in Figure 4, MBT process including biological treatment especially bio-drying, reduced the landfilling ratio markedly. Putting bio-drying process before mechanical sorting, produces 53% of high calorific fraction that is SRF. At the same time, only 4 % of total inputs are landfilled [22]. In case of Germany, where the MBT system which aims material specific waste treatment, is currently having a situation that over-capacities of solid waste treatment. During 2004 to 2008, the MBT facilities are rapidly increased in Germany. As the systems have installed, capacities were increased as well. Thus present capacities of MBT will compete with other solid waste treatment capacities. In near future, new trends of waste treatment are presented by its energy efficient waste treatment as well as the resource and energy recovery. Meaning that this will lead to decreasing treatment capacities as well as a conversion of present capacities along with a conversion of the treatment technique itself [23]. Through the MBT with bio-drying process, heating value of moist MSW is increased as the water removed.
Rather burning the raw MSW, energies gained from incineration of SRF that contained high caloric value are greater.

As shown in Fig. 5, energy efficiency and GHG balance in MBT and MSWI process are compared. Net primary energy efficiency was higher in MBT process as 62% than MSWI. In terms of -300 kg CO$_2$-equiv. / t waste were saved in MBT compared -120 kg CO$_2$-equiv. / t waste in Incineration plant. Especially, MBT process with bio-drying, hold a higher portion of treated waste to recovery and saved GHG emission higher [23]. To sum up this, WtE technology combined with bio-drying MBT can enhance the energy recovery efficiency by introducing the SRF that contained high caloric value and reduce the GHG emission simultaneously by providing waste heat and electricity to households or industry buildings.

- High-efficient WtE technology

As the characteristics of generated MSW are changed to high caloric value due to packing materials and also following the shift of society that is aiming at usage of valid waste heat and less GHG emission, new generation of high-efficient WtE technology is required. Generation of energy from waste has been pioneered in Denmark and countries in Scandinavia such as Sweden, Norway and Finland, for district heating and cooling production due to their cold weather. For example, the combined heat and power plants in Denmark required a new type of boiler for high-efficiency. Thus the steam parameters were typically 40 bar, 400°C already since 2000 [10], [24].

According to the report released by ministry of Japan in 2012, the movement towards the safe and sound municipal waste incineration and high-efficiency power generation is being developed. In the past, the priority factor in setting up waste incineration plants was antipollution control, which resulted in a significant upgrading of facilities from this perspective in Japan. However, in perspective of energy recovery, many plants now construct highly efficient electricity generation facilities with longer operating lives as demanded by greenhouse gas emission measures. Rising the temperature and steam pressure for power generation results in high efficiency are required [25], [26]. In Fig. 6, as applying high temperature and high pressure boilers, the higher power generation efficiencies can be achieved. Further technological requisites for improvement in WtE technologies are described in Table 1. Various technological requisites are widely applied to incineration facility to increase the power generation efficiency [27]. Depends on the objective of revision, various requisites can be applied. These technological alternatives also adopted to SRF power plant for maximizing the energy recovery efficiency as well. Based on this high-efficient WtE technologies, there also the movement through Japan that maximizing the energy recovery. In 2009, about 80% of total generated MSW were treated by incineration. Among them only 24.5% of plants in Japan performed energy recovery and utilisation for generated heat was also barely performed. Because most of WtE plant installed in Japan are small-scale that only aims at MSW treatment. Thus the motive for energy recovery was weak. However, counteracting on global changes, focusing on energy recovery are the main concept for the developing WtE technologies in Japan [28].

CONCLUSION

Confronting the Paris Agreement as well as Sustainable Development Goals, many environmental, economic, social strategies for proper reactions are established in worldwide. Among this, for sustainable

<table>
<thead>
<tr>
<th>Objective</th>
<th>Technological requisite</th>
<th>Improvement effect</th>
<th>Conditions for improvement effect calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enhancement on heat recovery</td>
<td>Lowered temperature economizer</td>
<td>1%</td>
<td>Exhaust gas temperature at boiler exit 250°C $\rightarrow$ 190°C</td>
</tr>
<tr>
<td></td>
<td>Lowered combustion air ratio</td>
<td>0.5%</td>
<td>MSW 300 t/d, combustion air ratio 1.8 $\rightarrow$ 1.4</td>
</tr>
<tr>
<td>Valid usage of steam</td>
<td>Low-temperature catalytic desulfurization</td>
<td>1 ~ 1.5%</td>
<td>Temperature at entrance 210°C $\rightarrow$ 185°C(non-reheating)</td>
</tr>
<tr>
<td></td>
<td>High-efficient dry exhaust gas scrubber</td>
<td>3%</td>
<td>High-efficient dry scrubber</td>
</tr>
<tr>
<td></td>
<td>No flue gas heating</td>
<td>0.4%</td>
<td>Conditions for flue gas heating 5°C, 60% $\rightarrow$ No restraint</td>
</tr>
<tr>
<td></td>
<td>Waste water treatment</td>
<td>1%</td>
<td>Temperature at boiler exhaust 250°C $\rightarrow$ 190°C</td>
</tr>
<tr>
<td>Enhancement on steam turbine system</td>
<td>High temperature, high pressure boiler</td>
<td>1.5 ~ 2.5%</td>
<td>3MPaG $\times$ 300°C $\rightarrow$ 4MPaG $\times$ 400°C</td>
</tr>
<tr>
<td></td>
<td>Extraction turbine</td>
<td>0.5%</td>
<td>Main turbine $\rightarrow$ Extraction turbine</td>
</tr>
<tr>
<td></td>
<td>Cooling of Stoker</td>
<td>2.5%</td>
<td>Pressure at turbine exhaust -76kPaG $\rightarrow$ -94kPaG</td>
</tr>
</tbody>
</table>
waste management, WtE technologies are actively applied in many advanced EU countries targeting the waste that is not suitable for recycling to avoid landfilling and recovery of useful energy. Generated from incineration, the waste heat, steam can be used to produce thermal energy and electricity. This is a good energy source to adjacent households and industries for district heating and cooling and further for electricity. WtE technologies are introduced in Korea recent 15 years. But lack of experience and broad definitions of target wastes for energy sources, the technology and related policies are not settled completely. Benchmarking the advanced case in EU (Denmark, Sweden, the Netherlands and etc.), political and technical suggestions that are aiming at waste management for avoidance on landfills, maximizing energy recovery as district energy and reduction of GHG emission are made. For technical perspective, Bio-drying process that are maximizing the SRF production, can be applied to current MBT system in Korea which operated only by MT system. Additionally, high-efficient WtE technology is also required in current system to increase the incineration and energy recovery efficiency. Also more district energy can be secured from WtE plants when DHC system is in place. Thus when designing the new city, WtE plants are perceived as fundamental infrastructure so that the secured waste energy can be provided to residents and also the distances of wastes collection will be shortened. Finally, combining the bio-drying MBT with high-efficient WtE technology can secure more district energy and in the end, it achieve the reduction of GHG emission.
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ABSTRACT
Deployment of district cooling is one of the most interesting issues in recent integrated energy systems. While the adsorption chiller has a high potential in terms of the temperature range required for district cooling, it is not being widely used due mainly to large system size and relatively low performance. The present research conducted a feasibility study on the application of new types of adsorption chiller, which have high potential to enhance the heat transfer and reduce the system size. The proposed types are an embossed plate heat exchanger (Plate HX) type and heat pipe type adsorption chiller. The plate HX and heat pipe have a relatively high heat transfer capacity and compact size, and this study is a first attempt to apply these new type HXs of adsorption chiller, as an improved alternative to the fin-tube type heat exchanger.

INTRODUCTION
Due to global warming and economic development, demand for cooling has rapidly increased. However, vapor compression refrigerators that use Freon gas have many problems, including excessive electric power consumption and environmental damage. As a result, many studies have focused on the development of eco-friendly refrigeration systems driven by heat rather than electricity [1-3].

An adsorption refrigerator is a promising alternative cooling device and also an eco-friendly refrigeration system, which can be driven by low-grade heat (60°C ~90°C) from solar energy, district heating, exhaust heat from an engine or discarded waste heat. Adsorption cooling is not being generally used yet mainly due to the system’s large size and relatively low performance. Because the adsorption beds are the most important parts affecting system size and performance, many researchers have conducted the study of the adsorption beds for improvement. One of the goals has been to optimize the shape of the heat exchanger. Various types of heat exchangers have been examined.

In the early development stages, a simple-tube type heat exchanger was used for the adsorption beds. However, due to its low system performance (COP = 0.1~0.5, SCP = 50~200 W/kg) and long cycle times (about 1,000~10,000s), the simple-tube type adsorption chiller has been rarely used in these days. To overcome the disadvantages of the simple-tube type adsorption chiller, fin-tube HXs were introduced. Fin-tube HXs with extended fin surfaces can significantly improve heat transfer capacity, which leads to increased mass transfer capacity. Most products in the market use fin-tube HX in the adsorption bed, which have relatively high performance (COP = 0.5~0.7 and SCP = 100~600 W/kg) and short cycle time (usually less than 1000s) compared to a simple-tube HX. However, the rate of improvement of system performance using fin-tube HX has apparently slowed recently, and seems to have reached near optimum.

Other types of HX with higher heat and mass transfer capacities are therefore required. Li et al. [4] reviewed on the efforts to introduce the new type of HXs in the adsorption bed such as plate-fined bed, spiral plate bed and porous bed, etc. to increase heat transfer capacity of adsorption bed. Here we introduce two types of new suggestions, i.e. an embossed plate HX type and heat pipe type adsorption chillers. A feasibility study was conducted to examine whether these two types of adsorption bed show high enough performance, compared to the fin-tube type HX applied to adsorption chiller. After that, a parametric study was conducted, from which the guideline for each parameter can be determined for the optimal design of the newly suggested adsorption chiller.

NUMERICAL METHOD
In general, two adsorption beds are used in the adsorption refrigeration system. One is for adsorption process, the other is for desorption process and vice versa. During adsorption/ desorption process, endothermic/ exothermic reaction occurs, which is to be removed by cooling and heating water. During the adsorption process, the vapor from the evaporator enters the adsorption bed, while during the desorption process, the desorbed gas is evacuated to the conden-
By repeating two processes in each bed, consecutive cold energy can be obtained from the evaporator. More detailed description on the system is mentioned in the resent study of Hong et al. [3].

Figure 1 shows the newly suggested two types of adsorption beds. In order to save an enormous amount of simulation time, we took one repeating section of interest to model. A three-dimensional transient model was used, and a commercial CFD program called STAR-CCM+ v7.04 was applied. Since \( \frac{D_i}{r_p} = 0.000368 \) is larger than the critical value (0.000192) of silica gel, the non-isobaric model and linear driving force (LDF) model were used for the inter- and intra-particle mass transfer models, respectively. The assumptions, governing equations and boundary/initial conditions are given in detail in Hong et al. [3] and Ahn et al. [5].

As the performance of an adsorption bed, coefficient of performance (COP) and specific cooling power (SCP) are used:

\[
\text{COP} = \frac{Q_{eva}}{Q_{in}}
\]
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cycleb
evatM
QSCP(2)
where evaQ denotes the cooling energy obtained from the evaporator and Qin denotes the input heat energy supplied to the adsorption bed during the desorption process. Mb is the total mass of the solid sorbent and t cycle means cycle time.

dtAduLQadsdesinterfacevveva(3)
dtAduTTCQdesadsfoutf,inf,fP,fin(4)
where vL is approximated as follows:

(TTCTL )evaconbP,evavevav(5)

PARAMETER STUDY OF THE PLATE HX TYPE ADSORPTION CHILLER

We conducted a parameter study on seven parameters, i.e., (1) embossing diameter ratio, (2) embossing height, (3) embossing pitch, (4) bed height, (5) plate thickness, (6) heating temperature, and (7) fluid velocity. As the typical example, Figure 2 shows the behavior of COP and SCP as a function of heating temperature. The heating temperature has been reported to have the most significant effect on the SCP of adsorption chillers [2, 6] and the result in the present study also shows it has a significant influence on SCP. Heating temperature determines the minimum value of water uptake. A large heating temperature creates a large difference in concentration between the inside and outside of a solid sorbent, which enhances the desorption rate of the adsorption bed. Therefore, SCP is increased by increasing the difference between maximum and minimum water uptake Δq. However, if the heating temperature is too high, the input heat energy Qin becomes unnecessarily large, and COP is consequently decreased after the critical point of the heating temperature (75°C). This trend is also the same in the fin-tube type adsorption chiller [2].

PARAMETER STUDY ON THE HEAT PIPE TYPE ADSORPTION CHILLER

A parametric study was conducted on six parameters affecting the system performance of a heat pipe type adsorption chiller: (1) number of layer (2) heat pipe pitch (3) fin spacing (4) heat pipe radius (5) fin width (6) hot water temperature. The level of each parameter is shown in Table. 1. The base conditions are shown in grey color. As the typical example, Figure 3 shows the behavior of COP and SCP as a function of the number of layers. When the number of layer increases, larger Qin is required to heat up the extra volume of the bed during the desorption process. But, the amount of water uptake is also increased by addition of adsorbent amount. Thus, COP increases due to increased evaporation heat, that is Q eva. SCP is inversely proportional to the adsorbent mass, thus SCP is decreased with increasing number of layers. The number of layers in the practical application is much larger than 7. However, due to limitation on the computer memory and calculation time, maximum 7 layers are considered in our numerical model. The performance of 7 layers (COP = 0.5204, SCP = 752.37 W/kg) turns out to be almost the same COP, while larger SCP compared to the fin-tube type adsorption bed (COP = 0.4944, SCP = 538W/kg).
CONCLUSION

In the present study, a feasibility study on two new types of HX applied to adsorption chiller, i.e. (1) plate HX type and (2) heat pipe type, and a parameter study were conducted, from which optimization guideline for each parameter was examined. All of these two types show similar COP but higher SCP, which means the new types of adsorption chiller have high potential to resolve one of the most serious disadvantages of the adsorption cooling system, i.e., system size.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of layer</td>
<td>1, 3, 5, 7</td>
</tr>
<tr>
<td>Heat pipe pitch [mm]</td>
<td>10, 12, 14, 16, 18</td>
</tr>
<tr>
<td>Fin spacing [mm]</td>
<td>0.5, 1, 2, 3</td>
</tr>
<tr>
<td>Heat pipe radius [mm]</td>
<td>1, 2, 2.5, 3, 3.5, 4</td>
</tr>
<tr>
<td>Fin width [mm]</td>
<td>4, 6, 8, 10, 12</td>
</tr>
<tr>
<td>Hot water temp. [°C]</td>
<td>55, 65, 70, 80, 85, 95, 100</td>
</tr>
</tbody>
</table>
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ABSTRACT
The 4th Generation of District Heating (4GDH) is a complex agglomeration of heat providers, distributors, and consumers that must be automatically, continuously managed and coordinated. It is a complex system of systems; a definition which we align to Maier’s architecting principles for systems-of-systems as collaborative systems. Wrapped in the idea of system of systems is the reality that the 4GDH systems’ descriptions and specifications are not currently all known. Nonetheless, the transition into the 4GDH is actual. We propose the use of two frameworks to secure a smooth metamorphosis and assure systems’ operation, maintenance, and evolution. The two frameworks are the Arrowhead Framework and the OPTi Framework. The first one enables system integration through Service Oriented Architecture (SOA) and the second one offers the overall system optimization with respect to all stakeholders. This paper uses the Model Based Systems Engineering (MBSE) tool SysML to model a district heating complex’s structures and behaviors from the concept level down to the sensors and actuators within a district heating substation where we apply the SOA technology based on the open Arrowhead Framework. We focus on the Arrowhead Framework’s core services, i.e. Service Registry, Authorization and Orchestration to clearly describe the interactions between the different service providers and consumers. Going back up from the sensors to the systems, it is clear that SOA is the architecture that will empower the 4GDH.

INTRODUCTION
District Heating is a common sense concept that becomes progressively more evident as one reflects on it. It is a centralized production of heat energy that is stored in a fluid and distributed through a network to different buildings within a district. It is a resourceful idea because the centralized production is more efficient than several distributed small ones as long as the distribution losses are small [1]. The concept becomes even more indisputable when the heat energy is a byproduct of an industrial process. For example, a paper mill, which produces paper, can sell off its incidental heat. Another great example is the Combined Heat and Power (CHP) that produces electricity from burning refuse and simultaneously heats buildings and associated domestic hot water. This is a win-win solution for all, including the environment. And yet, it can further be improved.

In its Energy Roadmap 2050, the European Union has set itself the impressive long-term goal of reducing greenhouse gas emissions by 80-95% as compared to 1990 levels by 2050. In its commitment to reach that goal, it has considered different scenarios and their impacts. Connolly et al. assert that increased use of district heating in Europe supports the goals of the roadmap at a lower cost [2]. This continued use of district heating is accompanied with its normal evolution, which brings it to its fourth generation.

Lund et al. present an excellent review of the four generations of district heating and of the European Union’s energy roadmap leading to the fourth generation [3]. They describe the trends over the generations: increase in energy efficiency, decrease in temperature of the supplied transport medium and an increasing complexity in stakeholders. The first generations period was from about 1880 to 1930 with transport medium temperatures below 200°C. The second generation from 1930 to 1980 with temperatures greater than 100°C and third from 1980 to 2020 with temperatures less than 100°C. The fourth generation should span from 2020 to 2050 with temperatures less than 70°C. The complexity increase includes an increase of different producers, which at some time might be heat consumers, as well as daily variations of heat demand.

To address this complexity increase and aim for its harmonious operation, it becomes essential to understand the district heating system. The 4GDH is made up of several heat production systems, distribution systems, and consumer systems. Each of them with their own set of sub-systems. The natural temptation is to designate the district heating concept as a system of systems, but the Maier argues that it might be a misclassification [4]. According to Maier’s tenets, an equivalent term to system of systems would be “collaborative systems” where the sub-systems fulfill valid purposes in their own rights and continue to operate to fulfill those purposes if disassembled from the overall system. Additionally, the sub-systems must be managed (at least in part) for their own purposes rather than the purposes of the whole. Aligning to these views, serves not only the sub-systems, but also 4GDH and forms the point of the herewith article. Especially
when the implementation specifications of the 4GDH do not yet exist. This leads Maier to state that systems-of-systems are largely defined by their interface standards rather than their structures. He points to the Internet as a good example of collaborative systems. It is that same technology that is used here to define the interface standard of the proposed solution. This enables new emerging behaviors to surface up as the 4GDH becomes mature because the services within the architecture are loosely coupled and therefore late binding.

This article presents a systems architecture for the 4GDH knowing that the systems specifications will not all be complete for a long time. This plan of action relies on two frameworks and their related interfaces: the Arrowhead Framework and the OPTi Framework. The OPTi Framework offers a simulation platform for different components of the DH systems that can includes the components of the 4GDH, which enables the optimization of the 4GDH’s dynamics. The Arrowhead Framework enables system integration and collaboration through Service Oriented Architecture (SOA). We use Model Based System Engineering (MBSE) to convey how this is implemented in a structural and behavioral sense.

The structure of the article presents the two frameworks before turning to models of district heating enhanced with SOA. The models are based on uses the MBSE tool SysML. The models describe district heating’s structures at the concept level down to the sensors and actuators within a district heating substation where we apply the SOA technology based on the open source Arrowhead Framework. The models additionally describe the behavior of the system with focus on service discovery, authorization, and orchestration at the lowest level to clearly demonstrate the mechanisms involved prior to scaling back up to the whole system of systems in which the OPTi Framework is an integral part.

THE FRAMEWORKS

If systems are expected to be independent, and yet be collaborative to form a system of systems, they must somehow find a benefit to co-operate. The OPTi Framework addresses the yearning for collaboration, and the Arrowhead Framework addresses the service oriented architecture to make the collaboration possible. Coincidentally, the OPTi Framework can provide services within the Arrowhead Framework. This is possible because they both have well defined interfaces.

The OPTi Framework

The OPTi Framework is the product of the European Union Horizon 2020 project OPTi, which aims to deliver the tools to optimize district heating and cooling with full consideration of the end customers [5]. In other words, the framework is a suite of tools that offers solutions in which all stakeholders benefit. This key concept is what drives the systems to be inclined to collaborate together. The benefits include saving natural resources, assuring comfort, increasing profits and cost reductions.

One of these tools is the scalable simulation tool OPTi Sim, c.f. figure 1. It considers production, distribution, consumption, end consumers, and economics. It is also a system of systems as each sub-simulation is independent and communicates through a co-simulation router. The communication interface follows a clear standard: the open interface standard FMI (Functional Mock-up Interface) [6]. It is an independent standard that supports both model exchange and co-simulation of dynamic models using a combination of xml-files and compiled C-code. This permits each simulation tool to be developed and refined independently.

One example being addressed is the daily peak loads as demand for domestic hot water increases in the morning before work and at dinner time. The planning of production and distribution has to be done; and a good optimization should use also the buildings thermal capacitance to save resources while striving for end customer comfort. With an increase of heat suppliers, the complexity of the task becomes even more challenging. Collaborative simulation for planning will be even more essential for the 4GDH.

Having clarified why the systems would want to collaborate, it becomes interesting to understand how they could interact with each other.
Figure 2: A block definition diagram (bdd) of district heating.

The Arrowhead Framework

The open source Arrowhead Framework is the product of another European Union project [7]. The project’s vision has been to enable collaborative automation by networked embedded devices. Its grand challenges were to enable the interoperability and interchangeability of services provided by almost any device. This has been done by offering services established on the Internet Protocol Suite, which is a proven technology. It reflects the paradigm of a person, i.e., service consumer, using a web browser to address a service provider, e.g., a search engine or bank, to obtain information. The different software modules at the service providers and consumers can be updated at anytime without affecting the others as they are loosely coupled. What is clearly defined are the interface protocols themselves. Adhering to them simplifies development and insures quality.

The Arrowhead Framework proposes an assortment of services, in the form of software modules, of which three are core services. The core services are the Service Registry, Authorization and Orchestration. We describe how they interact within a district heating substation in the next section. Of the many other service modules, worth mentioning are the Historian, the Gate Keeper, and the Translator, although we do not involve them here [8]-[10]. The Historian is a data logger, while the Gate Keeper is a secure interface to the outside Internet world. The Translator is a service provider that intervenes when different component suppliers have chosen different Internet protocols, which could hinder collaboration due to dialects [11].

To elucidate how these core services are used in district heating, we employ systems engineering models.

STRUCTURE AND BEHAVIORAL MODELS

A short definition of Systems Engineering is: “Systems engineering is a methodical, disciplined approach for the design, realization, technical management, operations, and retirement of a system” [12]. As systems become more complex, consistent approaches and tools are needed to manage the complexity as well as to communicate with all stakeholders. One such approach is to use models, which is referred to as Model Based Systems Engineering. Associated to this, one finds the modeling tool SySML, System Modeling Language. It is an offshoot of the Unified Modeling Language (UML) that was developed during the early 1990’s and later adopted as a standard by the Object Management Group [13]. SysML uses different diagrams to represent different aspects of a system. The classification of its taxonomy of diagrams forms three groups: structure, behavior, and requirement diagrams. We shall here use structural and behavioral diagrams.

DH structural models

We begin by looking of the structure of a third generation district heating in Sweden as depicted in figure 2, which is a SysML block definition diagram (bdd). We find the three expected sub-blocks of production, distribution, and consumption. One block that is usually not mentioned is the system management part, although it is just as essential. When models are clearly drawn, they propel the discussion of what was not initially considered. The coordination of district heating, including the billing of end customers, does exist but is often omitted. Through modeling, it is also those omissions that we are trying to capture without overwhelming the stakeholders. It is system management that we can find OPTi Sim.
One advantage of MBSE is to go deeper into a block to further one’s understanding when this is of interest. In the present case, we can dive into the consumption block and further into the single family house, whose bdd is shown in figure 3. Of interest here is the standard district heating substation, which takes a majority of the diagram.

To improve communication between the different modules within the DH substation, we added tiny web servers on several of them [14, 15]. Figure 4 shows a graphical model of a substation where the wireless servers are depicted with an “S”. The energy meter, the valve on the primary circuit to the space heating heat exchanger, the temperature sensor of the supply line to the radiators, the space heating circulation pump, and the outdoor temperature sensor each have their own web servers. Similar to a search engine or a bank web server, these little web servers offer services. For example, the outdoor web server measures temperature and offers a temperature service. Those tiny web servers are dubbed Mulles [16]. Figure 4 also has an access point or gateway, which is composed of a BeagleBone computer and a Mulle, as illustrated by the bdd in figure 5. The figure additionally shows the software modules of interest: the three core services, the gatekeeper service, and a district heating application. The district heating application could be the one that controls the valve on the primary circuit to the space heating heat exchangers based on outdoor temperature and supply temperature to the radiators. It could also be another application such as a building thermal analysis. One advantage with SOA is that these modules can be developed after infrastructure deployment; this being an essential key to 4GDH. This exemplifies the ideas of loosely coupled modules and late binding. Being software modules, the services can exist on any servers in contingency to a gateway malfunction thereby avoiding a single point of failure, which typifies to system fault tolerance concepts. Having an idea about the structure of the system of systems down to a single wireless sensor server or service provider, a demonstration of how the system behaves is essential to begin to accept the SOA idea.

Among SysML’s behavior diagrams are the sequence diagrams with their “swim lanes” as depicted in figure 6. We begin with a simple service discovery sequence diagram to demonstrate how SOA functions. We then present a sequence diagram with all the three core services in a local cloud. Figure 6 shows the outdoor temperature server presenting its temperature service to the service registry. It does that by POSTing, using the World Wide Web’s representational state transfer (REST) style, the following message:

```json
{
  "name": "temperature-em219",
  "type": "temp-json-coap._udp",
  "host": "[fdff::df5:8c6a:5ca2:44a6]",
  "port": 5683,
  "properties": {
    "property": [
      {
        "name": "version",
        "value": "1.0"
      },
      {
        "name": "path",
        "value": "/temperature"
      }
    ]
  }
}
```

Figure 4: A district heating substation with a wireless sensor network, where each “S” is a tiny wireless server.
With this posting, the service provider system tells its name, its chosen communication semantic, and the path to the service it offers. Additional services would be listed in the property array. By default or from an installation update, the service provider knows to register its services at the gateway host (host address and port).

Returning to figure 6, the service registry then builds a database of available services from all possible providers. Arrowhead’s service registry is based on DNS-SD, which is an extension to DNS. DNS, domain name system, part of the Internet Protocol Suite’s application layer, provides the address at which a service is hosted. The service discovery extension, DNS-SD, provides the ability to discover services, which an application might want to use.

A service consumer, e.g., the DH application, then can ask the service registry for the desired service and receive back the address of the service provider with the path to the service of interest. The service
consumer directly contacts the service provider whenever it wants the needed information, also referred to as “pulling”. The answer from the service provider is:

```plaintext
{  
  "e": [{
    "n": "urn:dev:mac:0024befffe804ff1",
    "t": 1425256855,
    "u": "Cel",
    "v": 23.5
  }
}
```

with its name, the timestamp of measurement, along with the unit and measured value. Alternatively, after being requested by a consumer, the service provider could “push” an update at specific time interval or upon some agreed event. The Arrowhead Framework does not restrict pull and push behaviors.

With service discovery recounted, several natural questions surface up and include the following. What is the latency in the control loop? How is security assured both for privacy protection and against tampering? How are service selections sorted out in the case of multiple providers and how is provider drop out handled? How is the connection to the Internet handled?

The Arrowhead project has addressed such questions by first defining local clouds. The service consumers do not interact with the service providers through a cloud far away, rather through a local cloud, e.g., the gateway. This assures the low latency necessary in control application and offers some security from the outside world. Additional security is handled by the authorization service, which could use certificates or tickets. Figure 7 shows the sequence diagram using the Arrowhead Framework core services. If the service provider is power constrained, it would prefer to receive an authorization ticket with a limited lifetime to communicate with a given consumer to avoid wasting power by obtaining an authorization at each request. The logic is that the consumer obtains a ticket from the authorization service, which it passes on to the service provider. The service provider then checks if it is valid with the authorization service and if so, then will
communicate with the consumer for the lifetime of the ticket.

The third core service proposed by the Arrowhead project is the Orchestration service. Its purpose is to give some “intelligence” in the selection of service provider or recommend an alternative provider when a specific one has dropped out. If the application itself is enhanced with this ability, it does not need the orchestration, but this would mean that the application is quite specific and not general, leaving the choice to a system architect. For example, if the outdoor sensor is offline, the orchestration service could infer the outside temperature from the heat meter’s primary supply temperature or go beyond the local cloud.

The Arrowhead Framework has a collection of services such as the Gatekeeper to interact safely with the Internet or the Historian to log data. With service providers like the Gatekeeper, the Arrowhead Framework permits collaboration between local clouds to build a system of systems where the OPTi Framework entices collaboration as optimized performance benefit all stakeholders. The Gateway can then join other clouds, e.g., a district heating cloud, to provide and consume services in the same manner as is done in the local cloud. This notion ensures scalability of the systems; a concept the Internet has already proven. It also addresses possible failure points, e.g., if some parts of the communication network would be unreachable, the OPTi framework could, as a service, provide estimated values of the current state within the DH network. SOA, being based on the same architecture as the World Wide Web, empowers the transition in and evolution of the 4GDH with security and ease of maintenance.

CONCLUSION

Using MBSE and SysML, we have modeled a district heating’s structure and zoomed down into a substation. The substation incorporated very small wireless sensor and actuator nodes that were web servers offering services. Using SysML’s sequence diagrams, we have illustrated the message exchange between service providers and consumers in partnership with the Arrowhead Framework core services. The advantages with the Arrowhead Framework include properties such as loosely coupled modules (i.e. two SOA systems do not need to know about each other at design time to allow a runtime data exchange), late binding (i.e. the exchange of data between two systems is established at runtime), autonomy, pull and push behavior (i.e. data can be requested or sent without request upon predetermined conditions), several standardized SOA protocols, data structures, information semantics, and data encryption. As we zoom out from the district heating substation to the distribution network and production plants, we use the OPTi Framework to address scalable data management, macro and micro simulations, which can be applied to manage and optimize the 4GDH while we point to new collaborative and emerging behaviors of a system of systems. We contend that the use of these two frameworks support the transition into, as well as the growth of, the 4GDH.
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ABSTRACT

The University of Texas at Austin is well known for its quality of education and research. In order to maintain high standard of education, the uninterrupted and cost-effective power supply plays an important role. As a response to this, the University of Texas at Austin – Utilities and Energy Management decided to adopt predictive maintenance based innovative solution which would help them in achieving their goal of providing un-interrupted and cost effective power supply for university campus.

Technology wise Predictive Maintenance approach promises cost saving and improvement in both stability and performance over the routine or time based Preventive Maintenance. UT-UEM has deployed the Predictive Analytic Software Solution; PHI (Plant Health Index) which helps in improving Operational Excellence by early detection of any anomaly behaviours of sensors, equipment and operations of process plant. PHI also helps the analysis of the process uncertainty through statistical learning with simple to setup and easy modelling of operation history.

This paper explains how UT-UEM achieves its goals and identifies hidden problems in advance before they turn into catastrophic failure with the help of PHI. The case studies show how Predictive Analytic Software Solution helps UT-UEM by providing early warning of anomalies which could result in system and operation failures in its existing power plant systems. The studies also shows how UT-UEM identified the abnormal behaviour and hidden problems lies from sensor level to the associated equipment level for Gas Turbine, Steam Turbine and Boilers systems.

INTRODUCTION

Increase of energy consumption, issue of green policy and convergence of IT with operation has changed the circumstance of process plant operation. These days there is a lot of emphasis on reducing operating costs and process operation variability. Due to demand uncertainty and global competition from low cost source increases the process plant operators and maintenance people are trying out all possible measure to maximize operation excellence.
the maintenance cost. Proactive maintenance approach was considered an expensive maintenance approach in which the maintenance people, based on the mean time between the anomalies, were replacing the components in the plant. Necessity for cost reduction and performance improvement paved way to the predictive maintenance approach.

Predictive maintenance approach is widely used by process industry these days. It reduces unnecessary maintenance activities and improves both stability and performance with early detection of decreasing reliability of plant equipment. This is accepted by the plants as the best available practice maintenance with a low cost.

As University of Texas at Austin has the large R&D infrastructure, UT-UEM has responsibility to stably supply electricity to the campus. So, UT-UEM decided to adopt predictive maintenance based innovative solution which would help them in achieving its goal of providing un-interrupted and cost effective power supply for university campus.

BACKGROUND

PHI is the plant condition monitoring and predictive analytics solution. It provides an early warning when there is potential, hidden and functional failures for sensors, transmitter, equipment and operations of process plants before any catastrophic failure occurs.

For prediction of those failures in advance, the system uses the algorithm based on the advanced empirical models. It utilizes historical data having normal plant operation data. With the historical data, PHI designs empirical models with fault free historical normal operation data of a plant and groups correlated signal of the equipment.

With the prediction models designed by PHI, it measures discrepancies between the real-time operating condition and predicted operating condition. Then, any discrepancies in current conditions of the plant are indicated as percentage. The percentage means the plant’s health condition.

When the health is seen deteriorating and needs to be analyzed, we could depend on both historical and real-time trend chart as well as track the anomalies using the success tree with plant’s hierarchical chart.

In addition, it provides an alarm when the difference exceeds a certain set point determined by the viewpoint of safety and efficiency.

![Figure 1 Diagram explaining the working of PHI](image)

**Table 1**

<table>
<thead>
<tr>
<th>Tag Name</th>
<th>Act. Value</th>
<th>Exp. Value</th>
<th>EU Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPCompressor-Discharge_Acoustic_Dynam</td>
<td>5.4</td>
<td>1.7</td>
<td>-1 10</td>
</tr>
<tr>
<td>ic_Pr_PX36A_PT8090A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HPCompressor-Discharge_Acoustic_Dynam</td>
<td>6.5</td>
<td>1.7</td>
<td>0 10</td>
</tr>
<tr>
<td>ic_Pr_PX36A_PT8090B</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**RESULTS**

PHI has been installed in UT UEM since 2013. There are several systems running in the plant located at the University of Texas at Austin campus. It is monitoring boiler 3, 7, CTG (Combustion Turbine Generator) 8, 10 and STG (Steam Turbine Generator) 7, 9.

**Case 1**

HP compressor discharge acoustic dynamic pressure was unstable and changing 1.7 to 10.5 (Unit: PSID) during 21:45 to 2:00 hours on 27th April 2014 (Refer Table 1). Large fluctuations in CTG10 speed and acoustic vibration levels were also observed after that the CTG10 was stopped and tripped.

The earliest indication of the problem was alerted by PHI on the 14th January 2014. Until the CTG 10 stopped and tripped, there were five (5) early warnings of the potential anomalies (Refer Figure 1).
To define and fix the problem, the manufacturer of the equipment was contacted to discuss reason for trip which was related to unit speed. According to GEK 112767 Volume I, the VSV system senses gas generator speed and compressor inlet temperature, and positions the VSV’s. For any temperature and any speed, the VSV’s takes one position and remains in that position until the NGG or T2 changes.

As a result, the T2 control logic at a steady temperature was corrected and the CTG10 has been operated with better CS (Source of Cooling) performance. The PHI system has continued to monitor the systems conditions.

**Case 2**

On 12th October 2015, the health index of FD Fan of the Boiler 3 has been dropped down to 25%. On 22nd November 2015, the same situation happened again. The vibration in the torque of the Boiler 3 West FD Fan was identified by PHI (Refer Figure 3). It detected the West FD Fan torque was varying.

The same behavior was repeated on 2nd and 3rd December 2015 until the boiler 3 was shut down for repairing.

A low health index was observed on boiler 3 and after analysis it was discovered that there were variation in west fan torque and the current as shown on actual-expected trend.

This behavior alerted by PHI, but was not observed the plant HMI system and historian. There were two differential pressure transmitters which were not in the same position hence the difference in readings. Ideally the readings from both instruments should be exactly same however it was about 180% more than the other one. As s maintenance, the boiler was shutdown and calibrated the meters.

After calibration the difference in readings has been improved remarkable, there is need to calibrate those instruments for further accurate reading.

**Case 3**

…..do we have more cases?
CONCLUSION

For achieving operational excellence of a plant, it is very important to find out hidden failures in advance, prevent catastrophic failures in advance, and improve operation and process.

As it is seen from the results obtained after implementation and use of the Plant Health Index monitoring system, the UT-UEM has adopted the advanced technology such as predictive analytics which alerts Plant operators about sensors, transmitters, equipment, and operation failures before it happens. A key difference with a more common monitoring system is that the PHI alerts on system behaviour in any condition either running at full load or partial load. PHI alarms are atypical in that they don’t represent necessarily a failure condition, but a condition that is to take place if an issue is not addressed; this alone represents a considerable difference with another system that only alerts the operator when something is already in alarm. PHI shows the actual value of an instrument VS the expected value before the instrument alarm is triggered.

Based on the system, UT-UEM has kept reducing unexpected equipment failures, and unplanned maintenance activities and outage time.

….do we have any saving data to prove effect of PHI?
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ABSTRACT

A heat meter is a device which measures heat energy consumption in a heat-exchange circuit for district heating metering and billing. A heat meter typically consists of two resistance temperature sensors, volume-flow sensors and calculation units. Faults of heat meters in the district heating systems in use in Korea occur most frequently (55%) in turbine flow sensors. However, this type of fault is easy to discover and repair because it stems from visible mechanical problem. 41% of faults in heat meters are caused by temperature sensors and calculation units due to malfunctions related to signal transmission and electronic circuits which cannot easily be discovered. In the present study, in order to reduce the failure rate of heat meters in district heating systems, the major causes of common faults in temperature sensors and calculations units are investigated using failed used-heat meters. The connection conditions between temperature sensors and calculation units exposed to severe environments involving high temperatures, humidity levels and electric disturbances are revealed as significant causes of malfunctions in heat meters. A novel interface model between temperature sensors and calculation units is proposed to improve the temperature signal transmission. An accelerated reliability test at a high temperature and a high humidity level of the used calculation units was carried out to simulate the installation environments of heat meters, such as boiler rooms in Korea.

INTRODUCTION

A heat meter is a device which measures heat energy consumption in a heat-exchange circuit for district heating metering and billing. District heating is a technology used to deliver heat energy from a central production facility to large buildings or apartment complexes [1, 2]. Recently, the demand for heat meters is increasing for efficient and economical heating. In Korea, currently 6,000 heat meters are installed and operated by the Korea District Heating Corporation (KDHC). On average, 1,500 heat meters are purchased annually to maintain district heating systems.

A heat meter typically consists of two resistance temperature sensors (PT sensors) for the supply and return through a heat exchanger, volume-flow sensors and calculation units (Figure 1). A turbine-type meter is commonly used as a volume flow sensor in Korea. The calculation units with a modem (RS 485) compute the quantity of heat which can be obtained by flow rates and the temperature difference between the two temperature sensors. The quantity of heat including the flow rates and the temperature difference by the hour is read remotely once a day through a Public Switched Telephone Network (PSTN).

The components of heat meters break down or cause failures by several reasons [3, 4]. In KDHC, the average annual failure rate was 6.8% for five years (2008 – 2011). Malfunctioning heat meters are replaced or repaired at the installation site. Flow sensors have been identified as the most common source of faults (55%), but these faults are easy to find and repair because they stems from visible mechanical issues. 41% of faults in heat meters are caused by the temperature sensors and calculation units due to malfunctions in the signal transmission and electronic circuits which are hard to find.

In present study in an effort to reduce the failure rate of heat meters in district heating systems, the major causes of common faults in temperature sensors and calculations units are investigated. In addition, a novel interface model between temperature sensors and calculation units is proposed to improve the temperature signal transmission characteristics. An accelerated reliability test at a high temperature and a high humidity level with the used calculation units was
also carried out to simulate the typical installation environments of heat meters such as a boiler room in Korea. Electric transient and electric magnetic tests of the heat meters were also carried to assess the vulnerability of heat meter in harsh installation environments exposed to electromagnetic noise.

**FAILURE TYPES OF HEAT METERS**

In order to investigate the most frequent type of failures of temperature sensors and calculation units, the replacement or repair history from 2010 to 2013 in KDHC was reviewed. Table 1 shows statistics pertaining to failure types of the temperature sensors and calculation units.

<table>
<thead>
<tr>
<th>Failure type</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modem (CPU, Communication) faults</td>
<td>40%</td>
</tr>
<tr>
<td>Lighting (Electrical shock) damage</td>
<td>22%</td>
</tr>
<tr>
<td>Power supply faults</td>
<td>14%</td>
</tr>
<tr>
<td>Communication line faults RS485</td>
<td>11%</td>
</tr>
<tr>
<td>Pulse detection &amp; Calculation faults</td>
<td>6%</td>
</tr>
<tr>
<td>Data transmission malfunction</td>
<td>3%</td>
</tr>
<tr>
<td>Display part faults</td>
<td>2%</td>
</tr>
</tbody>
</table>

The modem part and power supply of the calculation units have been identified as the most common sources of faults. The main causes of these faults were the electrical shocks from the severe installation environments of heat meters, which operate in high-temperature and high-humidity environments such as boiler rooms as shown in Figure 2. Contact failures between calculation units and the signal lines of temperature sensors also occur frequently.

**FAILURE RATE REDUCTION OF HEAT METER**

To reduce these failures of heat meters in KDHC district heating systems, first, we proposed a novel interface technique between the calculation units and the signal line of temperature sensors. In the current design of a heat meter, the signal lines of the temperature sensor connected directly to the electric circuit of the calculation units. These are exposed to electro-magnetic noise and shocks (e.g., surges, lightning) due to severe installation environments such as those containing large mechanical equipment (motors) and poor electrical ground conditions. Although the replacement or repair of the heat meter is not needed, such an environment can affect the transmission of accurately measured temperatures by the temperature sensors. In order to resolve this vulnerability in the transmission of temperature signals, in the present study we designed and installed a digitized-computational interface board in a PT temperature sensor. This board converts the analog - signal of the measured temperature to a digital - signal as shown in Figure 3 and 4.

The driver in the interface board sends the temperature signals of the PT resistances by changing a single - ended signal into a differential signal, which is advantageous for long distance transmission. In the receiving parts of the calculation units, the transmitted signals can be changed back to single-ended signals.

![Figure 2. a) Installation environments of heat meters b) Electrical shock damage](image)

![Figure 3. Proposed new interface between the temperature sensors and calculation unit](image)

![Figure 4. The interface board installed at temperature sensors and the temperature display unit.](image)
Figure 5. Temperature and humidity chamber for accelerated reliability test

Figure 6. a) LCD failure in display units b) Gaps in the calculation units

Thus, digitized temperature signals can be stably transmitted from the temperature sensors. This will increase the reliability of long-distance transmissions within harsh environments compared to the heat meter currently in use.

For the second study regarding the reduction of failure rate of heat meters, we investigated the durability of heat meters in the harsh installation environment such as boiler room with high temperature and humidity levels as well as electric-magnetic shocks source. These heat meters are subject to type-approval tests according to the Korea industrial standard of heat meters (KS B 50075-1, 2), which is equivalent to OIML R7 5-1.2 [5, 6]. Regarding environments with high temperatures and high humidity levels, these heat meters are exposed to cyclic damp heat in a damp heat cyclic test (section 6.9 [6]). The test conditions included a temperature of 55 °C and humidity level of 93%. However, the installation environments of heat meters, such as boiler rooms and machine room are more severe than the test conditions in the type-approval test.

Even if a heat meter passed the damp heat cyclic test, it can still cause a malfunction in the field when used in a harsh installation environment. Thus, a durability test for similar to that of the installation locations of heat meters is required. As another metering device with a less severe installation environment compared to those of heat meters, a watt-hour meter in Korea is subject to accelerated reliability test (IEC 62059-31-1) with a temperature of 85 °C and humidity of 95% according to the own standards of Korea Electric Power Corporation. In the present study, for a proper simulation of the installation environments of heat meters, accelerated reliability test is carried out using the test condition of the watt-hour meters used in Korea which are a temperature of 85 °C and humidity level of 95%. These tests were conducted with two domestic heat meters used at KDHC. In addition, two heat meters from an overseas company were also tested for a performance comparison with domestic products. The test method involved putting four heat meters into a temperature and humidity chamber as shown in Figure 5 with a test condition of temperature of 85 °C and humidity of 95%. We stopped and measured the performance test results (e.g., permissible error of heat quantity) of the heat meters every 24 hours.

After 24 hours with tests, an operational failure occurred on a LCD display unit of two heat meters (one domestic and one foreign heat meter) as shown in Figure 6(a). The tests could not continue.

The tests for the other two heat meters were able to proceed for five days (120 hours), but showed unsatisfactory performance results with lying outside the permissible error. A gap in the appearance of the calculation units also occurred, as shown in Figure 6(b).

The accelerated reliability test results of four heat meters showed that the current standards and type-approval test conditions were not able to guarantee the performance of heat meters in harsh installation environments such as machine and boiler rooms.

We also evaluated the durability of heat meters in harsh environments with electric-magnetic shock sources. Heat meters in Korea are subject to electric transient test including bursts (section 6.11.1), surges (6.11.2), electromagnetic field (6.12) and electrostatic discharge (6.13) in type approval tests of KS B 50075-2. Watt-hour meters had more rigorous test conditions in the standards compared to heat meters as shown in Table 2.
Table 2. Comparison test conditions for electric tests of heat meters and watt-hour meters

<table>
<thead>
<tr>
<th>Test type</th>
<th>Test conditions</th>
<th>Heat meter</th>
<th>Watt-hour meter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bursts</td>
<td>1.0 kV</td>
<td>2.0 kV</td>
<td></td>
</tr>
<tr>
<td>Surge transient</td>
<td>0.5 kV</td>
<td>1.0 kV</td>
<td></td>
</tr>
<tr>
<td>Electromagnetic field</td>
<td>26 –1000 MHz</td>
<td>1100-2000 MHz</td>
<td></td>
</tr>
<tr>
<td>Electrostatic discharge</td>
<td>Air 8 kV</td>
<td>Air 8 kV</td>
<td>Contact 15 kV</td>
</tr>
<tr>
<td></td>
<td>Contact 4kV</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In the present study, the electric transient and electric magnetic tests of two heat meters (one domestic and one foreign heat meter) were carried out using more rigorous standards pertaining to watt hour meters to simulate the harsh installation environments of heat meters. The test results indicated that foreign heat meter experienced a failure in the surge transient test at 1.0 kV. This demonstrated the vulnerability of heat meters in installation environments exposed to electromagnetic noise.

CONCLUSION

A heat meter is a device which measure heat energy consumption in a heat-exchange circuit for district heating metering and billing. Recently, the demand for heat meters is increasing for efficient and economical heating in Korea. However, faults of heat meters in district heating systems in Korea have occurred at average annual rate of 6.8% for five years. 41% of faults in heat meters are caused by the temperature sensors and calculation units used in them due to signal transmission and electronic circuits malfunction which are difficult to find.

The modern part and power supply components of calculation units have been identified as the most common source of faults due to electrical shocks from the severe installation environments of heat meters, which associated with high temperature and humidity levels, such as machine and boiler room. To reduce these failures of heat meters in KDHC district heating systems, we proposed a novel interface technique between the calculation unit and the signal line of temperature sensors, composed of a digitized-computational interface board in the PT temperature sensors for the reliable long-distance transmission of temperature signals. The accelerated reliability test results of four heat meters operating in harsh temperature and humidity conditions showed that the current standards and type-approval test conditions could not guarantee the performance of heat meters in harsh installation environments, such as machine and boiler rooms. The electric transient and electric magnetic tests of heat meters with the more rigorous standards used with watt hour meters demonstrate the vulnerability of current heat meters in installation environments exposed to electromagnetic noise.
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ABSTRACT

The longer the time between necessary maintenance, the more effective a plant is operating, due to less stoppage and more output. Limiting the resources carrying out the maintenance and also the handling will help to shorten also the time needed and going back to operation of the plant. Hence, the selection of strainers requires a detailed consideration of efficiency and effectiveness lowering not only operational but overall life cycle cost.

Procurement of strainers, however, is mainly based on the buying price, even though its energy cost is not only between 11% and 50% but even between 60% and 300% of its initial price.

The maintenance cost of strainers is – depending on the plant and the respective production downtime – in the range of 50% to 2000% and more of its buying price!

In this paper, we have carried out an economic analysis of strainers in the market providing an overview about the cost involved. First of all, we have set the frame work for selecting the strainers to be assessed. Having chosen three strainers from the market, we focused on the cost factors initiated by each of them: such as the energy cost of a clean strainer, pollution characteristics of the sieves that are resulting in the frequency of cleaning and its related maintenance cost.

We have compared the operating cost caused and summarized all expenditure aspects to the overall life-cycle cost of the different strainers. Enabling operators to increase their plant efficiency by considering the various aspects related to strainers.

INTRODUCTION

Despite the necessity of strainers, but due to its small quantity needed in plants and hence the resulting low investment volume, to most people involved (such as plant engineers, purchaser and valve manufacturer) the selection of strainers is rather considered as “triviality”, something “also required” or “able to supply”.

As an excuse to all parties involved, one could state, that there is:

- Rather no relevant DIN-Norms on the technical conditions or even
- Economically viable requirements on pressure loss,

- And resulting from the above neither those respective values stated in the brochures!

Table 1: example of selection parameters (i.e. car)

<table>
<thead>
<tr>
<th>Brand</th>
<th>Price [€]</th>
<th>Energy cost Liter/100km</th>
<th>Maintenance cycle at km</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>31.000</td>
<td>33.5 (50%)</td>
<td>15 000 (2-3%)</td>
</tr>
<tr>
<td>Y</td>
<td>36.000</td>
<td>11.7 (15%)</td>
<td>10 000 (3-4%)</td>
</tr>
<tr>
<td>Z</td>
<td>37.000</td>
<td>8.5 (11%)</td>
<td>30 000 (ca 1%)</td>
</tr>
</tbody>
</table>

( ) = % of the initial price with approx. Mileage of 30.000 km/year

Providing an example: Assuming, a procurement of an i.e. car would be decided on the following offers,…

...then a decision would be done quite easily

Let us know focus on strainers, the frame-work of comparison and the various cost factors involved.

CHOOSING THE STRAINERS TO BE COMPARED

On the basis of the criteria

The following criteria of options and characteristics provided the frame for our model plant selection:

- market relevancy: nominal pressure (PN), nominal diameter (DN), construction materials,
- shape of sieves/screens (flat, curved, round, etc.)
- temperatures (from low to high temperature levels)
- connections (welded ends, flange connection)
- flow rate (from 0.5 to 6 m/s)
- sieve fineness (from 10μ to 5 mm)

Operating conditions of the model plant:
We selected the following model plant and its technical data as a basis for the comparison of different types of strainers:

- medium water: \( y = 1000 \text{ kg/m}^3 \)
- pressure rating PN 16 (operating pressure and temperature can be neglected)
- throughput 365 m³/h = velocity of 3 m/s with
- nominal diameter DN 200, sieve fineness 0.5 mm
- pump efficiency \( \eta = 0.75 \)
- price for electricity € 0.10/KWh

Connection of the strainers: Flange connection, even though we would have preferred the technically more correct and more cost effective connection by welded
ends. In addition, the respective list prices of the different strainers had been used for comparison.

<table>
<thead>
<tr>
<th>Plant component</th>
<th>Price Style</th>
<th>Energy demand Appearance</th>
<th>Maintenance cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elbow tube</td>
<td>known</td>
<td>constant</td>
<td>none</td>
</tr>
<tr>
<td>Shut-off valve</td>
<td>known</td>
<td>constant</td>
<td>yes, but low</td>
</tr>
<tr>
<td>Strainers</td>
<td>known</td>
<td>increasing</td>
<td>Yes, potentially high</td>
</tr>
</tbody>
</table>

Assumptions and experiences
Energy cost for a strainer in clean condition can exactly be determined (even by the hour).
Additional energy cost caused by the increased pressure loss, due to the growing dirt filtration, have been taken with the same amount into account as the cost in clean condition – realistically, this value increases its value 4-times at an exponential increase of the differential pressure.

We assumed that the degree of contamination is the same with all compared strainers. Hence, we have used a ratio value (W-Filter: 1) for the frequency of maintenance cycles, even though this is depending on the effective filtering area, angle of inflow and design of the sieve/screen.

The major cost factor related to a strainer is the maintenance cost and the resulting plant operation downtime. As a comparable value we have just taken €500. - per cleaning into account.

COST FACTOR
Various components and its resistances in the pipeline are slowing down the transport of liquids: whether tube, pipe elbows, valves or strainers.
And still, those components are causing different cost: We can see out of the above, a strainer is a component, which is not expensive when procured, but will create its cost during operation. „Good“ strainers with low operating cost, can be identified even before they are purchased.
Being able to select a cost-effective strainer up-front, find the following information and formulas.

Energy cost of a clean strainer
A clean strainer comes with a given flow resistance figure (ζ) and is causing a pressure loss (Δp):

\[\Delta p = \frac{c^2 \cdot \gamma}{2g} \cdot \zeta \text{[mWS]}\]  

Where:
- \(c\) = flow velocity [m/s]
- \(\gamma\) = throughput in kg/h
- \(g\) = gravity = 9.81 m/s²

Overcoming the above mentioned pressure loss (Δp) a certain pump capacity (P) is required

\[P = \frac{Q \cdot \Delta p}{\eta_p \cdot 3600 \cdot 102} \text{[kW]}\]  

Where:
- \(Q\) = throughput in kg/h
- \(\eta_p\) = pump efficiency

With a given energy price (E) [€/kWh], the strainer will have a cost per hour (Kₜ) of:

\[K_t = P \cdot E / h\]  

With a plant, all operating parameters are determined – therefore, the Zeta-Value (ζ) becomes the only variable figure, that is defining whether high or low energy cost will exist in the plant.
This value, measured or calculated by the manufacturer, acts as an evaluation standard for the initial flow resistance with minimal energy requirement of a clean strainer.

Pollution of a Strainer
The dirt particles in a plant / pipeline can be classified into three categories:

1. particles < mesh size of the sieve: are harmless and will pass through the strainer to flow within the plant system;
2. particles > mesh size of the sieve: bounce off the sieve and will be collected apart from the main stream at the bottom of the strainer / sieve basket;
3. particles = mesh sizes of the sieve: are the ones, that will stick in the meshes of the sieve and due to the clogging of the sieve cause an increase of the pressure loss!

Flowing media will choose the lowest-resistance path between inlet and outlet of a strainer. Therefore, the dirt particles will clog the stream favorable area.

With increasing operation time, the effective filtering area not only becomes increasingly smaller, but the media stream needs to take a less favorable path through the strainer.

The increasing pressure loss is therefore not linear but exponential. Meaning, the higher the pollution level, the more increases the energy requirement / demand compared to a clean strainer.
Frequency of maintenance

There is no general valid answer to the question, whether a strainer needs to be cleaned „once a year“ or „twice a month“, as the level of dirt and hence contamination might be quite different.

Therefore, the criteria determining the need for cleaning the strainer shall be a defined value of the differential pressure itself, created by the contamination within the strainer.

Assuming, that a multiple security against destroying the sieve would determine the time for cleaning, then one would have to take into account, that such a threshold would be different at the same mesh width of the sieve of different dimensions (DN) as well as with the same dimensions (DN) with different mesh widths.

The mechanical strength of a sieve decreases with larger dimension and finer mesh width. Therefore, the usage of double-layered sieves is advisable.

Under the aspect of mechanical strength of the sieve, any brand would sustain a reference value of $\Delta p_{\text{max}} = 400/\text{DN} \ [\text{bar}]$ (i.e. 2 bar with DN 200).

Taking economical operation of a plant as a measure into account, one would identify the cleaning times at an even lower $\Delta p$ value. (Which plant operator would sacrifice 2 bar needed for the strainer out of the total 10 bar pump pressure and utilise the remaining 8 bar for transporting the medium through the pipeline?) Once, the plant operator decided a particular pressure loss $\Delta p$ by when the strainer needs to be cleaned, then the cleaning frequency depends on the following two factors (assuming, the same pollution level applies for all types of filters in the plant):

- Basic flow resistance $\zeta$ of a strainer in clean condition: An already high zeta-value will only allow a limited increase to the permissible resistance value and hence will require an early cleaning (short maintenance intervals);
- Time to reach maximum pollution level of a certain type of strainer: This depends on the design of the respective sieve / screen: a large sieve area is not necessarily a guarantee for longer maintenance intervals. Means, a larger sieve area will clog easier, if dirt particles are hitting in a right angle than a smaller sieve area, where the particles will hit at a flat angle. With the latter scenario, a rather “self cleaning effect” can be experienced resulting in longer maintenance intervals.

With the same amount of dirt and maximum pressure loss ($\Delta p_{\text{max}}$), various types of filters do have different cleaning intervals = down-time of plant, production losses, maintenance cost! - summarised in Fig.1

Ensuring, that the differential pressure is increasing at a later stage, will also provide a drop of the necessary inlet pressure of the pump just before the cleaning of the sieve is required. In addition, if the maintenance interval is longer, a longer plant operation is given.

---

**Fig. 1 cleaning intervals of different types of strainers**
Maintenance cost
We just examined the frequency of cleaning – in following, we are focusing to a single cleaning cycle, irrespective of its frequency.

Undergoing the cleaning of a strainer means:
- Lock the respective pipe section,
- Drain the medium from the system/strainer,
- Dismantling of the cover flange,
- Remove the sieve / screen for cleaning,
- Remove the dirt deposit (sump) within the strainer body (if applicable),
- Installation of the sieve and cover / lid,
- Vent the strainer while refilling the pipe section with the medium.

Depending on the type of strainer, different times might be required to carry the above tasks out.
- With the larger dimension (DN), the heavy cover/lid of the i.e. Y-Filter is more difficult to handle, due to its overhead position, then the cover of a pot/basket strainer.
- After removal of a basket type sieve, an already cleaned sump is left behind in the strainer body, while the dirt is taken out together with the sieve.

The basic expenditure of this cleaning can be stated with a plant shut-down time of „only“ 1-2 hours, at around 50.- to 100.- EUR/hour plus the cost for a new cover sealing.

In plants, which are operated under temperature, the additional isolation needs to be removed and installed again. Also long cooling-off phases and required slow restarting of the plant will sum up to a 4-digit amount for cleaning.

At times, when this cleaning cycle needs to be carried out during the regular production time of a plant, the total cost incurred for cleaning will easily exceed the initial price of the strainer.

Enough reasons, selecting a strainer also with regards to its frequency of cleaning.

Comparison of operating cost
The datasheets of the three different types of strainers have acted as a basis for i.e. the cost calculation, based on the flow resistance figures ($\zeta$-value). In addition, physical tests on the flow resistance and differential pressure have been carried out.

The flow resistance figure $\zeta$ may vary with different brands of Y-FILTER [1] due to their improvement in their flow deflection. Different $\zeta$-values can be also found with the various T-FILTER [2] or so-called basket strainer, using a curved sieve or sieve basket.

However, no other strainer with better values then the W-FILTER [3] was identified in the market. Basically, $\zeta$-values should be increasing the larger a strainer in its dimension is. In the brochures of various manufacturers, however, one may find discrepancies,
as the values may increase first and then are lower with larger diameters.

In the following figure Fig. 2 you can see the power consumption in relation to the various resistance coefficients and pressure drop of the different strainers will increase and hence result in higher operating cost. The basis is the following data: DN 200, sieve-mesh width 0.5 mm, volume stream: 365 m³/h hot water; velocity ≈ 3 m/s, energy cost: 0.10 €/kWh; filter cleaning at Δp = 10 mWS ≈ 1 bar; Pmax = 13.25 kW:

CONCLUSION

Generally, the longer the time between necessary maintenance, the more effective a plant is operating, due to less stoppage and more output. Limiting the resources carrying out the maintenance and also the handling will help to shorten also the time needed and going back to operation of the plant.

It is well known, that a lower friction in a pipeline, resulting from a low flow resistance figure ζ, will result in less energy a pump needs to transport a medium through the plant. Therefore, a mayor focus should be on selecting components with a low ζ-value.

Total cost – life cycle cost

Ensuring the efficiency of a plant, strainers should be selected in view of operational cost and not only by price. It is experienced, that due to the casted material, dimensions ≤ DN 200 of the Y-FILTER are cheaper than the others.

Taking the life-cycle cost, including higher energy consumption and maintenance/labour cost into account, the initial saving in price is negligible. See in Fig. 3 all cost components (based on the Delta-P in Fig 1) added together over the same time frame.
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<table>
<thead>
<tr>
<th>Type of filter</th>
<th>Y-Filter</th>
<th>T-Filter</th>
<th>W-Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistance coefficient ζ (manufacturer’s data)</td>
<td>7.22</td>
<td>2.80</td>
<td>1.70</td>
</tr>
<tr>
<td>Pressure loss Δp at clean screen filter (Δp = ζ \cdot (v^2/2g) \cdot γ) [mWS]</td>
<td>3.32</td>
<td>1.29</td>
<td>0.78</td>
</tr>
<tr>
<td>Minimum pump capacity with ηp = 0.75 and at a clean screen filter (basic load) P₀ [kW]</td>
<td>4.38</td>
<td>1.71</td>
<td>1.03</td>
</tr>
<tr>
<td>Maximum pump capacity Pmax at Δp = 10 mWS [kW]</td>
<td>13.25</td>
<td>13.25</td>
<td>13.25</td>
</tr>
<tr>
<td>Characteristic of pollution f (angle of impact, effective screen surface, etc.)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- increase of Δp at dirty screen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Δp at clean screen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Required average pump capacity until cleaning of filter: P_m = P₀ + f \cdot (P_{max} - P₀) [kW]</td>
<td>8.80</td>
<td>9.40</td>
<td>5.10</td>
</tr>
<tr>
<td>Average operating cost per hour [€]</td>
<td>0.88</td>
<td>0.94</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Fig. 3 total (life-cycle) cost
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ABSTRACT

District heating and cooling is a system for distributing heat obtained from a cogeneration plant, heat pump, and geothermal heating. It provides higher efficiency and better pollution control compared to other systems. However, if it is used for a long time, the thermal efficiency decreases because of fouling in plate heat exchangers. This is associated with additional economic loss and environmental problem. Among various fouling, calcium carbonate fouling is the main reason for the reduction in the thermal efficiency.

Therefore, in this study, the effects of calcium carbonate fouling under the various conditions are studied. Heat transfer characteristics of calcium carbonate fouling were measured by varying inlet temperature, Reynolds number, concentration and chevron angle. The tests were performed under the accelerated concentration conditions. The fouling resistance and pressure drop increased as the inlet temperature and concentration increased. However, the fouling resistance and pressure drop decreased as Reynolds number increased. The fouling resistance decreased and pressure drop increased as chevron angle increased.

INTRODUCTION

Several studies on the improvement of energy efficiency throughout many industrial fields have been conducted because the depletion of fossil fuel and development of eco-friendly energy technologies are becoming main issues. The research and development of a highly efficient heat exchanger have been required for the efficient management of energy and the recovery of waste energy. The selection of appropriate high-efficiency heat exchanger affects the efficiency of manufacturing processes and total maintenance costs.

In order to solve these problems, plate heat exchangers began to use in various industrial fields. It has many advantages such as small area of installation, ease of maintenance, and high heat transfer efficiency compared to other heat exchangers. However, when it is used for a long time, the crystallization fouling that means water soluble salts become supersaturated and crystallized on heat transfer surface often causes efficiency degradation and additional pressure drop in the water heating system such as district heating and cooling. Calcium carbonate fouling is dominant at the negative effects especially. Therefore, the performance degradation of plate heat exchangers caused by calcium carbonate fouling in various operating and geometric conditions has to be studied to prevent and reduce the fouling.

Several studies have been done on the fouling for a lengthy period of time. Bott et al. studied that the crystallization fouling causes performance degradation in plate heat exchangers because insoluble salts were precipitated on the heat transfer surface in the supersaturated aqueous solution [1]. Plummer et al. studied the solubility of CaCO₃ decreased with the
increase in the water temperature continuously [2]. Yang et al. tested the calcium carbonate fouling using the mixture of calcium chloride (CaCl₂) with sodium hydrogen carbonate (NaHCO₃) [3]. Thonon et al. studied that the fouling resistance curve increased asymptotically with time and was inversely proportional to the flow rate from the experiment in accelerated concentration conditions [4].

The effects of background electrolyte on fouling were studied experimentally with slurries containing calcite (CaCO₃) particles. The background electrolyte (MgCl₂) was found to have a strong effect on the dispersion properties and fouling rate [5]. Scale formation of CaCO₃ in a plate heat exchanger was investigated in the presence of various types of added particles under isothermal conditions [6]. Pääkkönen et al. studied crystallization and particulate fouling and experimented calcium carbonate characteristics with temperature variation on the heat exchanger surface [7]. A new experimental method to visualize the fouling process of CaCO₃ was studied. It was studied how scale started initially, how scale was formed to thick layers, and how small crystal grew into a large one [8]. The effects of surface crystallization of CaCO₃ and crystallization in the bulk fluid on the fouling rate were studied [9]. The effects of calcium sulfate crystallization fouling on the performance of the plate heat exchangers with various operating and geometrical conditions in accelerated concentration conditions were studied [10-12].

However, previous researches were conducted under low temperature and limited conditions. Therefore, their studies were different from the phenomenon in the actual district heating and cooling.

Even with such extensive studies on crystallization fouling in plate heat exchangers, data on the CaCO₃ crystallization fouling characteristics with the variation of operating and geometrical parameters was limited. In this study, the fouling resistance and pressure drop characteristics of plate heat exchangers were measured and analysed in accelerated concentration conditions by varying operating and geometrical parameters, such as CaCO₃ concentration, Re, inlet temperature, and chevron angle of the plates.

**EXPERIMENTAL SETUP**

Figure 1 is the schematic of the experimental setup used in this study. The test apparatus consisted of a heating, cooling unit, and heat exchanger section. It was similar with actual district heating and cooling system. The heating unit consisted of 500 liters of constant hot water bath, heaters with a capacity of 45 kW, and an inverter pump. The water in heating unit was heated by the heaters before it supplied to the heat exchangers. The flow rate in the heating unit was controlled by the inverter pump and measured by the volumetric flow meter. The cooling unit consisted of 500 liters of constant cold water bath, heaters with a capacity of 10 kW, an inverter pump, a chiller, and an air cooling unit. Calcium carbonate (CaCO₃) solution

![Figure 1. The schematic of the experimental setup.](image)
was made in the constant cold water bath to study the effects of crystallization fouling.

After passing through the heat exchanger section, the heated solution was cooled using the air cooling unit and the water chiller with a capacity of 21 kW. It acts as heat supply to the consumers and heat loss in actual district heating and cooling. The heat exchanger section consisted of temperature sensors (RTD), pressure sensors and a chevron type plate heat exchanger with total four plates containing end plates. The plate contained three channels with two outer channels for the hot-side water and an inner channel for the cold-side water (solution). The heat was exchanged between the hot and cold water in the counter flow; the downward flow of the hot water and the upward flow of the cold water.

Because the solubility of calcium carbonate (CaCO₃) is significantly low and the ionic bonding force of calcium carbonate (CaCO₃) is higher than that of water molecules, it cannot be dissolved in water well. In addition, the undissolved calcium carbonate (CaCO₃) particles in the solution can affect the nucleation that accelerates crystallization of fouling. Therefore, the calcium carbonate (CaCO₃) was made by mixing two different reagents of calcium chloride dihydrate (CaCl₂·2H₂O) and sodium carbonate (NaHCO₃) that have higher solubility. Equation (1) shows the chemical reaction formula that calcium carbonate (CaCO₃) was generated.

\[
\text{CaCl}_2 \cdot 2\text{H}_2\text{O} + 2\text{NaHCO}_3 \rightarrow \text{CaCO}_3 + 2\text{NaCl} + 4\text{H}_2\text{O} + \text{CO}_2
\]

When the volumetric water flow rate and water temperature reached steady state with respective fluctuations within ±0.1 m³/h and ±0.5°C compared with the setting conditions, calcium chloride dihydrate (CaCl₂·2H₂O) and sodium carbonate (NaHCO₃) reagents were mixed in the constant cold water bath. After controlling the concentration of the solution, data measurement processes were started. When the temperature and the pressure difference of the hot and cold water with time were within ±0.2°C and ±10 kPa for one hour, respectively, it was considered as reached to equilibrium state. Table 1 shows the test conditions in the study. In the CaCO₃ crystallization fouling test, the CaCO₃ concentration was varied from 0.12 to 0.35 wt. % and Re was varied from 2500 to 5600. The inlet temperature of the cold-side water was fixed at 40°C and that of the hot-side water was varied from 70 to 90°C. The chevron angle of the plate heat exchanger was varied from 30/30° to 60/60°.

### DATA REDUCTION

The heat transfer rates of the hot and cold water were calculated using Equation (2) and (3), respectively.

\[
Q_h = m_c c_{p,c} (T_h,in - T_h,out)
\]
\[
Q_c = m_c c_{p,c} (T_c,out - T_c,in)
\]

The energy balance between the hot and cold water was within ±5%. The average heat transfer rate for the hot and cold water was defined as Equation (4).

\[
Q_{avg} = \frac{(Q_h + Q_c)}{2}
\]

The overall heat transfer coefficient was determined using the average heat transfer rate, heat transfer area, and logarithmic mean temperature difference as given in Equation (5). The heat transfer area A was calculated by applying the enlargement factor (Φ) proposed by Martin [13].

\[
U = \frac{Q_{avg}}{A \Delta T_{lm}}
\]

The logarithmic mean temperature difference was expressed by

\[
\Delta T_{lm} = \ln \left( \frac{T_{h,in} - T_{c,out}}{T_{h,out} - T_{c,in}} \right)
\]

As the CaCO₃ crystallization fouling progressed with time, the overall heat transfer coefficient decreased and the fouling resistance increased. The initial value of the overall heat transfer coefficient at clean state was defined by \(U_0\). The overall heat transfer coefficient at a certain time was defined by \(U_t\). The fouling resistance (\(R_f\)) was calculated by the thermal resistance difference between the certain and initial time. In addition, the heat transfer reduction ratio (\(U_R\)) was defined as the ratio of the overall heat transfer coefficient at the certain time (\(U_t\)) to that at the initial time (\(U_0\)).

\[
R_f = \frac{1}{U_t} - \frac{1}{U_0}
\]

\[
U_R = \frac{U_t}{U_0}
\]

The pressure drop ratio (\(\Delta p_R\)) was defined by the ratio of the pressure drop at the certain time (\(\Delta p_t\)) to the initial pressure drop at clean state (\(\Delta p_0\)).

\[
\Delta p_R = \frac{\Delta p_t}{\Delta p_0}
\]

### Table 2. The test conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution concentration (C(_{CaCO_3}))</td>
<td>0.12 - 0.35</td>
<td>wt. %</td>
</tr>
<tr>
<td>Re</td>
<td>2500 - 5600</td>
<td>-</td>
</tr>
<tr>
<td>Cold-side inlet temperature ((T_{c,in}))</td>
<td>40</td>
<td>°C</td>
</tr>
<tr>
<td>Hot-side inlet temperature ((T_{h,in}))</td>
<td>70 - 90</td>
<td>°C</td>
</tr>
<tr>
<td>Chevron angle ((\beta))</td>
<td>30/30 - 60/60</td>
<td>°</td>
</tr>
</tbody>
</table>
RESULTS AND DISCUSSION

Reynolds number (Re)

Figure 2 shows the variation of the heat transfer reduction ratio ($U_R$) and pressure drop ratio ($\Delta p_R$) with time at various Reynolds number. The Re was varied from 2550 to 5597 by changing the solution flow rate with the fixed chevron angle, CaCO$_3$ concentration, and inlet temperatures of the hot and cold water.

The heat transfer reduction ratio and pressure drop ratio decreased with the increase of Re. In the CaCO$_3$ crystallization fouling in plate heat exchangers, the fouling resistance increased with time and then approached a steady value after a certain period. The increased flow velocity at the interface of the fouling layer and solution led to the higher shear force and smaller residence time of the eddy vortex on the corrugated surface resulting in lower fouling resistance. The excessive formation of deposit and decreased flow channels led to the gradual increase in the pressure drop ratio at a fouled state. However, as the Re increased, the decreased deposition rate with the decrease in the surface temperature caused the suppression of the deposit precipitation on the heat transfer surface. The removal rate increased because of the increased shear force. As the result, the equilibrium state between the deposition and removal rate was reached rapidly.

Temperature

Figure 3 shows the variation of the heat transfer reduction ratio ($U_R$) and pressure drop ratio ($\Delta p_R$) with time at the variation of the inlet temperature of hot-side water. The CaCO$_3$ concentration and Re were maintained at 0.35 wt. %, and 2550, respectively. The inlet temperature of the cold water was fixed at 40°C and that of the hot water was varied from 70 to 90°C. The decrease of hot-side water’s inlet temperature means the decrease of the cold-side water’s outlet temperature. Thus, the reaction rate affected by the variation of the temperature decreased because the average temperature of the plates and water decreased. The number of supersaturated ions also decreased because the solubility difference of the ions between inlet and outlet decreased with the decrease of the outlet temperature. As the results, the actual fouling on plates decreased and the heat transfer reduction ratio and pressure drop ratio also decreased.

Concentration

The heat transfer reduction ratio and pressure drop ratio increased with the increase of the concentrations. The fouling resistance increased with the increase in the CaCO$_3$ concentrations because the increased reaction rate with the increased number of foulant ions led to higher deposition rate. The fouling resistance was reached to the equilibrium state rapidly with the increase in the CaCO$_3$ concentrations because the number of foulant ions increased and the increased deposition rate at the early stage led to higher removal rate with the decreased surface temperature.

The increasing slope of the pressure drop ratio increased with the increase in the CaCO$_3$ concentration because the increased deposition rate led to the decreased channel diameter and the increased flow velocity.
Figure 4. The effects of the concentration on heat transfer reduction ratio and pressure drop ratio.

Chevron angle

Figure 5 shows the variation of the heat transfer reduction ratio (U_R) and pressure drop ratio (\( \Delta p_R \)) with time at various chevron angles. The CaCO_3 concentration and Re were maintained at 0.35 wt. %, and 2550, respectively. The inlet temperatures of the hot and cold-side water were fixed at 40°C and 90°C, respectively.

The heat transfer reduction ratio and pressure drop ratio increased with the increase of the chevron angle. As the chevron angle increased from 30/30° to 60/60°, the resistance to water flow increased. As the results, actual scale and pressure drop increased. However, the fouling resistance decreased because of a higher initial overall heat transfer coefficient at the higher chevron angle.

Figure 5. The effects of the chevron angle on heat transfer reduction ratio and pressure drop ratio.

Fouling visualization

Figure 6 shows the photograph of the actual fouled plate after an experiment. The water (solution) flowed upward and the fouling was accelerated as it did because of the increase of the reaction rate and supersaturated ions. The fouling around the gasket was thicker compared to other regions in the plate due to the stagnation flow effect. The hardness of the fouling was so high that it was not scratched by nails.

Figure 6. The photograph of the actual fouled plate.

CONCLUSIONS

In district heating and cooling, calcium carbonate fouling caused the negative effects such as the decrease of heat transfer efficiency and increase of the pressure drop. Therefore, the performance degradation of plate heat exchangers caused by the fouling in various operating and geometric conditions has to be studied to prevent and reduce the fouling. In this study, the fouling resistance and pressure drop characteristics of plate heat exchangers were measured and analysed in accelerated concentration conditions by varying Re, temperature, CaCO_3 concentration, and chevron angle of the plates.

The fouling resistance increased with time and then approached a steady value after a certain period in plate heat exchangers. The fouling caused the increase of the pressure drop because of the decreased flow channels. Heat transfer rate was decreased because of the dominant insulation effect of the fouling.

The heat transfer reduction ratio (U_R) and pressure drop ratio (\( \Delta p_R \)) decreased with the increase in the Re because of the increased shear force. Because supersaturated foulant ions increased with increase of CaCO_3 concentration, the heat transfer reduction ratio and pressure drop ratio increased with the increase in the concentration. As the inlet temperature of the hot-side water decreased, the outlet temperature of the cold-side decreased. The reaction rate and the
supersaturated ions decreased with the decreased outlet temperature of the cold-side. As the results, the heat transfer reduction ratio and pressure drop ratio decreased with the decrease in the inlet temperature of hot-side water. The heat transfer reduction ratio and pressure drop ratio increased with the increase of the chevron angle because of the increase of the flow resistance.

ACKNOWLEDGEMENT
This work was supported by the Human Resources Development of the Korea Institute of Energy Technology Evaluation and Planning (KETEP) grant funded by the Korea government Ministry of Trade, industry & Energy (No. 201440102000770)

REFERENCES
REMOVAL OF INORGANIC FOULING USING ULTRASONIC AND HYDRODYNAMIC CAVITATION

Kyoung Ho Han¹, Kwangkeun Choi², Deok-Yong Ahn³, Kyung Min Kim³, Do Young Yoon¹*¹

¹Kwangwoon University, 20 Gwangun-ro Nowon-gu, Seoul, 139-701, Korea
²G&G InTech Co., Ltd., 120 Heungdeokjungang-ro, Giheung-gu, Yongin-si, Gyeong gi-do, 16950, Korea
³Korea District Heating Corp., 752, Suseo-dong, Gangnam-gu, Seoul,135-220, Korea

Keywords: Fouling, Plate type heat exchanger, Cavitation, CFD

ABSTRACT

Fouling is the accumulation of unwanted materials such as scale on solid surfaces to the detriment of function. The fouling materials can consist of either living organisms (bio-fouling) or a non-living substance (inorganic, organic). This is one of the main problems in design and operation of heat exchanger. The heat exchange efficiency is reduced by fouling, so mechanical and chemical methods are used to remove fouling, and they may be very effective to remove fouling. But, some disadvantages are as following; time and cost expensive, toxic, harmful to plate, etc. So, a lot of researches have been studied about more effective removal methods. One of them, cavitation phenomena, can be applied to remove fouling. Generally, ultrasonic or hydrodynamic cavitator was used to produce cavitation, and the fouling was removed by some effects such as micro vibration, cavitation, etc. So, in this research, the effect of ultrasonic and hydrodynamic cavitator on the fouling removal was examined. The one is applied to direct removal, and the other is used to indirect removal of fouling, respectively. Where, direct removal means that the scale attached on the surface of plate was removed, and indirect removal means that the scale induced material such as calcium ion was removed from the system water.

As results in the case of ultrasonic unit used, we confirmed that the heat transfer coefficient was recovered to the original value. When the hydrodynamic cavitator was used, the calcium ion contained in water was reacted with alkalinity such as bicarbonate and it formed the solid particles. This reaction can be easily observed by visual inspection because when calcium ion reacts with carbonate ion it creates cloudy form. Finally, it is supposed that cavitation phenomenon is very powerful tool for fouling removal.

INTRODUCTION

By definition, the fouling is phenomena that any extraneous material is deposit at heat transfer surface of the heat exchanger; used as a term “scale”. Fouling mechanisms are divided into 6 major deposit which are sedimentation fouling, inverse solubility fouling, chemical reaction fouling, corrosion product fouling and biological fouling. The major deposit material is CaCO₃ included in coolant used in heat exchanger. CaCO₃ is inorganic fouling that causes deposit at heat transfer surface by crystalizing and bonding with each other. Since the deposit materials have low thermal conductivity, growing deposit on the plate increases not only the heat transfer thickness gradually but also the thermal resistance of heat exchanging plates between hot and cold streams. This fouling resistance diminishes eventually the heat transfer efficiency of heat exchanger. Furthermore, CaCO₃ shows fouling mechanism combined with sedimentation fouling and inverse solubility fouling that make identifying specific fouling behaviour and interaction a lot more complicated. The scale is strong bonding strength. Powerful mechanical and chemical treatment will be needed for removal of the scale [1]. If the scale is not eliminated, it interfere the flow stream as a way of generating pressure drop at the inside of tube. Therefore, flow stream is unable to maintain a stable velocity [2]. For these reason, to design heat exchanger, the effects of fouling must be taken into account [2-4]. Researches about anticipating and removing fouling technology have been conducted for the whole industry [5]. If it is hard to prevent building up the scale, it will be removed periodically by chemical or physical ways. The chemical treatment is used the most among various removal technologies because of convenient and efficient. The chemical removal process is that material reacting with the scale is injected into the pipe running coolant. The chemical means is also well known as it doesn't needed introducing additional equipment and disassembling part of pipes [6]. Chemical technology, however, has serious problems that chemical agent used in process is expensive in industrial level, causing second pollution [7]. In the mechanical removal methods, the method of scraping with a rotary brush scale accumulated inside the tube are used primarily. Mechanical removal method can reduce the use of chemical treatments. But it spends a lot of time and money than the chemical removal method, because the machine has to be operated by the hand of man. Since, moreover, the large-sized heat exchanger has the disadvantage that it is difficult to use, attempting to introduce a deletion method of replacing the chemical removal methods and mechanical removal methods [1]. According to statistics for scale removal technique using ultrasound removal techniques that can be present alternatively, about 70 papers were written in 1960 to 2010. Research of ultrasound in the 2000s, has attracted the attention so as to increase to more than three times in the 1990s [8]. It has been proven that ultrasonic removal techniques is not only effective in removing solid material remaining, but also effective in removing fouling by microorganisms [9, 10]. In addition, ultrasound causes cavitation by generating a negative pressure to the fluid inside the pipe. Cavities produced by cavitation phenomenon are known that
the cleaning effect is excellent, because they generate a supersonic [11, 12]. Among various heat exchangers, cleaning of the plate-type heat exchanger is quite cumbersome. In conventional cleaning method, the plates of the heat exchanger are cleaned with chemicals after disassembling the heat exchanger.

In particular, in the process of assembling the heat exchanger again, it may cause a leak. Leakage of heat exchanger reduces the heat exchange efficiency. And a heat exchanger during the washing has a disadvantage that it cannot be operated.

In this study, we have developed an ultrasonic device as a method for cleaning without having to disassemble the plate heat exchanger. And using a hydrodynamic cavitation, the study was carried out to remove scale causing substances (Ca\(^{2+}\)). Inorganic fouling removal efficiency of the heat transfer plate was evaluated from the measurement of the overall heat transfer coefficient. Additionally, we were visually checks the cleaning conditions of the heat transfer plate. In addition, the removal effect of the scale causing substances is analysed to measure the concentration of Ca\(^{2+}\) ions and X-ray diffraction spectroscopy (XRD).

MATERIALS AND METHOD

Hydrodynamic cavitation

Removal of scale causing substances using hydrodynamic cavitation is performed by converting the Ca\(^{2+}\) ions with CaCO\(_3\). The reason for the selection of Ca\(^{2+}\)on a scale causing materials is because Ca\(^{2+}\) ions cause the scale with the highest probability. And Ca\(^{2+}\) ions mainly react with the negative ions such as HCO\(_3^-\), CO\(_3^{2-}\), and the reaction scheme is shown below.

\[
\text{Ca}^{2+} + \text{CO}_3^{2-} \rightarrow \text{CaCO}_3
\] (1.1)

\[
\text{Ca}(\text{HCO}_3)_2 \xrightarrow{\text{heat}} \text{CaCO}_3 + \text{H}_2\text{O} + \text{CO}_2
\] (1.2)

\[
\text{CaCl}_2 + \text{NaCO}_3 \rightarrow \text{CaCO}_3 + \text{NaCl}
\] (1.3)

In order to produce a CaCO\(_3\), activation energy is required, as shown in figure 1 [14]. In this study, to obtain the energy required for the reaction we used the cavitation phenomenon. When the bubble created by the cavitation is collapsed, energy of high temperature and high pressure is released to the surrounding. By using this phenomenon, we tried to convert the Ca\(^{2+}\) ions into the CaCO\(_3\). First, solution of Ca\(^{2+}\) was prepared to measure the efficiency of removal of Ca\(^{2+}\) from the hydrodynamic cavitation. Calcium solution is Ca(OH)\(_2\) saturated solution having an initial concentration of about 400 mg/L, the pH is 12. And CO\(_3^{2-}\) ions which react with the Ca\(^{2+}\) are considered as CO\(_2\) ions contained in tap water to exist primarily in the pH.

Figure 2 shows the configuration of the hydrodynamic cavitation device. The device consists of a pressure manometer, cavitator, pump, water bath. Water bath is filled with Ca(OH)\(_2\) saturated solution of 100 liters. Operating conditions are inlet pressure of about 4 bar (gauge pressure) and flow rate of 3 m\(^3\)/h.
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Figure 3. Conceptual diagram of a plate-type heat exchanger.

![Diagram of plate-type heat exchanger](image)

**Table 1. Cases of scale removal experiment using ultrasonic cavitation**

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Scale is attached for 3 hours. 1 more hour, attached before cavitator operation (totally 4 hours)</td>
</tr>
<tr>
<td>Case 2</td>
<td>Scale is attached for 3 hours. Perform the removal and attachment of the scale at the same time.</td>
</tr>
</tbody>
</table>

To measure the descaling efficiency by ultrasonic cavitation, CaCO$_3$ scale was deposited on the heat transfer plate that is not attached to anything. CaCl$_2$ and NaHCO$_3$ were used as a sample to attach CaCO$_3$ on the heat transfer plate, and their concentration is 3,000 mg/L (as Ca$^{2+}$). Originally, in the inlet water that is used in the heat exchanger, there are scale causing ions of about 40 mg/L, but in this study, we conducted experiments to significantly increase the concentration of scale causing ions to analyze the cleaning effect in extreme conditions. Preparing a sample, and then we attached the scale by operating the heat exchanger for three hours at a flow rate of 0.3 L/min (cold water inlet) and 3 L/min (hot water inlet). After attaching the scale, we performed experiments to remove the scale for the two cases as shown in table 1.

The ultrasonic generator of 20 kHz was used to clean the heat transfer plate that is attached to the scale. Cleaning of the heat transfer plate has been going on for 23 hours, and work and rest period of the ultrasonic device was set to one to one. Operation flow rates were set to 3 L/min (hot water) and 1 L/min.

The cleaning effects using ultrasonic cavitation was evaluated from the measurement of the overall heat transfer coefficient, in this study Overall heat transfer coefficient of heat transfer plate that scale is not attached is about 0.1 J/m$^2$·K. Overall heat transfer coefficient can be calculated from the heat transfer resistance of the solid and convective heat transfer resistance that occurs between the solid and liquid, and the bigger the value is the better heat transfer. It is expressed as follows [15].

$$U = \frac{Q}{A\Delta T_{in}}$$  (2)

where, $Q$ is heat transfer rate [J/s], $A$ is total heat exchange area [m$^2$], $\Delta T_{in}$ is Logarithmic mean temperature difference [K], It is expressed as follows.

$$\Delta T_{in} = \frac{(T_{H,i} - T_{C,o}) - (T_{H,o} - T_{C,i})}{\ln \left( \frac{T_{H,i} - T_{C,o}}{T_{H,o} - T_{C,i}} \right)}$$  (3)

where subscript $H$ represents hot water and $C$ is cold water, and $i$ is inlet, $o$ is outlet.

3. RESULTS AND DISCUSSION

3.1. Removing of Scale Causing Materials Using Hydrodynamic Cavitation

The figures 4-7 show the results for removing of the scale causing substances using hydrodynamic cavitation. Figure 4 shows the pH and temperature changes of the sample depend on operating time of the hydrodynamic cavitator. The samples were collected for 120 minutes every 20 minutes. As a result, it is showing a tendency to decrease the pH and increase in temperature as time passed. The reason for the decreasing the pH is because the OH$^-$ ions are used continuously as the water is decomposed by the cavitation, and pH decreased approximately from 12.2 to 11.7. The temperature of the water of the bath was increased from 25 $^\circ$C to 42 $^\circ$C, due to the heat generated from the motor of the pump. Figure 5 shows the change in the conductivity of the solution and the concentration of Ca$^{2+}$ with time. The concentration of Ca$^{2+}$ ions tends to decrease continuously during the experiment, and finally the concentration was reduced to 36% from 400 mg/L to 250 mg/L. Whether Ca$^{2+}$ ions are removed can also be confirmed with the naked eye. The reason is because the calcium solution is blurred as Ca$^{2+}$ ions are converted to CaCO$_3$, it is shown in figure 6. As shown in the picture, it can be clearly observed to the colour change of the solution before and after the operating cavitator. Then, the conductivity was reduced approximately 13% as Ca$^{2+}$ is decreased, the reason is a phenomenon that appears by decreased of positive ions and negative ions which acts as mediators of electron transfer. In this study, we operated the cavitator for 120 minutes. However, if the cavitator is operated for the longer time, it is expected that the concentration of Ca$^{2+}$ ions can be reduced to the fresh water level.

Figure 7 shows the result of analysing the components of the precipitate by XRD method. In the result, the SS contained in the solution was confirmed.
to be the all CaCO₃ as mentioned above, and other materials were not detected.

If the cavitator applied solid-liquid separation device is used as influent pre-treatment device of the heat exchanger, it is expected that the effect as the scale preventive device will be further increased.

### 3.2. Removing of Scale Using Ultrasonic Cavitation at Heat Transfer Plate

In this study, the cleaning effect of the ultrasonic cavitation was evaluated by measuring the overall heat transfer coefficient of the plate-type heat exchanger, the results are shown in figures 8 and 9. Figure 8 is the result for the case 1, the scale was attached for 3 hours before the experiment, after attaching the scale further for one hour, and the experiment was performed. In the graph of figure 8 to the initial driving, overall heat transfer coefficients show a very low value of 0.01 or less, it increased sharply after about 5 minutes, and for the 60 minutes when the scale is being attached it is showing a tendency to decrease slightly. In the initial experiments, the reason that the heat transfer coefficient is low is estimated to be start-up effect of the heat exchanger. Then, it became a stable after 5 minutes. Operating the ultrasonic device after 60 minutes, we observed the change characteristics of the heat transfer coefficient. The overall heat transfer coefficient is not increased for the ten minutes after the ultrasonic device is operated. Then, it showed a tendency to increase sharply at about 70 minutes. This trend is guessed that the scale should be damaged continuously by ultrasonic cavitation. Therefore the damaged scales are removed from the heat transfer plate after ten minutes. In addition, the overall heat transfer coefficient rapidly increased up to about 80 minutes, it was gradually increased thereafter. Also overall heat transfer coefficient is repeatedly increased and decreased in the process of recovery. It is estimated that because the scale that is broken away from the heat transfer plate is not well discharged from the inner of the heat exchanger. Figure 8 showed only the data up to 170 minutes to view in detail overall heat transfer coefficient of variation in the initial cleaning. However, in the actual experiment it was run for 23 hours, the ultrasonic irradiation time is 11.5 hours. Overall heat transfer coefficient finally measured is 0.1. It is similar to the heat transfer plate that scale is not attached. As a result, we confirmed that ultrasonic cavitation is highly effective in cleaning heat exchangers.

Figure 9 is the result for case 2. The scale was attached for 3 hours prior to the test, and the experiment was performed at the same time the attachment and the cleaning of the scale thereafter. In the graph in figure 9, the overall heat transfer coefficient is maintained a very low value to about 18 minutes from the initial operation and increased rapidly thereafter. After 30 minutes, it shows a tendency to continue maintain the value of 0.1 that is heat transfer coefficient of heat transfer plate that the scale is not attached. The reason why the heat transfer coefficient has a low value in the initial is seems to start-up effect of the heat exchanger as mentioned above, or that the damage by the cavitation is being accumulated to the scale. And after 18 minutes, the reason for a sudden increase of the heat transfer coefficient is estimated that the scale accumulated the damage chips off from the heat transfer plate in chunks. After 20 minutes, Decreasing of the heat transfer coefficient is seems to be because the scale is finely crushed once again by cavitation within the heat exchange. After 30 minutes, the heat transfer coefficient was maintained at a value near 0.1. In this study, we performed experiments in extreme conditions. If the cleaning device is used for the influent of the actual heat exchanger, it is expected to reduce the operation time about 75 times.
3.3. Cavitation Cleaning Effect of Heat Transfer Plate

To confirm the cleaning effect of the heat transfer plate by ultrasound with the naked eye, figure 10 showed a heat transfer plate before and after cleaning. Top of the figure 10 are heat transfer plates before and after the cleaning, and the white colour of the scale can be seen attached to the heat transfer plate. The number of each picture is the number of the heating plate, the bottom of the picture is the heat transfer plate after cleaning. With the naked eye it can also be confirmed that the scale of the white that had been attached to the heat transfer plate removed so much after washing.

Compared with the results shown in figure 9, this is in good agreement with the tendency to keep the heat transfer coefficient near 0.1. In particular, the heat transfer plate of the 2 to 11 and 26 to 29 show a good cleaning effect. The reason that heat transfer plates of 2~11 were cleaned well is because the plates are located close with ultrasonic transducer. And the reason that heat transfer plates of 26~29 were cleaned well is because the plates are strongly influenced by ultrasonic waves through the fitting.

4. CONCLUSION

In this study, we carried out the experiments to remove scale causing substances using hydraulic cavitator and to remove the scale attached to the heat transfer plate of the plate heat exchanger using ultrasonic cavitation.

(1) In the experiment of removing scale causing substances (Ca$^{2+}$), hydrodynamic cavitator had been driven for about 2 hours. As a result, the concentration of the scale causing substance was reduced approximately 36%, if the cavitator is operated for the longer time, it is expected that the concentration of Ca$^{2+}$ ions will can be reduced to the fresh water level. And if the cavitator applied solid-liquid separation device is used as influent pre-treatment device of the heat exchanger, it is expected that the effect as the scale preventive device will be further increased.

(2) In results of case 1, from 70 minutes the overall heat transfer coefficient was constantly increasing, and then after 23 hours it was restored up to nearly 100%. From this result, we were able to confirm that the ultrasonic cleaning device is very effective for descaling. In results of case 2, experiment was performed at the same time the attachment and the cleaning of the scale. After 30 minutes, it shows a tendency to continue maintain the value of 0.1 that is heat transfer coefficient of heat transfer plate that the scale is not attached. Therefore, when mounting the ultrasonic cleaning device in a heat exchanger, the heat transfer loss caused by the scale is expected to be significantly reduced. In addition, the ultrasonic cleaning device is expected as a very economical heat exchanger cleaning device.
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