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Research on urban energy planning using industrial waste heat for district heating: A case study in Tangshan
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ABSTRACT
Winter heating demand is growing rapidly in northern China, while existing heat sources based on fossil energy are facing being shut down and the new ones are difficult to get approved as China aims to carbon peaking and neutrality. Under both pressures, there is an urgent need to develop new low-carbon heat sources for district heating (DH) in northern China to replace conventional heating methods and fulfill the new heating demand. In cities with abundant industrial waste heat (IWH) resources, IWH can be used as a kind of high-quality heat source for DH system, optimizing the energy structure of DH system and effectively reducing local coal consumption. Tangshan, Hebei Province is dominated by heavy industry with large scale of high-energy consumption industries such as steel and cement. IWH resources here are abundant, but not fully used. This paper presents a planning scheme to maximize the use of IWH for DH in Tangshan. IWH potentials of 15 districts/counties in Tangshan are compared with their DH demands in 2035 respectively. According to the geographical location and the balance situation between supply and demand, the 15 districts/counties are divided into four heating regions. The IWH is preferentially used to undertake the heating base load, and the heating structure of each region in 2035 is planned. Finally, the consumption of fossil energy is calculated and economic analysis is conducted. The planning scheme results show that the IWH in four heating regions can meet 85%-100% of the heating load and 99%-100% of the heating demand, which has obvious energy saving, carbon reduction, and economic benefits. Therefore, using IWH for DH is a feasible way to achieve low-carbon development of industrial cities.
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Recently, the demand for space heating in northern China is growing rapidly. The area of DH has increased from 11 billion m² in 2016 to 13.8 billion m² in 2020. The heating source structure of DH in northern China is shown in Figure 1, with coal-fired heat source accounting for up to 70% of the total, generating a large amount of pollutants and carbon emissions. Under the background of China's dual-carbon development goal, the DH system in northern China is facing the double pressure of increasing demand and insufficient clean heat source. Replacing traditional coal-fired heat sources with low-carbon and economical heat sources on a large scale is the key to the low-carbon transformation of DH system in China.

Clean, low-carbon heating models have received a lot of scholarly attention. Lund et al., proposed the fourth generation of European DH system, which is based on extensive use of cogeneration, recovery and utilization of waste heat resources, and integration of other heat sources such as geothermal and solar energy. D. Connolly redesigned new heating routes for the EU's strategy to achieve the 2050 energy target. Fu Lin et al, proposed a new district heating model suitable for China, in which low-grade waste heat from power plants/factories is fully recovered and utilized. It can be found that in the low-carbon heating routes in Europe and China, the utilization of waste heat resources is becoming more and more important.

Studies have shown that there are a lot of waste heat resources in the industrial field. To make full use of waste heat resources, it is necessary to estimate the heat scale first, and there have been many studies in this regard. Johannes Pella used stoichiometric methods to determine the theoretical potential of IWH in 10 German cities in 2030 and 2050. Pia Manz estimated the IWH of energy-intensive industries in 28 EU countries based on the spatial matching method. Ao Luo et al. estimated that the recyclable potential of IWH in northern China is about 100 Mtce (2.93EJ). These IWH are mainly flue gases below 200°C or liquids below 100°C, which is an ideal heat source for DH.

At present, there have been relevant studies on the use of IWH for heating. Jelena Ziemele studied the use of IWH in DH system and calculated the economic rationality of the project. In practical engineering application, Li Yemao et al. planned to integrate the IWH from two steel mills into the DH system of a county seat, and the economic cost and carbon emissions were significantly reduced compared with traditional heating schemes.
The industrial cities in northern China have abundant IWH resources and high coverage of DH network, thus they have adequate advantages in implementing IWH for heating. In Tangshan, for example, the DH area is 194 million m² in 2021, and the heating load is 6909MW, with coal cogeneration accounting for 74%. With the transformation of China’s energy structure, the scale of coal-fired thermal power will gradually decrease [1]. In this context, Tangshan’s heat supply mode, which relies heavily on coal-fired cogeneration, will face challenges. Meanwhile, Tangshan has a large scale of energy-consuming industries. In 2021, the city has produced 131.11 million tons of crude steel, 18.5 million tons of coke and 31.41 million tons of cement. These industrial products are accompanied by a large amount of IWH release in the production process. The use of IWH for heating may be an important way to solve the problem of low carbon heating in Tangshan in the future.

In this study, Tangshan City, which is rich in steel IWH resources, was used as the subject, and the plan to maximize the use of IWH for DH in 2035 was proposed. This study estimated the environmental and economic benefits of the planning options, thus proving the feasibility of IWH as the main heat source for DH.

The specific research framework was shown in Figure 2. Firstly, based on the development trend of population and heating in Tangshan, the heating demand in 2035 was predicted. Then, we conducted field research on the IWH resources in Tangshan’s key industrial plants, then the IWH resources were matched with the heating demand. The surplus area of IWH resources is integrated with the shortage area, and this study divided Tangshan into different heat supply zones. The IWH industrial plants in each heat supply zone are screened according to certain standards to determine the plants that actually undertake waste heat supply. Finally, the scale of waste heat supply and peak load of each zone are determined, so as to obtain the heat source structure and fossil energy consumption of each heat supply zone.

![Figure 1. The heating source structure of DH in northern China (2020)](image)

### Figure 1.

**2. METHODOLOGY**

#### 2.1. Forecasting methods for heating demand

This study used the index method to forecast the heat load and heat demand of each district and county in 2035. Heating load is calculated according to Formula (1):

$$Q_h = q_h \times \bar{A} \times P \times 10^{-3}$$

(1)

Where $Q_h$ is the heating load (kW), $q_h$ is the heating index of unit building area (W/m²), $\bar{A}$ is the per capita building area (m²/person), and $P$ is the population. The $\bar{A}$ and $P$ of each district/county in Tangshan in 2035 are based on the research results [26], and $\bar{A}$ is 50 m²/person. Considering the increase of the proportion of new buildings in the future, the improvement of the energy-saving characteristics of the building envelope and the improvement of the operation and management level of the heating system, the $q_h$ in 2035 is set at 29W/m² in this study.

After the $Q_h$ is obtained, the daily average temperature parameters of the local heating season should be combined to calculate the heat demand during the whole heating season, as shown in Formula (2).

$$Q_h^d = Q_h \times \sum_{t_i}^{t_d} \frac{t_o - t_i}{t_o - t_i} \times \frac{3600 \times 24}{10^9}$$

(2)

Where $Q_h^d$ is the annual heat demand (GJ), $d$ is the number of heating days, $t_d$ is the average daily outdoor temperature (°C), $t_o$ is the designed room temperature for heating (°C), $t_i$ is the outdoor temperature on the coldest day.

Then, the results of $Q_h$ and $Q_h^d$ of each district and county in Tangshan are obtained, as shown in Table 1.

![Figure 2. Research framework](image)
Table 1. Forecast results of heating load and heat demand of each district and county in Tangshan in 2035

<table>
<thead>
<tr>
<th>District / County</th>
<th>Heating Load (MW)</th>
<th>Heat Demand (million GJ)</th>
<th>District / County</th>
<th>Heating Load (MW)</th>
<th>Heat Demand (million GJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central Downtown</td>
<td>3122</td>
<td>26.53</td>
<td>Qian'an</td>
<td>915</td>
<td>7.78</td>
</tr>
<tr>
<td>Guye</td>
<td>446</td>
<td>3.79</td>
<td>Luanzhou</td>
<td>232</td>
<td>1.97</td>
</tr>
<tr>
<td>Fengrun</td>
<td>481</td>
<td>4.09</td>
<td>Zunhua</td>
<td>435</td>
<td>3.7</td>
</tr>
<tr>
<td>Fengnan</td>
<td>478</td>
<td>4.06</td>
<td>Qianxi</td>
<td>197</td>
<td>1.68</td>
</tr>
<tr>
<td>Haigang</td>
<td>98</td>
<td>0.83</td>
<td>Yutian</td>
<td>290</td>
<td>2.47</td>
</tr>
<tr>
<td>Caofeidian</td>
<td>669</td>
<td>5.69</td>
<td>Laoting</td>
<td>174</td>
<td>1.48</td>
</tr>
<tr>
<td>Lutai</td>
<td>117</td>
<td>0.99</td>
<td>Luannan</td>
<td>212</td>
<td>1.8</td>
</tr>
<tr>
<td>Hangu</td>
<td>124</td>
<td>1.05</td>
<td>Sum</td>
<td>7990</td>
<td>67.91</td>
</tr>
</tbody>
</table>

2.2 Investigation of industrial waste heat potential

To find out the potential IWH resources in Tangshan, this study investigated and analyzed 41 industrial plants through field investigation and questionnaire survey, including 20 steel mills, 11 cement factories, 5 chemical plants and 5 other light industry plants. It basically covers all districts and counties of Tangshan and most plants with IWH. The distribution of plants is shown in Figure 3.

The results show that there are four main types of media carrying IWH in these plants: flue gas, exhaust air, steam, and circulating cooling water. The conditions for calculating the theoretical waste heat potential are shown in Table 2, and the theoretical IWH potential of these industrial plants can be calculated by combining the research data of temperature and flow of these media. Through calculation, the total theoretical IWH potential of the surveyed industrial plants is 10226 MW, and the available heat supply in the heating season is 120 million GJ. The IWH potential of different industrial sectors is shown in Table 3. It can be found that the IWH potential of Tangshan is nearly 1.5 times of the current heat demand, which can provide enough low-carbon heat source for Tangshan.

Table 2. Conditions for calculating the theoretical waste heat potential

<table>
<thead>
<tr>
<th>Media Type</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flue gas</td>
<td>Lower limit temperature after heat extraction is set to 80°C</td>
</tr>
<tr>
<td>Exhaust air</td>
<td>Lower limit temperature after heat extraction is set to 60°C</td>
</tr>
<tr>
<td>Circulating cooling</td>
<td>The actual difference temperature between supply and return water</td>
</tr>
<tr>
<td>Steam</td>
<td>Latent heat released by isothermal condensation</td>
</tr>
</tbody>
</table>

Table 3. Theoretical waste heat potential of enterprises in different industries

<table>
<thead>
<tr>
<th>Industries</th>
<th>The theoretical waste heat potential (MW)</th>
<th>Available heat in heating season (million GJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cement plant</td>
<td>435</td>
<td>5.1</td>
</tr>
<tr>
<td>Steel or coking plant</td>
<td>8401</td>
<td>99.1</td>
</tr>
<tr>
<td>Chemical plant</td>
<td>1133</td>
<td>13.4</td>
</tr>
<tr>
<td>Other light industries</td>
<td>257</td>
<td>3.0</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td><strong>10226</strong></td>
<td><strong>120.6</strong></td>
</tr>
</tbody>
</table>

2.3 Supply and demand matching and heating zoning

Although the total IWH potential in Tangshan is much greater than the heat demand, the geographical distribution of industrial enterprises is not uniform, so it is necessary to analyze the balances of heat supply and demand by regions. By comparing the heating load and IWH potential of each district and county, as shown in Figure 4, it can be seen that IWH is lacking in the main urban area, Guye, Fengrun, Lutai, Hangu, Yutian, Luannan and Laoting, where IWH needs to be imported from outside regions.
Comprehensively considering the IWH supply and demand matching situation and geographical location of each district and county, Tangshan is divided into 4 DH zones——I, II, III and IV. In these zones, the surplus districts or counties can provide supplementary IWH to the neighboring districts or counties with insufficient IWH, so as to maximize the proportion of IWH supply in each heat supply zone. Based on the load demand of each zone, IWH resource and environmental protection grade of each industrial plant, 41 industrial plants were screened, and finally this study determined 17 plants as the main heat source for each zone. The specific zoning scheme and the distribution of selected heat supply plants are shown in Figure 5. Figure 6 shows the matching between heating load and IWH supply in each heating zone. The heat supply of IWH in each zone can be basically realized by cross-regional combined heat supply.

3. RESULTS

According to the heating load prediction results and the IWH sources in each DH zone, the specific heating scheme is formulated for the 4 zones, and economic and environmental benefit analyses are conducted.

3.1 Planning heating scheme

As shown in Figure 7, the maps of DH network are planned for each DH zone. By building cross-regional pipeline networks with multi-heat sources cogeneration, it is achieved that heat demand of each district and county in Tangshan can be satisfied by industrial low-grade waste heat as much as possible, then the whole city's low-carbon heating transformation would be realized.

In the specific scheme, IWH is set to bear the base heating load preferentially, and if IWH power is insufficient in extreme cold period, the local CPH will be used for peaking. The heating load and heat supply by the selected industrial plants are listed in Table 4, and the corresponding structures are shown in Figure 8 and Figure 9.

In DH zone I, the IWH resources of Fengnan and Qian'an are extremely abundant, and other districts and counties are insufficient. It is planned that one of the selected industrial plants in Qian'an bear all heat demand of this county, and the IWH of other three local selected enterprises is transported to the central downtown, Guye, Fengnan, Lutai and Hangu through the long-distance pipeline network, and heat these areas jointly with the other selected enterprises. Under this scheme, industrial heating enterprises shares the zone's 85% of heating load and 99% of heat supply. The heat supply of IWH is 43.6 million GJ in the whole heating season, and the local CHP only supple 0.6 million GJ heat during the extreme cold period.
A total of 27.9 million GJ of low-grade waste heat is recovered throughout the heating season, with consuming 15.7 million GJ extracted steam of internal generator sets (decreasing power generation by 872.1 million kWh) and using 5.1 million kWh (equal to 18.5 thousand GJ) electricity due to electric heat pump, thus the comprehensive heating COP of waste heat recovery is 13.8. Therefore, the heating efficiency of IWH is much higher than that of conventional CHP and electric heat pumps.

Table 4. The heating load and heat supply of different heat sources in each DH zone in the planning scheme

<table>
<thead>
<tr>
<th>DH Zone</th>
<th>Industrial waste heat recovery and heating system</th>
<th>Heating by CHP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low grade industrial waste heat</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Generator set extraction steam for low grade waste heat recovery</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electricity consumption for low grade waste heat recovery</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Heating load (Unit: MW)</td>
<td>Heating load (Unit: MW)</td>
</tr>
<tr>
<td>I</td>
<td>2613.4</td>
<td>1822.9</td>
</tr>
<tr>
<td>II</td>
<td>833.9</td>
<td>569.8</td>
</tr>
<tr>
<td>III</td>
<td>283.5</td>
<td>160.6</td>
</tr>
<tr>
<td>IV</td>
<td>441.7</td>
<td>383.9</td>
</tr>
<tr>
<td>Sum</td>
<td>4172.4</td>
<td>2937.3</td>
</tr>
<tr>
<td></td>
<td>Heat supply (Unit: million GJ)</td>
<td>Heat supply (Unit: million GJ)</td>
</tr>
<tr>
<td>I</td>
<td>27.9</td>
<td>15.7</td>
</tr>
<tr>
<td>II</td>
<td>8.2</td>
<td>3.7</td>
</tr>
<tr>
<td>III</td>
<td>2.8</td>
<td>0.9</td>
</tr>
<tr>
<td>IV</td>
<td>4.6</td>
<td>3.4</td>
</tr>
<tr>
<td>Sum</td>
<td>43.6</td>
<td>23.7</td>
</tr>
</tbody>
</table>

In DH zone II, heat demand of the whole zone is supplied by IWH of two industrial enterprises in Zunhua and Qian'an. The total heat supply from IWH is 11.9 million GJ, of which 8.2 million GJ is from recovered low-grade waste heat and 3.7 million GJ is given through consuming internal generator sets extracted steam.

Similarly, DH zone III also achieves 100% IWH heating. However, because the IWH in DH zone IV has a high percentage of low-temperature waste heat, which cannot be fully recovered, the industrial plants cannot meet the full heat demand, and requires a local CHP to supplement 12% of the heating load.
Overall, in this IWH heating scheme, the waste heat recovery and heating system will take up 89% of the total heating load (7990MW) and 99% of the total heat demand (67.9 million GJ) in 2035 in Tangshan, with recovering a total of 43.6 million GJ of low-grade waste heat and achieving a comprehensive heating COP 14.1.

3.2 Economic analysis

Comprehensive heating cost includes heat source side heating cost and heat network transmission cost, and includes equipment depreciation cost and operation cost respectively. The result of economic analysis of planning scheme is shown in Table 5.

On the heat source side, the investment includes heat exchanger (0.05 yuan /W), absorption heat exchanger (0.5 yuan /W) and electric heat pump (0.3 yuan /W), and the operation cost is mainly the energy consumption cost, that is, the direct electricity consumption of the electric heat pump and the power loss of the generator set caused by the pumping steam of the generator set in the plant.

On the heat network transmission side, the investment is the construction costs of the pipe network from IWH plants to the urban primary network. The unit investment of DN800, DN1000, DN1200 and DN1400 is 7 million, 9 million, 12 million and 15 million yuan/km respectively, and the investment in pumps and relay pumping stations is taken as 1.2 yuan/W. The operating cost is mainly the electricity consumption of water pump.

The investment in equipment is depreciated over 15 years in this study, and the economic analysis of this scheme is shown in Table 6. The total initial investment is 6.55 billion yuan, of which 2.52 billion yuan is invested in heat-source equipment and 4.02 billion yuan is invested in pipe network. The average heating cost of the heat source side is 13.4 yuan/GJ, which has better economic benefits compared with the general heat source selling price of 29.6 yuan/GJ in Tangshan. The scheme's average comprehensive heating cost is 19.4 yuan/GJ, and the unit area heating cost is 4.85 yuan/m² (heat demand per unit area is 0.25GJ/m²), which has a better cost advantage compared with the current heating price 20 yuan/m².

### Table 5. Economic analysis of planning scheme

<table>
<thead>
<tr>
<th>DH Zone</th>
<th>Heat supply of IWH (million GJ)</th>
<th>Initial investment (million yuan)</th>
<th>Operating cost (million yuan / a)</th>
<th>Heating costs of heat source side (yuan / GJ)</th>
<th>Planning backbone network investment (million yuan)</th>
<th>Operating costs of network (million yuan / a)</th>
<th>Heating costs of network side (yuan / GJ)</th>
<th>Comprehensive heating costs (yuan/GJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>43.6</td>
<td>1593.9</td>
<td>456.7</td>
<td>12.9</td>
<td>2322.4</td>
<td>110.7</td>
<td>6.1</td>
<td>19.0</td>
</tr>
<tr>
<td>II</td>
<td>11.9</td>
<td>499.6</td>
<td>116.7</td>
<td>12.6</td>
<td>719.8</td>
<td>10.6</td>
<td>4.9</td>
<td>17.5</td>
</tr>
<tr>
<td>III</td>
<td>3.8</td>
<td>138.9</td>
<td>32.5</td>
<td>11.1</td>
<td>316.0</td>
<td>4.0</td>
<td>6.6</td>
<td>17.7</td>
</tr>
<tr>
<td>IV</td>
<td>8.0</td>
<td>291.6</td>
<td>125.4</td>
<td>18.2</td>
<td>666.3</td>
<td>9.7</td>
<td>6.8</td>
<td>25.0</td>
</tr>
<tr>
<td>Sum / Average</td>
<td>67.3</td>
<td>2524.0</td>
<td>731.3</td>
<td>13.4</td>
<td>4024.6</td>
<td>135.0</td>
<td>6.0</td>
<td>19.4</td>
</tr>
</tbody>
</table>

3.3 Scheme comparison

The waste heat heating scheme is compared with the traditional heating scheme. As shown in Table 6, two comparison schemes are set. On the basis of giving priority to existing heat sources such as coal-fired cogeneration, gas-fired boilers and other heat sources (including all kinds of electric heat pumps, biomass boilers and biomass cogeneration), the heat supply gap in 2035 is solved by gas-fired boilers in comparison scheme 1. In contrast, scheme 2 is assumed by air source heat pump (COP 3).

The three schemes are compared in terms of operation energy consumption, heating cost and carbon emission. The results are shown in Table 7.

In terms of operational energy consumption and carbon emission, due to huge heating capacity of IWH, the planning scheme can replace most coal-fired CHPs and gas boilers, and reduce a large amount of fossil energy consumption (more than 800 thousand tce per year) and decrease CO₂ emission by 2.4 million tons per year compared with the comparison solution. In addition, the national average coal consumption factors and the national carbon emission factor for power generation in 2019 are 300 gce / kWh and 600 gCO₂ / kWh, respectively. However, as the proportion of renewable power in the overall power generation structure in China continuously rising, the two factor values will also fall, thus the advantages of the IWH heating scheme and comparison scheme 2 with electricity consumption will be further expanded. In the long run, gas-fired boilers for heating are not worth widespread promotion and construction. From the viewpoint of heat supply cost on the heat source side, although the IWH heating scheme requires a large amount of new IWH recovery equipment and initial investment is higher, the annual operation cost is much lower than the two comparison schemes, thus the heat supply cost is pulled down,
which is only less than 50% compared with comparison schemes. As a result, IWH enterprises involved in DH can be provided a better economic profit space.

### Table 6. Compare the heating load undertaken by various heat sources in the scheme (unit: MW)

<table>
<thead>
<tr>
<th>The type of heat source</th>
<th>IWH heating scheme</th>
<th>Comparison Scheme 1</th>
<th>Comparison Scheme 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>IWH</td>
<td>7127</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Coal-fired CHP</td>
<td>863</td>
<td>6626</td>
<td>6626</td>
</tr>
<tr>
<td>Gas-fired boilers</td>
<td>-</td>
<td>1219</td>
<td>223</td>
</tr>
<tr>
<td>Air source heat pumps</td>
<td>-</td>
<td>-</td>
<td>996</td>
</tr>
<tr>
<td>Other</td>
<td>-</td>
<td>145</td>
<td>145</td>
</tr>
</tbody>
</table>

### Table 7. Comparison results

<table>
<thead>
<tr>
<th>Comparison Items</th>
<th>IWH heating scheme</th>
<th>Comparison Scheme 1</th>
<th>Comparison Scheme 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy consumption</td>
<td>Coal (thousand tce)</td>
<td>11</td>
<td>946</td>
</tr>
<tr>
<td></td>
<td>Natural gas (million Nm³)</td>
<td>-</td>
<td>279.8</td>
</tr>
<tr>
<td></td>
<td>Electricity (million kWh)</td>
<td>1405.7</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Sum (thousand tce)</td>
<td>432</td>
<td>1318</td>
</tr>
<tr>
<td>Heat source side</td>
<td>Initial investment of new equipment (million yuan)</td>
<td>2524.0</td>
<td>59.8</td>
</tr>
<tr>
<td></td>
<td>Operating cost (million yuan / a)</td>
<td>746.5</td>
<td>2275.9</td>
</tr>
<tr>
<td></td>
<td>Heating costs of heat source side (yuan / GJ)</td>
<td>13.4</td>
<td>33.6</td>
</tr>
<tr>
<td></td>
<td>CO₂ emissions (thousand tCO₂)</td>
<td>865</td>
<td>3282</td>
</tr>
</tbody>
</table>

### 4. DISCUSSION AND CONCLUSION

The feasibility of this scheme is mainly determined by the survival status of the waste heat supply plants by 2035 and the technical feasibility involved in the scheme. The stability of survival of IWH plants has been fully considered in this scheme. The possibility of future survival of plants is investigated from the aspects of plants waste heat scale, plants environmental protection grade and so on. Large-scale plants have stronger anti-risk ability to the market, and plants with high environmental protection grade are not easy to be restricted by environmental protection policies. In addition, Tangshan has started the optimization and integration of steel enterprises around the main urban area and the removal of steel enterprises from the urban since 2019. At present, steel mills in the main urban area of Tangshan have basically moved out, and there is no possibility of large-scale relocation again. For other areas, plants with relocation plans have been avoided in this scheme. The local cogeneration unit can be used as the backup heat source in case of unforeseeable production reduction risk in the long run. In terms of technical feasibility, it mainly involves low-grade waste heat recovery technology and long-distance pipeline heating technology. These technologies have been relatively mature at present, and there are also application cases.

This study explored the feasibility of maximizing the use of IWH resources to meet the urban heating demand in the industrial cities of northern China in the future, to achieve the goal of low-carbon heating.

The final planning scheme shows that two of the four heating zones can meet all their heating needs entirely from IWH, while the remaining two zones only require very small amounts of heat from combined power plants to supplement the heating gap during extreme cold periods. In general, the IWH recovery system can bear 89% of the heating load and 99% of the heat demand in Tangshan, and 43.57 million GJ of low-grade waste heat can be recovered in the whole heating season, and the COP of comprehensive heating can reach 14.1. The proposed solution will reduce fossil energy consumption by at least 800 thousand tce and CO₂ emissions by 2.4 million tons, compared with conventional solutions using gas-fired boilers and air source heat pumps to meet increased heating demand.

In addition, the planning scheme is economically sound. The initial investment of the whole scheme is 6.55 billion yuan. According to the depreciation life of 15 years, the average heating cost of the heat source side is 13.4 yuan/GJ, which has better economic benefits compared with the current heat source selling price of 29.6 yuan/GJ in Tangshan.

IWH heating scheme
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ABSTRACT

Achieving decarbonization goals in heat supply requires the use of suitable defossilized heat sources, such as producers of unavoidable waste heat. Data centers can be a suitable source of waste heat, since they are in continuous operation and can provide a largely constant amount of waste heat throughout the year. In general, the waste heat temperature in traditional air-cooled data centers is around 30 °C, which is mostly dissipated to the environment unused. In order to monetize and utilize this waste heat for integration into a district heating network, the use of heat pumps is required. In order to analyze the technological and economic impact of the different concepts, a mathematical model was created comprising of data center, heat pump, heat path and end consumers.

All components of the value chain are mathematically modelled in Python. In addition, three technology concepts are compared. Temperature upgrading can take place both centrally in the data center and externally in a power house with large heat pumps. In addition, there is the possibility of using a decentralized water-to-water heat pump in combination with a low exergy heat distribution system. Technical parameters as well as the respective economic parameters are determined for the three cases and compared from the perspective of the different business actors (data center, contractor and energy supply company). In addition, an economical comparison is made with a selection of benchmark technologies (gas condensing boiler and individual air-to-water heat pump) for heat supply from an end-user perspective.

Depending on the scenario and technology concept, waste heat recovery from data centers can be an economical alternative to other heat supply concepts; both for the business actors and end users.

Keywords: Data Center, Waste Heat, Decarbonization, Circular economy, Heat Pump

1. INTRODUCTION

More than 55% of the world's population lives in urban areas and, according to an UN estimate, this figure is expected to rise to 68% by 2050 [1]. These areas were responsible for 64% of global primary energy consumption in 2013 [2]. In 2020, 62.8% of the final energy demand of the residential sector was used for heating houses in Europe [3]. Thereby, the share of renewable energy in the space heating sector was 26.8% [3]. Globally, renewables accounted for only 12% in the heating sector in 2021 [4]. In contrast, the share of renewables in the electricity sector was 28% in 2021 [5]. In order to meet the requirements of the Paris Agreement (COP21), their share will have to increase further in the future. The increase in energy prices for fossil fuels is another driving factor for the need to decarbonize and transform the heat supply [6]. Among other things, the commodity price for natural gas in Europe is estimated to increase six-fold from 2020 to 2023 despite a recovery [7]. For this reason, the search for suitable and low-greenhouse gas heat sources is intensifying.

A potentially suitable and so far not extensively used waste heat source are data centres. Data centres are the backbone of digitization and are necessary for a large number of today's digital application. With digital transformation, a high growth rate can be observed in this dynamic sector. Global data centre electricity consumption in 2021 was estimated at 220 to 320 TWh/a, or about 0.9 to 1.3% of the world's total electricity consumption [8–10]. Depending on the scenario, there may be an increase to up to 500 TWh/a by 2030 [11]. This supplied electrical energy is completely converted into heat and usually dissipated unused to the environment. The advantages of supplying waste heat via data centres include the fact that they are often located in metropolitan areas near a large number of potential heat consumers [12]. In addition, due to the high availability requirements of their customers for digital services, they are in continuous operation all year round and can thus reliably and constantly supply heat at an attractive temperature level [12]. Compared to conventional environmental heat sources such as ambient air (winter 2022/2023 in Germany: 2.9 °C) or shallow geothermal energy (all year round 7 – 12 °C), waste heat temperatures of 20 to 35 °C can be achieved in standard air-cooled data centres, which are particularly suitable in combination with heat pumps [12–15]. Using direct water cooling, on the other hand, waste heat temperatures of 50 to
60 °C can be achieved and direct use may be possible. Households, industrial companies or even heating networks can then be potential consumers.

Despite all these advantages, the waste heat is rarely used. There are various reasons for this, such as poor and insufficient communication between the necessary stakeholders, the relatively low temperature level of waste heat (especially compared to industrial waste heat), concerns about dependencies and legal and fiscal disadvantages, and the potentially high investment requirements for the necessary infrastructure [12,15,16]. To counter these prejudices, more transparency and open communication are needed to achieve sustainable business models and requirements [12,17]. In previous economic/technical analyses (for instance [18]), the focus was primarily on the system as a whole, whereby the situation of the individual stakeholders was not considered in detail. This work aims to look at the cost structure for the relevant actors in relation to different scenarios. In addition, the perspective of the end consumers in the form of households will also be considered in comparison to the conventional heating concepts (e.g. gas heating or air-water heat pump).

2. METHODOLOGY

2.1. Technical and organisational structure of a waste heat recovery project

In an air-cooled data centre, air circulates in the server room and is heated as it flows through the servers (see Figure 1, System I.). According to the ASHRAE guidelines, the recommended supply air temperature is in the range of 18 to 27 °C [19]. Typically, the temperature increase is in the range of 10 to 15 K [20]. The heated air is then cooled by a heat exchanger and transfers its heat to the water circuit (e.g. Computer Room Air Handler (CRAH) or Rear Door Heat eXchanger (RDHX)). Then, depending on the cooling strategy, the cooling water is cooled down directly by means of free cooling (see Figure 3, dashed line) via a recooler or by interposing a mechanical chiller (see Figure 3, System II.). Both the circulating air and the chilled (Heat Exchanger A) and chilling water (Heat Exchanger B) can be the source of waste heat extraction. In this study, however, the waste heat is extracted from the water circuit because most of the waste heat is supplied centrally and extraction is easier. In addition, only extraction option A will be considered here, because in this way the load for the mechanical chiller is reduced, resulting in an economic advantage for the data centre. At the same time, however, this reduces the removable waste heat temperature ($t_1 < t_3$), which means that a temperature increase may be necessary depending on the end application.

Many possibilities are conceivable with regard to the heat consumer and the hydraulic connection. In the case of heat distribution via a heating network and the integration of a heat pump to raise the temperature, three different scenarios are conceivable (see Figure 2). Waste heat upgrading can take place centrally both in the data centre (Opt. 1) and in an energy station (Opt. 2). In the second case, there is a cold network section, which should reduce investment costs and heat losses. The same applies to the decentralised variant (Opt. 3), where the heat pump is located at the end user's premises. In general, the waste heat can be utilised with open or closed local heating networks or by feeding it into a district heating network. In the case of the stand-alone solution, a backup for the heat supply must be kept available. This figure also shows all the necessary main components that are modelled in the calculation model. The relevant technical modules are the data centre, the heat exchangers, the heat pump(s), the energy centre, the heating network and the district heating transfer station at the end user's premises. All these components interact and influence each other. If, for example, the waste heat temperature is increased by modifying the cooling system, the required temperature lift over the heat pump is reduced and it achieves a more energy-efficient COP.

A waste heat recovery project with a data centre as the waste heat source will rarely be implemented and operated by one stakeholder. Often, in addition to the data centre operator, an energy supplier and/or contractor could be involved who is responsible for heat upgrading and distribution. As a result, ownership and responsibility for the technologies may differ depending on the project. Typically, the data centre's area of responsibility ends at the heat exchanger for waste heat.
extraction and from there an energy supplier is responsible. This can result in an uneven distribution of financial and technological expenditure. In addition, the end user influences the technical concept with its requirements (e. g. temperature etc.) for heat supply. Since the heat sink here is to be private households, the temperature and performance requirements are largely influenced by the building age class, the type of house and the living space.

Figure 2. Options for placing the heat pump and type of heating network (based on [21])

2.2. Calculation basis for the economic evaluation of a waste heat recovery project

All relevant technologies and actors listed above are transferred into an object-oriented model in Python. The overall structure of all modules is shown in Figure 3. The main components are the data center (see Figure 1), the heat network, the heat pump, the heat exchangers and the households as end users. In addition, one module calculates the energy prices for electric power and natural gas, which are relevant for the calculation of heat prices and the comparative calculation at the household level.

Figure 3. Module structure and connections of the calculation model (Python) (based on [21])

The module “ElectricityGasPrice” contains data sets for energy prices (electric power and natural gas) for different types of consumers (industrial, commercial, household, etc.), the development of which can be extrapolated for the future [22–24]. In addition, CO₂ prices are added based on the targets of the German Emissions Trading Authority of the Federal Environment Agency, with a target corridor of between 55 and 65 €/tCO₂ applying from 2026 onwards [25]. For this reason, the developments of the specific CO₂ emission factors are included in addition to the energy prices. While the emission factor for natural gas remains constant, it approaches zero for electricity by 2050, in line with the decarbonisation target.

The "DataCenter" module contains the mathematical model of the cooling system of a data centre (see Figure 1). In the first step, the waste heat output is calculated on the basis of information on the theoretical IT power, the utilisation and the proportion of usable waste heat. Since the load is usually almost constant throughout the year and only fluctuates slightly, it is assumed that the waste heat power is permanently available. The waste heat temperature recovered is then calculated, which depends on the location of the heat extraction. For this purpose, the respective temperature gradients and the heat absorption capacity of the corresponding components are taken into account. The costs for the cooling system as well as the energetic and economic advantages for the data centre are not considered in detail for reasons of simplification. For example, systems that can achieve a higher waste heat temperature (e. g. RDHX) are more expensive (CapEx) than standard solutions (e. g. CRAH).
The module “HeatPump” calculates the investment, operating and maintenance costs and the upgraded heat. The size, position and number of heat pumps are determined depending on the application scenario (see Figure 2). For the central application case, the COP map of the Viessmann VITOCAL 350-HT PRO is available [26]. In contrast, there is currently no commercial water-to-water heat pump for domestic customers, which is why the COP map was only calculated theoretically with a correction factor. The energy costs result from the COP map and the energy prices.

The “HeatTransferStation” module provides the investment and maintenance costs of the heat exchanger (HX) within the data centre, the district heating station and the house transfer station.

### Table 1. Overview of a selection of technical and economic assumptions

<table>
<thead>
<tr>
<th>Data centre (DC)</th>
<th>Technical Assumptions</th>
<th>Economic Assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IT power = 5 MW</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Load DC = 80 % (30 % usable waste heat)</td>
<td>Calculatory interest rate = 5 %</td>
</tr>
<tr>
<td></td>
<td>Air cooled DC</td>
<td>Depreciation time (only HX) = 15 a</td>
</tr>
<tr>
<td></td>
<td>t_{\text{therm,air}} = 33 °C</td>
<td>Annual interest rate for loans = 1 %</td>
</tr>
<tr>
<td></td>
<td>Extraction duration = 2000 h/a</td>
<td>Repayment period = 15 a</td>
</tr>
<tr>
<td>Heating network</td>
<td>Network length = 1 km</td>
<td>Debt ratio = 80 %</td>
</tr>
<tr>
<td></td>
<td>Share of cold network (option 2) = 10 %</td>
<td>Return factor (only HX) = 1 %</td>
</tr>
<tr>
<td></td>
<td>Laying under a paved surface</td>
<td>Calculariy interest rate = 5 %</td>
</tr>
<tr>
<td>End consumer</td>
<td>Building type = multi-family house, 1998</td>
<td>Depreciation time (HP) = 15 a</td>
</tr>
<tr>
<td></td>
<td>Required heat for space heating without hot water supply</td>
<td>Depreciation time (HN) = 25 a</td>
</tr>
<tr>
<td></td>
<td>Year of construction 1998 (flow temperature = 55 °C)</td>
<td>Annual interest rate for loans = 1 %</td>
</tr>
<tr>
<td></td>
<td>Water/water large HP (central) [26]</td>
<td>Repayment period = 15 a</td>
</tr>
<tr>
<td></td>
<td>Heating power = 206,2 kW (26/55 °C; COP = 5,60)</td>
<td>Debt ratio = 80 %</td>
</tr>
<tr>
<td></td>
<td>Water/water large HP (decentral)</td>
<td>Return factor = 3 %</td>
</tr>
<tr>
<td></td>
<td>Heating power = 10 kW (26/55 °C; COP = 5,60)</td>
<td>Energy price = 120 €/MWh</td>
</tr>
<tr>
<td></td>
<td>Air/water HP (decentral/individual)</td>
<td>End consumer</td>
</tr>
<tr>
<td></td>
<td>Heating power = 6 kW (9,2/55 °C; COP = 3,58) [27]</td>
<td>Base price = 200 €/a</td>
</tr>
<tr>
<td></td>
<td>Heating power = 11 kW [28]</td>
<td>Service price = 150 €/a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Subvention</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Climate Protection Plus funding programme (German/BW)</td>
</tr>
</tbody>
</table>

The module “HeatTrace” is used to design the pipelines of the heating networks (HN) and to determine the usable amount of heat that is supplied to the end user. The configuration is done depending on the selected scenario, because there can be “cold” and “hot” network sections. The required diameter is calculated as a result of a minimization problem with the input variables of the nominal pipe sizes (DN), the associated maximum flow velocity and cross-sectional area as well as the flow and return temperature of the transport medium as well as the power to be transmitted. In addition, the heat losses over the transport route are also calculated. For cold heat networks, barely insulated plastic casing pipes (\( \lambda_{\text{cold}} = 0.4 \text{ W/(mK)} \)) are used. The hot heat networks, on the contrary, have thermal insulation (\( \lambda_{\text{hot}} = 0.03 \text{ W/(mK)} \)). Moreover, the investment and operating costs are calculated. Here, only underground networks are taken into account in the initial costs, with a differentiation being made between paved (e. g. in cities) and unpaved ground (e. g. green field) [29].

The module “BusinessCase” is the main element of the calculation model. This involves the calculation of the profit and cost structures of the stakeholders. First, the ownership of the technologies is divided among the stakeholders. This determines which technology component of the waste heat recovery project is operated by the stakeholder and what are the investment costs. In addition, (German) subsidy amounts can be calculated and credited to the stakeholders, which reduces the necessary investment. Furthermore, the stakeholder-specific heat prices, revenues and profits are calculated to determine the cost and profit structure. In addition to the economic consideration, the ecological ones are also considered by calculating the greenhouse gas emissions.
The last module “HouseHold” is used to evaluate the economic and ecological impact and competitiveness of waste heat recovery in comparison with standard heating systems (natural gas heating and air-to-water heat pump) on the basis of end consumers in the form of private households (e.g. single-family house, apartment house etc.). Based on the building type, the building age class, the living space and the provision of space heating and hot water, the heating capacity and the heat demand are calculated. For the modeling of the decentralized heating systems, an existing heating cost comparison calculator is used [30].

2.3. Overview of data sources and assumptions made for the scenarios

In order to determine the specific investment costs and maintenance costs, the technology profiles from [31] were used. In this case, Scenario 1, 2 and 3 are compared, assuming a local district heating network where the backup heating is covered by a district heating network. The associated costs are not considered here. An overview of a selection of the most important parameters for the model calculation are included in Table 1. For energy prices, the heat pump is operated with industrial electricity, while household tariffs for electricity and natural gas are applied. The participants are the data centre, to which only the heat exchanger in the data centre is assigned, a contractor responsible for the heat pump and the energy supplier, to which all components from the heating network to the household connection are assigned. The household in turn owns the household transfer station.

3. RESULTS

Figure 4 shows the annual operating profits of the individual stakeholders over an estimated project duration of 30 years for three different cases. The profit for the data centre does not differ in any of the three cases, as the amount of waste heat extracted is always the same and the temperature does not change. This is another reason why the amortisation periods are the same in all cases and amount to 7 years. The situation is different for the other two stakeholders. The contractor tends to account for the majority of the value added via the temperature upgrade by means of the heat pump. The profit reductions in cases 1 and 3 result from the assumption that a full reinvestment in the heat pump is required at the end of its useful life. When looking at the cost structure of the contractor in Figure 5, it can be seen that in case 2 the total costs barely change. Although a modernisation of the heat pump is also necessary here, this additional burden is compensated by the assumption that the financing and depreciation costs for the building envelope of the energy centre no longer apply, because no new building has to be constructed. The total costs are higher for the contractor in case 3 because the specific costs for the compact decentralised heat pumps are higher than those for the central heat pump. This leads to more than twice the costs of reinvestment compared to the central option. For the contractor, the amortization period of the project in case 1 is around 7 years. This is due to the fact that in this case the heat losses through the hot heat network are the highest and in order to ensure the supply of the end users with the required amount of heat, the heat pump has to increase its heating power. However, the higher energy costs are more than compensated by the heat price.

The energy supplier in turn only operates the heat networks and heat exchangers, assuming that no reinvestment in the installed hardware is required. This leads to the result that the cost structure for the energy supplier is similar in all cases.
However, since in case 3 only low-cost plastic casing pipes are installed without an additional thermal insulation layer, the annual costs are lowest there. However, when considering the gains, this does not have a positive effect, as the total amount of heat transferred is the lowest (1,441 MWh/a). In contrast, 2,966 MWh/a are transported in case 1 and a total of 5,177 MWh/a in case 2 via the two subnetworks. This then also leads to the highest profits at similar heat prices in case 2. This also has a positive effect on amortization, which is achieved after about 6 years. Overall, the largest cost factors are the investment costs for the heat pump and the heating network as well as the energy costs.

Depending on the scenario, there are different financial implications for end users. Figure 6 shows the cumulative total after-tax costs over a 30-year period for an apartment building connected to the heating network, which draws its heat from the data centre. The classic fossil-based district heating supply with standard market conditions and gas heating as well as air-to-water heat pumps are used as comparative technologies. In both case 1 and case 2, waste heat recovery can compete with district heating and gas heating from the perspective of end users. To a certain extent, waste heat recovery benefits from the assumption that fossil energy prices will rise faster than electricity prices and that the effects of rising CO₂ prices can be compensated by a progressive decarbonization of electricity generation.

![Option 1](image1.png)

![Option 2](image2.png)

![Option 3](image3.png)

**Figure 6.** Comparison of the cumulative costs of different heating systems

The significantly higher costs in the case of decentralized upgrading are based on the assumption that a comparable water/water heat pump is about 30% more expensive than an air/water heat pump. These additional costs on the investment side cannot currently be compensated by a theoretically higher COP with lower associated energy costs. In contrast to the economic comparative analysis, the ecological comparison shows significant advantages of waste heat utilization compared to the fossil-based technologies and a slight advantage over the air/water heat pump (see Figure 7). By using waste heat with low greenhouse gas emissions and upgrading it with a relatively small amount of electricity, whose greenhouse gas emissions should decline in the future, a positive contribution to the decarbonization of the heat supply can be made.

![Cumulative CO₂ emissions by end-user heating technology](image4.png)

**Figure 7.** Cumulative CO₂ emissions by end-user heating technology
Compared to the air/water heat pump, it is primarily the heat source and the annual performance factor that have an impact on greenhouse gas emissions. This is because in both cases the same electricity is used with comparable specific emission factors.

4. DISCUSSION

This model is based on a number of assumptions and cannot necessarily be applied to every scenario. For example, underground construction costs can differ significantly depending on the region. This is particularly relevant in regions that do not yet have a well-developed heating network. The results of this model calculation depend to a large extent on further developments in the fields of energy and politics. It is the relation of fossil energy prices to that of renewable electricity that is of greatest importance. At this point, there are currently large uncertainties with regard to future developments and an accurate forecast is not feasible. However, a large number of steps are necessary to achieve the climate targets set out in the agreements. In order to achieve progress in terms of greenhouse gas emission savings in the heating sector, which has been less decarbonized to date, an increase in the overall economic energy efficiency can be achieved via sector coupling. In particular, waste heat from the increasing number of data centres worldwide can be utilised for this purpose.

The calculated cases are mainly applicable to regions that have a modern building stock with a high energy standard and tend to have low grid temperatures. As soon as it comes to supplying heat to older, uninsulated buildings, waste heat utilisation quickly reaches its limits due to the increased electricity demand for upgrading to higher temperatures.

5. CONCLUSION

Within the framework of this modelling study, it could be shown that, depending on the scenario, the use of waste heat from data centres can make sense both economically and ecologically for the stakeholders involved as well as for the end consumers. Depending on further developments, especially on the energy markets and in the field of power generation and heat distribution as well as the political framework conditions, the conditions for waste heat utilization can be influenced both positively and negatively. The great advantage of this method is that it makes the cost structure transparent for all stakeholders and shows the relevant levers for optimising economic efficiency and environmental compatibility. It can be used for an initial economic assessment of potential waste heat utilisation projects.
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ABSTRACT

With the proposal of China’s dual-carbon goal, recovering industrial waste heat (IWH) for district heating has gained more attention. Due to the obvious geographical correlation between water demand and heat demand in urban areas of northern China, some scholars have proposed that combined heat and water (CHW) system is more economical to transport water and heat to the city simultaneously, compared with separate heat supply and separate water supply. In this study, Beijing lacks desalinated water (DW) resources and clean low-carbon heat sources, while Tangshan, Hebei is rich in IWH near the sea. Combining the multi-effect distillation (MED) CHW system with the seasonal pit heat storage, a case of long-distance transport of hot DW from Tangshan to Beijing is planned and the costs, energy consumption and feasibility of the case are analyzed. In result, the heat from various waste heat (WH) sources of the three major iron and steel plants near the sea in Tangshan can be recovered throughout the year to produce 95 °C hot DW and transported to Beijing, which can supply 271.2 million tons of DW and 91.5 million GJ of heat annually, satisfying 10% and 41% of the demand in Beijing, respectively. Compared with the current gas-based heating solution in Beijing, the introduction of IWH from Tangshan can save 2.68 billion Nm³ of natural gas per year, which has obvious energy-saving, environmental and economic benefits.

Keywords: Industrial waste heat; District heating; Combined heat and water; Seasonal thermal storage

INTRODUCTION

With the rapid urbanization and the improvement of residents' living standards, the district heating (DH) area in urban areas of northern China has maintained an average annual growth rate of 8.7% from 2011 to 2020. According to Tsinghua Building Energy Research Center, it reached 15.63 billion m² in 2020, which was mainly met by coal-fired cogeneration, followed by coal-fired and gas-fired boilers, with industrial waste heat (IWH) accounting for only about 1%. However, in 2020, the industrial energy consumption accounting for 65% of the total national energy consumption was about 3.2 billion tce, of which 70% was used in metallurgical, chemical, cement, fuel and other production industries. The comprehensive energy utilization efficiency of these industries is less than 50%, and the IWH temperature is concentrated at 30-100 °C, which is more suitable for DH rather than industrial applications[1].

There have been many case studies on recovering low-grade IWH for DH at home and abroad[2-3]. Fang et al.[4] proposed a comprehensive method for efficient utilization and benefit evaluation of low-grade IWH, and used this method to recover 122MW of heat from a steel plant and a copper plant in Chifeng City, China for DH. Li et al.[5] proposed a theoretical method for using three types of IWH from steel plants for DH, and applied this method to recover 225MW of heat from two major steel plants. However, IWH is generally not close to heat users, which requires long-distance transportation (LDT). As the LDT distance increases, the energy consumption and pipe material cost will increase. Considering the obvious geographical correlation between water and heat demand in northern urban areas, Li et al.[6] first proposed the combined heat and water (CHW) system in 2019, which can directly produce hot desalinated water (DW) at the required temperature and transport it to users through a single pipe. Compared with separate water supply and heat supply, the CHW system is more economical due to lower LDT costs. Chen et al.[7] conducted a case study on CHW for recovering waste heat (WH) from Haiyang Nuclear Power Plant in 2021. Li et al.[8] tested the operation effect of CHW in Haiyang Nuclear Power Plant and confirmed its economy and feasibility. However, since CHW is a new topic, there is no research on the combination of IWH and CHW.

IWH is generated throughout the year and is mainly related to production process, while building heating load only exists during the heating season and is greatly affected by meteorological parameters. In order to further improve the economy of CHW, it may be necessary to recycle IWH throughout the year, which requires selecting an economical and reasonable seasonal thermal storage (STS) method. Among the widely used sensible thermal storage (TS) technologies, the construction scale of tank TS is generally small, aquifer TS has high geological requirements, and buried pipe TS is mainly at medium to low temperatures. In contrast, pit TS has the advantages of high TS temperature and density, short construction
period, no special geological requirements, and good economy\textsuperscript{[9]}. Therefore, it is suitable for recovering IWH.

The urban heating area in Beijing, China in 2022 is 927 million m\textsuperscript{2}, with gas boilers and gas-fired wall-mounted boilers accounting for up to 74\% and non-fossil fuels accounting for only 2.6\%. This requires the urgent development of clean and low-carbon heating. Beijing also lacks DW. In 2020, the production and domestic water consumption was about 2.6 billion m\textsuperscript{3}, and the DW resources were unable to make ends meet for a long time. After the South-to-North Water Diversion Project entered Beijing, the per capita DW increased to 150m\textsuperscript{3}, but it was still significantly lower than the international extreme water shortage warning line (500 m\textsuperscript{3}). Tangshan City, Hebei Province is a major steel city, and some factories are near the seaside and have good desalination conditions. Through on-the-spot investigation and questionnaire survey of 49 enterprises with high environmental protection rating and large production capacity in Tangshan City, the total amount of WH in winter is 280 million GJ, of which IWH of power plants is 110 million GJ and that except power plants is 170 million GJ. It is estimated that the total building heating demand in winter in Tangshan in 2035 will be 70 million GJ. Therefore, the IWH in Tangshan is enough to meet the local heating demand, and there is at least 100 million GJ of heat surplus. It can be considered to recover IWH through the CHW system to provide clean and low-carbon heat sources and DW for Beijing.

**METHODOLOGY**

**Technical Principles**

If IWH is recovered throughout the year, the CHW system can be divided into four parts: heat-water co-production (HW-CoP), LDT, STS, and end heat release (EHR), as shown in Figure 1. The principle of HW-CoP is to combine seawater desalination and WH utilization methods to generate DW while heating it to about 100 °C. The principle of LDT is to use an insulated water pipe to transport high-temperature DW from the factory side to the city side. Due to the direct supply of DW to urban users, the LDT system is a single-pipe system and does not require a return water pipeline. Pressurized pumping stations are built along the way to ensure the pressure in the pipe and prevent vaporization and water hammer. The principle of STS is that in the non-heating season, the hot DW is stored and the replaced low-temperature DW is supplied to urban users. In the heating season, the stored hot DW is used for DH, and the low-temperature DW after heat exchange returns to the STS device. The EHR is to extract heat from hot DW to the circulating water of urban heat network, and the DW cooled to below 20 °C is sent to water treatment plants for subsequent treatment for municipal water supply.

**Waste Heat Resources Statistics**

There are three major steel plants located in Caofeidian District along the coast of Tangshan. The annual iron production of plant B is about 13 million tons, and that of plant A and C is both about 7 million tons. The types of IWH mainly include steam, flue gas, dusty air, circulating cooling water and slag washing water. After deducting the self-recovered IWH, the remaining available IWH is counted. Considering that the recovery rate of slag washing water and slag washing steam is 80\%, and that of other IWH is 100\%. The specific calculation method of the average heat power of various IWH is as follows.

\[
P_{fg} = \frac{q_{fg}}{3600} \times (c^h_p f_g t^h_{fg} - c^l_p f_g t^l_{fg}),
\]

where \(P_{fg}\) is gas thermal power (MW), \(q_{fg}\) is gas flow (Nm\textsuperscript{3}/h), \(t^h_{fg}\) and \(t^l_{fg}\) are the upper and lower limits of gas temperature, respectively (°C), and \(c^h_p\) and \(c^l_p\) are the average volume constant pressure specific heat capacities corresponding to the upper and lower limits of gas temperature, respectively (kJ/(Nm\textsuperscript{3}°C)). Considering the factors such as space limitation and corrosion at low temperature, the lower recovery temperature limit of flue gas is 80 °C\textsuperscript{[10]} and that of dusty air is 60 °C\textsuperscript{[11]}. The calculation method of specific heat capacity of flue gas refers to a relevant standard\textsuperscript{[12]}.

\[
P_{cw} = \frac{q_w}{3600} \times (h^h_w - h^l_w),
\]

where \(P_{cw}\) is the thermal power of circulating cooling water (MW), \(q_w\) is the circulating cooling water flow (t/h), and \(h^h_w\) and \(h^l_w\) are the average volume constant pressure specific heat capacities of circulating cooling water, respectively (kJ/(Nm\textsuperscript{3}°C)).
and \( h_{1w} \) are the upper and lower limits of the enthalpy of circulating cooling water, respectively (kJ/kg).

\[
P_s = \frac{q_s}{3600} \times (h_2^s - h_1^w),
\]

where \( P_s \) is the steam thermal power (MW), \( q_s \) is the steam flow rate (t/h), and \( h_2^s \) and \( h_1^w \) are the enthalpy of saturated steam and the enthalpy of saturated water under steam pressure, respectively (kJ/kg).

\[
P_{sw} = \frac{[187+1.96 \times (t_{sw}^h-t_{sw})] \times m_{sw}}{330 \times 24 \times 3600} \times 2/3^2
\]

where \( P_{sw} \) is the thermal power of slag washing water (MW), \( t_{sw}^h \) and \( t_{sw}^l \) are the temperature of iron slag before and after cooling, respectively (K), \( m_{sw} \) is the annual output of iron slag (t/a), 330 is the annual running days of the factory (days), 187 is the latent heat of iron slag (kJ/kg), 1.96 is the sensible heat of iron slag (kJ/(kg·K)), 2/3 is the ratio of the heat of slag washing water to the total heat of slag washing process, and the remaining 1/3 is the heat of slag washing steam.

\[
P_{sp} = \frac{1.25 \times m_{sp} \times (t_{sp}^h-t_{sp}^l)}{330 \times 24 \times 3600}
\]

where \( P_{sp} \) is the thermal power of steam generated by steel slag stuffy tank (MW), \( t_{sp}^h \) and \( t_{sp}^l \) are the temperature of steel slag before and after cooling, respectively (K), \( m_{sp} \) is the annual output of steel slag (t/a), 330 is the annual running days of the factory (days), 1.25 is the specific heat capacity of steel slag at constant pressure (kJ/(kg·K)).

The T-Q diagrams of IWH from the three steel plants are shown in Figure 2, Figure 3 and Figure 4 respectively.

**Figure 2. T-Q diagram of plant A**  
**Figure 3. T-Q diagram of plant B**  
**Figure 4. T-Q diagram of plant C**

**Heat-water Co-production (HW-CoP)**

The maximum temperature of the pit TS is 90-100 °C, and the HW-CoP is set to produce 95 °C DW. Commonly used thermal seawater desalination methods include low-temperature multi-effect distillation (LT-MED) and multi-stage flash (MSF). If MSF is used, a large amount of extraction steam is needed as the driving heat source, and the WH of exhaust gas cannot be utilized. Therefore, LT-MED is adopted. The specific process of LT-MED is referred to the previous research[13]. The seawater temperature of Tangshan in winter and other seasons is set to 3 °C and 15 °C respectively, and the concentration of raw seawater is set to 3%. According to the previous optimization results[13], the heat source temperature and effect number of LT-MED are 70 °C and 10, respectively. LT-MED produces DW at about 65 °C and DW is further heated to 95 °C through exhaust gas heat exchangers. When the exhaust gas heat is not enough, it is necessary to extract steam from existing generator sets and set up heat exchangers. In order to reduce the entransy loss caused by the extraction steam heat exchanger, an absorption heat pump (AHP) driven by the extraction steam is set up before the heat exchanger to initially heat the 65 °C DW. The heat exchange end difference of each heat exchanger in AHP is 3 °C and the COP is 1.7.

For circulating cooling water, its WH is recovered by an AHP driven by extraction steam. One part of the cooling water is used to produce 70 °C steam as the heat source of LT-MED, and the other part is used to heat DW. For slag washing water, 70 °C steam is generated by vacuum flash evaporation and thermal compression, which is also used as the heat source of LT-MED. In order to maximize the utilization of WH, after the reasonable matching of extraction steam and exhaust steam, the gas generator sets of plant A and C need to be transformed into back pressure units, and 70 °C exhaust steam is used as the heat source of LT-MED.

The schematic diagram of the overall heat extraction process is shown in Figure 5. Throughout the year, the WH from three steel plants was almost fully utilized, and the entransy efficiency reaches about 40%, as shown in Table 1.
Figure 5. Schematic diagram of HW-CoP. A: absorber; E: evaporator; G: generator; C: condenser; HE: heat exchanger.

Table 1. Specific parameters of HW-CoP in the three plants

<table>
<thead>
<tr>
<th>Plant</th>
<th>Period</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>70 °C heat source steam flow rate (t/h)</td>
<td>1183</td>
<td>1244</td>
<td>1800</td>
</tr>
<tr>
<td></td>
<td>Desalinated water flow rate (t/h)</td>
<td>9434</td>
<td>10118</td>
<td>14737</td>
</tr>
<tr>
<td></td>
<td>Gained output ratio (GOR)</td>
<td>8.0</td>
<td>8.1</td>
<td>8.2</td>
</tr>
<tr>
<td></td>
<td>Heat generation power of fresh water when cooled to 10 °C (MW)</td>
<td>931</td>
<td>999</td>
<td>1454</td>
</tr>
<tr>
<td></td>
<td>Waste heat recovery efficiency (%)</td>
<td>100</td>
<td>94.7</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Entransy efficiency (%)</td>
<td>43.2</td>
<td>36.5</td>
<td>40.5</td>
</tr>
</tbody>
</table>

**Long-distance Transportation (LDT)**

In order to facilitate the construction, it is preliminarily planned to lay pipelines along the existing highway, and a total of three parallel water pipelines will be built to Beijing South Sixth Ring, which can be constructed in stages. The planned route is shown in Figure 6.

When designing the pipe diameter, it is necessary to comprehensively consider the initial pipeline investment and the electricity cost of water pumps. The calculation method of specific frictional resistance $R$, water pump power $W$, and transport heat loss $P_{loss}$ refers to previous literature\(^7\). The conventional heating system has two pipelines: water supply pipeline and return water pipeline, and the economic $R$ range is 30-70 Pa/m\(^7\). In contrast, the CHW system operates throughout the year and requires only a single pipe. Therefore, compared with the initial pipeline investment, the impact of pump power consumption on the total annual cost is more dominant, so the economic $R$ is also smaller than that of the conventional heating system. In this project, it is 15-20Pa/m, and the economic flow velocity is 1.7-2.2m/s. When the pipe diameters of line A, B and C are 1400 mm, 1600 mm and 1400 mm respectively, the overall economy of the system is the best. The main parameters of LDT are shown in Table 2. When the transport distance exceeds 200 km, the heat loss ratio can be controlled below 3%, and the temperature drop of hot DW can be controlled below 2.5 °C.
The heating season in Beijing is 121 days, while the three plants in Tangshan run for 151 days in winter and 179 days in other seasons. Therefore, when Beijing is in the heating season, plants run every day to ensure heating, and when Beijing is in the non-heating season, plants run for 30 days in winter and 179 days in other seasons. A total of 209 days of 95 °C DW needs to be stored. The pit TS is adopted, and the TS efficiency can reach up to 95%[9]. The specific process is shown in Figure 7 and Figure 8. During the heating season, both the long-distance transported hot DW and the stored hot DW enter the EHR to transfer the heat to the primary network circulating water, and at the end of the heating season, all the water in the reservoir is low-temperature DW. The long-distance transported hot DW meets the basic heat load, and the STS can flexibly adjust the heat supply to meet the peak heat load and some basic heat load. During the non-heating season, the long-distance transported hot DW is channeled into the top layer of the large STS pit, while low-temperature DW is replaced from the bottom. At the end of the non-heating season, all the water in the reservoir is high-temperature DW. For EHR, in order to fully tap the heating capacity of hot DW, the temperature after heating should be as low as possible. Since the absorption heat exchanger and electric heat pump in the substation are designed to further extract sensible heat, Li et al.[6] proposed that hot DW can be cooled to below 10 °C. The specific process is shown in Figure 9. The heat exchange end difference of the evaporator and condenser of the electric heat pump is 3 °C, the thermodynamic perfection is 60 %, and the calculated COP is about 4.7. Temporarily considering the uniform temperature distribution of the hot DW in the STS pit, the design parameters of STS are shown in Table 3. The three lines need 175 million m³ of equivalent water volume.

Table 2. Main parameters of LDT

<table>
<thead>
<tr>
<th>Line</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pipe length (km)</td>
<td>155</td>
<td>215</td>
<td>240</td>
</tr>
<tr>
<td>Pipe number</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Pipe inner diameter (mm)</td>
<td>1400</td>
<td>1600</td>
<td>1400</td>
</tr>
<tr>
<td>Flow G (t/h)</td>
<td>9434</td>
<td>10118</td>
<td>14737</td>
</tr>
<tr>
<td>Specific frictional resistance R (Pa/m)</td>
<td>16.3</td>
<td>18.8</td>
<td>19.7</td>
</tr>
<tr>
<td>Pump power W (kW)</td>
<td>10596</td>
<td>13071</td>
<td>27792</td>
</tr>
<tr>
<td>Transport heat loss Ploss (MW)</td>
<td>16.0</td>
<td>14.3</td>
<td>25.0</td>
</tr>
<tr>
<td>Heat generation power (MW)</td>
<td>931</td>
<td>999</td>
<td>1454</td>
</tr>
<tr>
<td>Heat loss ratio (%)</td>
<td>1.7</td>
<td>1.4</td>
<td>1.7</td>
</tr>
<tr>
<td>Temperature drop Δt (K)</td>
<td>1.5</td>
<td>1.2</td>
<td>1.5</td>
</tr>
</tbody>
</table>

**Seasonal Thermal Storage (STS) and End heat release (EHR)**

<table>
<thead>
<tr>
<th>Period</th>
<th>Winter</th>
<th>Other seasons</th>
<th>Winter</th>
<th>Other seasons</th>
<th>Winter</th>
<th>Other seasons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line A</td>
<td>9434</td>
<td>9357</td>
<td>14737</td>
<td>13633</td>
<td>9112</td>
<td>8931</td>
</tr>
<tr>
<td>Pipe number</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Pipe inner diameter (mm)</td>
<td>1400</td>
<td>1600</td>
<td>1400</td>
<td>1400</td>
<td>1400</td>
<td>1400</td>
</tr>
<tr>
<td>Flow of desalinated water (DW) into pits G (t/h)</td>
<td>9434</td>
<td>9357</td>
<td>14737</td>
<td>13633</td>
<td>9112</td>
<td>8931</td>
</tr>
<tr>
<td>Temperature of DW into pits tDW = Δt (°C)</td>
<td>93.5</td>
<td>93.8</td>
<td>93.5</td>
<td>93.7</td>
<td>92.7</td>
<td>93.1</td>
</tr>
<tr>
<td>Temperature of DW out of pits tsupply,hs (°C)</td>
<td>89.4</td>
<td>89.6</td>
<td>89.4</td>
<td>89.5</td>
<td>88.5</td>
<td>88.9</td>
</tr>
<tr>
<td>Equivalent water volume (10^4 m³)</td>
<td>679.2</td>
<td>4346.7</td>
<td>1061.1</td>
<td>6480.1</td>
<td>656.1</td>
<td>4229.0</td>
</tr>
<tr>
<td>Total (10^4 m³)</td>
<td>5025.9</td>
<td>7541.2</td>
<td>4885.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7. STS process in the heating season

Figure 8. STS process in the non-heating season

Figure 9. Process diagram of EHR. AHE: absorption heat exchanger.

Table 3. Design parameters of STS

<table>
<thead>
<tr>
<th>Line</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period</td>
<td>Winter</td>
<td>Other seasons</td>
<td>Winter</td>
</tr>
<tr>
<td>Flow of desalinated water (DW) into pits G (t/h)</td>
<td>9434</td>
<td>9357</td>
<td>14737</td>
</tr>
<tr>
<td>Temperature of DW into pits tDW = Δt (°C)</td>
<td>93.5</td>
<td>93.8</td>
<td>93.5</td>
</tr>
<tr>
<td>Temperature of DW out of pits tsupply,hs (°C)</td>
<td>89.4</td>
<td>89.6</td>
<td>89.4</td>
</tr>
<tr>
<td>Equivalent water volume (10^4 m³)</td>
<td>679.2</td>
<td>4346.7</td>
<td>1061.1</td>
</tr>
<tr>
<td>Total (10^4 m³)</td>
<td>5025.9</td>
<td>7541.2</td>
<td>4885.0</td>
</tr>
</tbody>
</table>
RESULTS

Total Heat and Desalinated Water (DW) Supply

From the perspective of heat source, the annual heat and DW supply is shown in Table 4. From the perspective of end users, the annual heat and DW distribution is shown in Table 5. Finally, 270 million tons of DW (820000 tons/day) can be produced throughout the year, meeting 10% of Beijing's current annual DW demand. An annual total of 91.54 million GJ of IWH is used, of which 33.7 million GJ is directly supplied and 57.9 million GJ is stored. According to the building heating demand of 0.25 GJ/m², it can supply about 370 million m², accounting for 40% of the current urban heating area in Beijing. Moreover, the heat extracted is less than 20% of the annual IWH discharged by the industrial and power plants in Tangshan, and the remaining part can fully meet the local heating demand in the heating season.

Table 4. Annual supply of heat and DW

<table>
<thead>
<tr>
<th>Line</th>
<th>Period</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Winter</td>
<td>Other seasons</td>
<td>Winter</td>
<td>Other seasons</td>
<td>Winter</td>
</tr>
<tr>
<td>95 °C desalinated water output (10⁴ t)</td>
<td>3419</td>
<td>4347</td>
<td>5341</td>
<td>6480</td>
<td>3302</td>
</tr>
<tr>
<td>Heat production (10⁴ GJ)</td>
<td>1215</td>
<td>1544</td>
<td>1898</td>
<td>2302</td>
<td>1173</td>
</tr>
<tr>
<td>Heat loss during long-distance transportation (10⁴ GJ)</td>
<td>21</td>
<td>22</td>
<td>33</td>
<td>35</td>
<td>32</td>
</tr>
<tr>
<td>Heat loss of seasonal thermal storage (10⁴ GJ)</td>
<td>12</td>
<td>76</td>
<td>19</td>
<td>113</td>
<td>11</td>
</tr>
<tr>
<td>End released heat (10⁴ GJ)</td>
<td>2628</td>
<td>——</td>
<td>4001</td>
<td>——</td>
<td>2525</td>
</tr>
</tbody>
</table>

Table 5. Annual distribution of heat and DW

<table>
<thead>
<tr>
<th>Line</th>
<th>Period</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Winter</td>
<td>Other seasons</td>
<td>Winter</td>
<td>Other seasons</td>
<td>Winter</td>
</tr>
<tr>
<td>End released heat (10⁴ GJ)</td>
<td>957</td>
<td>——</td>
<td>1495</td>
<td>——</td>
<td>914</td>
</tr>
<tr>
<td>Long-distance transportation</td>
<td>1671</td>
<td>——</td>
<td>2506</td>
<td>——</td>
<td>1611</td>
</tr>
<tr>
<td>Seasonal thermal storage</td>
<td>2740</td>
<td>5026</td>
<td>4280</td>
<td>7541</td>
<td>2646</td>
</tr>
<tr>
<td>10 °C desalinated water supply (10⁴ t)</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>——</td>
</tr>
</tbody>
</table>

Environmental analysis of energy consumption

Under the same heating capacity, compared to current gas heating, if calculated based on calorific value of 36MJ/Nm³ and combustion efficiency of 95%, the CHW system can save 2.68 billion Nm³ of natural gas annually, with an energy saving rate of 33%, and can also provide 270 million tons of DW annually. The CO₂ emission reduction rate is 33% and main pollutant emission reduction rate reaches 28%. The specific results are shown in Figure 10, Figure 11 and Figure 12.

![Figure 10. Comparison of gas consumption](image)

![Figure 11. Comparison of CO2 emission](image)

![Figure 12. Comparison of main pollutant emissions](image)

Economic analysis

The entire system needs to increase initial investment by 45.3 billion yuan, including STS of 17.5 billion yuan, HW-CoP of 12 billion yuan, LDT of 9 billion yuan, EHR of 3.2 billion yuan, and engineering construction of 4.6 billion yuan. The annual electricity consumption is 2.4 billion kWh, which is mostly the reduced power generation caused by extraction. The specific calculation results of initial investment and operating costs are shown in Table 6 and Table 7, respectively.

The current DW cost of LT-MED is about 6-8 yuan/t. When the heat price is set at 50 yuan/GJ, the static investment payback periods corresponding to water prices of 6 yuan/t and 8 yuan/t are 11.1 years and 9.8 years, respectively. Even if the natural gas price in Beijing is 2 yuan/Nm³, the fuel cost for natural gas heating still reaches 60 yuan/GJ. If it is used as the heat price and the water price is 6 yuan/t, the static investment payback period is 9.1 years. The equipment lifespan is generally over 15 years, and it of LDT and STS is longer, so all three scenarios are economically feasible. The detailed
analysis is shown in Table 8.

<table>
<thead>
<tr>
<th>Table 6. Specific calculation results of initial investment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>Source</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Transport</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>End</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Storage</td>
</tr>
<tr>
<td>Construction</td>
</tr>
<tr>
<td>Entire system</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 7. Specific calculation results of operating costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>Reduced power generation caused by extraction steam</td>
</tr>
<tr>
<td>Low-temperature multi-effect distillation (LT-MED)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Operation and maintenance</td>
</tr>
<tr>
<td>Heat payment to the factory</td>
</tr>
<tr>
<td>Total annual cost</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8. Economic analysis of the CHW system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water price (yuan/t)</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>Scenario 1</td>
</tr>
<tr>
<td>Scenario 2</td>
</tr>
<tr>
<td>Scenario 3</td>
</tr>
</tbody>
</table>

**DISCUSSION**

**Feasibility analysis**

In terms of technology, the terrain along the way from Tangshan to Beijing South Sixth Ring is relatively flat and the construction is less difficult. The new type of pipe has good heat insulation performance and long lifespan. The temperature drop of LDT does not exceed 2.5 °C. The single pipe supplies hot DW, so the pipe is easily maintained. The STS efficiency can be as high as 95%. In terms of water quality, all 15 conventional water quality parameters of LT-MED meet China's drinking water standards and are significantly superior to the membrane method. Because the CHW system transports high-temperature DW, it can kill residual microorganisms in water and further ensure water quality. The stainless-steel lining of the new pipe can ensure that the water quality meets the food grade requirements, the direct buried pipe does not affect the ecological environment, and there is no evaporation loss and pollution. The safety of water delivery is better than that of open channel. In terms of economy, the CHW system can achieve “one medium, two purposes”, combining one DW pipe and two heating pipes into one, making LDT more economical. In addition, the water price for LT-MED is usually 6-8 yuan/t, and the current gas heating price in Beijing is 80-100 yuan/GJ, indicating that this system has obvious economic advantages.

**Potential in Northern China**

The total annual IWH of steel plants within 200 km of the coastline in northern China are estimated to be at least 1 billion GJ, mainly concentrated in the Beijing-Tianjin-Hebei region, and also distributed in Shandong and Liaoning provinces. If the CHW system is used to recover these IWH throughout the year, calculated based on a heating demand of 0.25GJ/m² during the heating season, it can meet approximately 4 billion m² of building heating, accounting for 25% of the DH area in northern cities and towns. Simultaneously, the annual production of about 3 billion tons of DW accounts for 6% of the north industrial and domestic DW demand. The coastal areas of northern China are densely populated and lack clean and low-carbon heat sources and DW, with a heating scale of 5 billion m² and an annual DW consumption of 1.7 billion
tons[^3]. If all the above IWH is supplied to the northern coastal areas, 80% of the building heating can be satisfied, and the remaining half of DW can be transported to other areas. Compared with gas-fired boilers, assuming a thermal efficiency of 95% and a calorific value of 36MJ/Nm³, the annual natural gas consumption can be reduced by 29.2 billion Nm³, and the annual emissions of CO₂, NOₓ, and SO₂ can be reduced by 64 million tons, 14000 tons, and 700 tons, respectively.

CONCLUSION
This study first proposed the technical scheme of using CHW system to recover IWH throughout the year, and planned the scheme of recovering IWH from three major steel plants in the coastal area of Tangshan City to supply heat and DW to Beijing. The main purpose is to provide a preliminary attempt and reference for the future promotion of the combination of CHW and IWH through this case. The main conclusions are as follows:

1. Without affecting local heating in Tangshan, the three steel plants can provide 91.54 million GJ of heat to Beijing during the heating season and 270 million tons of DW throughout the year. Compared with the current gas heating in Beijing, the energy saving rate, CO₂ emission reduction rate and main pollutant emission reduction rate are 33%, 33% and 28% respectively, and the thermal pollution caused by IWH in Tangshan can also be reduced.

2. The CHW system adopts a single pipe, greatly increasing the economic transportation distance. This case verifies that it still has good economic benefits even if the transmission distance is more than 200 km, but this is related to its annual operation. If it only runs during the heating season, the economic distance may be reduced. STS plays a dual role of heat storage and heat peak shaving, and is expected to develop on a large scale in northern China.

3. Although the CHW system is a new topic, it has been continuously studied in recent years. If it is used to recover IWH of iron and steel plants along the coast of northern China throughout the year, it can meet 4 billion m² of building heating and 3 billion tons of DW, and has a good application prospect.
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1. INTRODUCTION
IEA DHC Annex TS5 project has been conducted over the period 2019-2024 and targets all aspects related to the integration of high shares of renewable energy sources (RES) into existing urban District Heating and Cooling (DHC) systems. The work scope was grouped into four subtasks:

Subtask A. RES technologies for DHC – gaining up-to-date knowledge about the current status of the energy transition per participating in the project country and the recently developed or enhanced solutions for the technical and operational integration of RES plants into existing and modern DHC systems,

Subtask B. Transformation of large DHC systems to higher shares of RES – providing practical knowledge on transformation processes of centralised DHC to a high share of RES including bottlenecks, challenges and key enablers, planning tools and review of case studies,

Subtask C. Decentral integration of RES into DHC systems – compiling handbooks, guidelines and reviews of technical and non-technical aspects for the decentralised RES integrated into DHC systems, including planning criteria, integralational and operational challenges, simulation tools,

Subtask D. Non-technical framework – developing advanced instruments addressing non-technical market barriers and opportunities.

The overview of the subtasks and the relation between them is shown in Figure 1.
The project focuses on collecting and organising knowledge about the innovative application of both well-known and developing RES technologies. This includes large-scale solar thermal, central heat pumps, renewable Power-to-Heat (P2H)-systems, biomass, geothermal and large heat storages in combination with Combined Heat and Power (CHP) and surplus heat.

The achievement of the work from Subtask A is the key topic of this paper. This includes technology and application factsheets which give an overview of the current knowledge on RES technologies analysed individually and integrated in combination with others in more sophisticated systems, so-called applications. As part of the subtask, the current (2021) transition status for the participating countries along with the existing examples of integration of RES technologies and applications for transition have been reported in State-of-the-art.

A reliant information source for the energy technology and cost data worldwide is still a challenging point, given intensive decarbonisation programmes across the countries. There is plenty of ongoing or recently completed transition projects for the DHC systems integrating high proportion of the RES. The similar planning, design and implementation problems are encountered by many national and regional authorities, heat suppliers, DHC operators, energy consultants, engineers and also end-users. This experience is, however, not distributed in a common platform, neither the key and up-to-date technology parameters are collated and shared to facilitate future similar projects. Technological factsheets and applications, developed as part of the IEA DHC Annex TS5 project are “a drop in the ocean” of data management needs, however, a significant step in facilitating energy transitions of DHC systems, uptake of RES-solutions and security of reliable energy supplies.

2. METHODOLOGY

2.1. Topic selection and data acquisition

The work in Subtask A has begun with identifying and quantifying the current RES development status in the DHC in each country which was represented by a project partner or project participant. The report was completed for nine countries using the contributions of the corresponding representing company (Table 1).

<table>
<thead>
<tr>
<th>Country</th>
<th>Author</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>Salzmann M., Leusbrock I.</td>
<td>AEE - Institut für Nachhaltige Technologien</td>
</tr>
<tr>
<td>Canada</td>
<td>Boulter R.</td>
<td>CanmetENERGY - Natural Resources Canada</td>
</tr>
<tr>
<td>China</td>
<td>Rong L.</td>
<td>Beijing District Heating Group - China District Heating Association</td>
</tr>
<tr>
<td>Denmark</td>
<td>Sørensen P.-A.</td>
<td>PlanEnergi</td>
</tr>
<tr>
<td>France</td>
<td>Bourdon D.</td>
<td>CEA</td>
</tr>
<tr>
<td>Germany</td>
<td>Hay S.</td>
<td>AGFW</td>
</tr>
<tr>
<td>Italy</td>
<td>Spirito G., Dénarié A., Caputo P.</td>
<td>Politecnico di Milano &amp; Giannetti D., GSE, AIRU</td>
</tr>
</tbody>
</table>

Figure 1. Work plan of the IEA DHC Annex TS5.
The technology topics for factsheets (ID “F” in Table 2) and applications (ID “A” in Table 2) have been identified based on the most popular DHC development projects applying RES, and common needs raised by the project participants. Basic information on technologies was sourced using existing knowledge of RES technologies from the Danish “Technology Data Catalogue” issued by the Danish Energy Agency and IEA and European technology catalogues. The main text was developed by individual authors specialising in technology. The investment and operation cost sections were differentiated by a global region which was provided by the cost data contributor listed in Table 3. The documents have been reviewed and approved by independent readers as per the Reviewer column in Table 2.

Table 2 Authors and topics of the factsheets and applications.

<table>
<thead>
<tr>
<th>ID</th>
<th>Topic</th>
<th>Author(s), PlanEnergi</th>
<th>Issue date</th>
<th>Reviewers</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>PV</td>
<td>Borup L. (PlanEnergi)</td>
<td>2021</td>
<td>Gunnar Ansas Guddat M. (PlanEnergi) N/A Pauschinger T. (AGFW)</td>
</tr>
</tbody>
</table>

Table 3 Contributors to the cost data.

<table>
<thead>
<tr>
<th>Cost data region</th>
<th>Contributor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northern Europe</td>
<td>Denmark, PlanEnergi</td>
</tr>
<tr>
<td>Southern Europe</td>
<td>Italy, Politecnico di Milano</td>
</tr>
<tr>
<td>North America</td>
<td>Canada, CanmetENERGY - Natural Resources Canada</td>
</tr>
<tr>
<td>Asia</td>
<td>Korea, Seok Mann Yoon Ph.D, Korea District Heating Corp.,</td>
</tr>
</tbody>
</table>
3. RESULTS

3.1. State-of-the-art

The state-of-the-art task aims to report the transition status for the participating in the RES-DHC Annex TS5 countries in the DHC sector towards the RES technologies. This also should identify existing examples of integration of RES technologies and applications for transition. The document (Figure 2) is to elaborate on the following topics according to the existing knowledge in each country:

- The DHC history in the country.
- Political objectives.
- Status of shares of RES divided in fuels: biomass, solar thermal, heat pumps, geothermal heat, waste incineration, surplus heat from industries, etc.
- Obstacles and opportunities for RES transition.
- Status for sector coupling (power to heat, integration of electricity in the heating sector).

The key findings regarding the status and perspectives for the development of RE systems have been also summarised and compared between the individual countries. This provides a brief overview of the current situation in the energy sector and the country’s position in implementing ‘green’ technologies in the DHC supply. The objectives, motivation techniques and encountered obstacles show a better understanding of how advanced each nationality is in realising its own goals and aims set by the international policy, such as EU climate targets to tackle climate change. Moreover, an approach for integrating sector coupling in the energy transition strategy is given, as this plays a crucial role in utilising fluctuating RE to reach carbon neutrality.

![Figure 2. State-of-the-art review on RES DHC – paper cover.](image)

3.2. Factsheets

Factsheet’s structure consists of the following chapters (the front page of the published documents is shown in Figure 3):

- Technology description – a general description of the technology, types, materials, heat source, most common units, construction, efficiencies, and heat losses.
- Status of Technology Readiness Level (TRL) – technology maturity on the energy market and in application with DH systems.
- Investment and maintenance costs - price standards from Northern, Europe, Southern Europe, North America and Asia expressed in Euros (€) per installed thermal capacity (MWth), heat production output (MWh) depending on
size, type, and operating temperatures.

✓ Regulation capacity and velocity – flexibility and time of regulating the load.
✓ Temperatures and capacities - operating temperatures for the heat source and heating medium, typically available size and capacity range.
✓ List of Suppliers – the list of the largest and most popular corresponding technology suppliers.
✓ Demo examples – case studies for 1-3 examples of project realisation with the discussed technology.

3.3. Applications

Application is a form of a factsheet where a system consisting of more than one RES technology is described (the front page of the published documents is shown in Figure 4). These focus on the integration, storage or management of a fluctuating energy source and its effective application in the DHC systems. The structure of the documents is similar to the standard factsheets, however, the applications are based specifically on a case study and present the main story along with key parameters and challenges of the corresponding projects.
3.4. Dissemination and future development

A combined State-of-the-art report along with nine factsheets and four applications has been issued and published on the project website [1] in January 2023. The documents are intended to be updated before the project end in 2024. The next edition should also include new topics such as:

- High-temperature heat pumps
- Excess heat
- New fact sheet proposals

4. DISCUSSION

The documents developed in Subtask A aim to supplement the energy planning process and aid the green energy transition of the DHC systems worldwide. The format of the factsheets is concise and information references are indicated to expand knowledge and find detailed data sources. This is the first step in the unification and consolidation of base parameters for the RES technologies and requires regular updates for the factsheets to remain a value.
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ABSTRACT

This article is guided by the goal of "energy-saving and carbon reduction path for industrial waste heat heating in Inner Mongolia Industrial Park", taking the contradiction between the production side and the heat transmission and distribution side of industrial waste heat heating as the source of the problem, and integrating existing literature and data to clarify the research progress and basic indicators related to industrial waste heat heating in Inner Mongolia. Based on the literature and yearbook combined with the actual situation of Inner Mongolia, the "Evaluation Index System for the Total Industrial Waste Heat Status in Inner Mongolia" for industrial enterprises and heating enterprises was selected and constructed. Using management methods to establish a comprehensive evaluation function, it is proposed to use decision-making methods to calculate the weight of evaluation indicators, and use multiple hierarchical analysis and entropy method to analyze the characteristics of industrial waste heat heating supply and demand indicators in Inner Mongolia; Exploring the influencing factors of industrial waste heat heating from the perspective of indicator explanatory power; Finally, the design conforms to the energy-saving and carbon reduction path of industrial waste heat heating in Inner Mongolia, thereby achieving the goal of serving the reality.

Keywords: Carbon reduction; Waste heat sources; Heating system.

1. INTRODUCTION

The green development and low-carbon operation mode of industry is a common problem faced by all countries in the world. The total amount of waste heat in winter in China's process industry is 1 billion GJ, and the total amount of waste heat in winter in data centers is 600 million GJ. Industries above the provincial level contribute more than 1/2 of the industrial output and 1/3 of the carbon emissions in the country. The outline of the 14th Five-Year Plan proposes to optimize the layout of regional industrial chains, guide key links of industrial chains to stay at home, and strengthen the capacity building of central and western and northeastern regions to undertake industrial transfer. From 2001 to 2020, the share of industrial added value in the central and western regions will increase from 31.58 percent to 41.54 percent. Therefore, the integrated utilization of the total amount of industrial waste heat in Inner Mongolia is an important way to implement the national greenhouse gas emission reduction plan.

1.1 FOREIGN RESEARCH PROGRESS

In terms of relevant foreign research, Kaya Yoichi believes that population and population-related measurement factors (such as per capita GDP) are the fundamental factors affecting the total carbon emissions of a country or region. This view is also accepted by most experts in China. Per capita GDP and per capita energy consumption have become the basis for carbon index calculation in most industries in China. However, there are also different views on the influencing factors of total carbon emissions in foreign countries. By collecting carbon emission data of OECD member countries from 1982 to 1997, Hamilton et al. found that the biggest factor affecting the total carbon emission was energy intensity.

In terms of field research abroad, Lu Ruixu investigated three eco-industrial parks in Kalenburg, Denmark, Kitakyushu, Japan, and Chattanooga, USA, and analyzed the utilization of circular economy to improve resource utilization and the proportion of renewable energy use in foreign countries. Skole R and others conducted research and analysis on the scale of industrial waste heat heating in Sweden, which believes that the rapid development of waste heat heating in Sweden and the extensive use of waste heat are inseparable from the government's strong support for industrial waste heat heating. Based on the international experience of studying carbon peak, Yu Li concluded that the establishment of carbon system cannot be separated from the formulation of laws and bills, the promotion of policy tools, the setting of organizations and the setting of cooperation mechanisms.

Globally, the minimum carbon emission price set by the Paris Agreement is $40 / ton. China's ferrous and non-ferrous metal exports play an important role in driving GDP. In terms of carbon emissions, considering the waste heat recovery of the metallurgical industry can reduce the energy consumption per unit GDP and reduce the total carbon emissions. With the
global rise in energy prices, countries around the world have increased investment in research and development and application of industrial waste heat recovery. Before 1975, the number of patents of "six countries and two organizations" in the field of waste heat recovery was almost zero; From 1975 to 1981, driven by some developed countries, the number of patents increased rapidly. From 1981 to 2010, this technology was still valued by all countries, and although the number of patent registrations fluctuated, it was still at a stage of steady increase. In the aspect of low temperature waste heat recovery, compared with foreign advanced industrial technology, China still has a big gap. Adding the carbon emission dimension to the traditional waste heat heating evaluation index, and analyzing the driving factors of the index, is conducive to the new technology to be discovered and paid attention to faster. The above research has well revealed the influencing factors of carbon emissions and the experience of reducing carbon emissions, and laid a good foundation for China to carry out energy saving and consumption reduction of industrial waste heat heating.

1.2 DOMESTIC RESEARCH PROGRESS

Domestic research on the path of energy saving and carbon reduction of industrial waste heat heating draws on foreign research models, which are usually analyzed from the perspective of carbon emission and industrial waste heat heating, and only analyze the evaluation methods of carbon emission of industrial enterprises, lacking industrial waste heat heating and other aspects for evaluation and analysis. Xia Jianjun et al. found by studying the path of building carbon peaking that indirect emissions related to heating heat in northern China accounted for 1/4 of building carbon emissions, while industrial waste heat in northern China will account for more than 1/5 of the total urban heating supply in the future, which is similar to the proportion of thermal power waste heat. In the middle and late period of the "13th Five-Year Plan", China's industrial energy use and carbon emissions have entered a "new cycle of growth", the energy consumption and carbon emissions of the traditional "two high" industries have not decreased but increased, and the explosive growth of emerging industries has made the rebound trend of industrial energy use and carbon emissions more and more obvious. Xu Liping et al. pointed out that Inner Mongolia not only faces the problem of improving people's living standards and rapid economic development, but also needs to achieve the goal of carbon peak in less than 10 years. Time is pressing and the task is arduous. The 14th Five-Year Plan for Circular Economy Development issued by the National Development and Reform Commission pointed out that enterprises in the park should be organized to implement cleaner production transformation; Actively utilize waste heat and pressure resources, promote the application of cogeneration, distributed energy and photovoltaic energy storage integrated system, and promote the cascade utilization of energy. Suo Chao and others suggested formulating carbon emission accounting standards and evaluation systems for industrial parks, carrying out the construction of carbon peaking demonstration industrial parks, and exploring the path of "carbon peaking and carbon neutrality" for industrial parks in line with China's national conditions. Wang Shen et al. used the multi-objective model to explore the path of low-cost carbon peaking and carbon neutrality in China, and found that the contribution of heat supply transition to carbon peaking is greater, but the feasibility of industrial transformation such as steel is low. Fei Weiliang et al. analyzed the problems faced by the collaborative promotion of pollution reduction and carbon reduction in China's industrial parks, and put forward the path of pollution reduction and carbon reduction in China's industrial parks. Yan Kun et al. built an evaluation index system for low-carbon development of industrial parks by analyzing the relationship between carbon emission accounting at different levels, such as enterprises, parks and cities. Yang Ruupu et al. studied the evaluation method of pollution reduction, carbon reduction and efficiency improvement of industrial parks by constructing the Collaborative Development index (IPSR). Yu Guangbin et al. proposed measures such as data sharing and management of pollutants and greenhouse gas emissions, and strengthening park construction, in order to improve the level of ecological civilization and build a good ecological culture. After defining and defining low-grade industrial waste heat, Fang Hao points out that urban central heating is a suitable place for the application of low-grade industrial waste heat from the perspective of "quality" and "quantity" of heat. Ouyang Zhiyuan and others made multidimensional efforts from the three levels of technology, economy and system, and made breakthroughs one by one to promote the comprehensive green and low-carbon transformation of the economic and social system. In summary, this field is mostly based on the simple quantitative analysis of industrial waste heat energy saving and carbon reduction research, and has not yet established the evaluation system of industrial waste heat heating under the dual-carbon target.

1.3 RESEARCH OBJECTIVES

Based on the climate governance issue of carbon emission reduction, taking industrial waste heat heating project as the research object, the research on carbon emission measurement in industry and heating industry is expanded. Looking at the current research status of carbon emissions in the heating industry in China, there is little attention to industrial waste heat, and most of the current research focuses on carbon emissions in light industry and human life. In this paper, the carbon calculation method of industrial waste heat heating project and the carbon emission calculation method of the project are introduced. In the specific cases from the reference, data processing, data calculation, result verification to the conclusion were elaborated, and then according to the conclusions obtained by the specific project to improve the current project plan, finally, the design in line with the Inner Mongolia industrial waste heat heating energy saving and carbon reduction path, so as to achieve the realistic goal.

2. CARBON EMISSION CALCULATION METHOD

The basic idea of carbon emission calculation method of waste heat heating in industrial parks is to fully consider the characteristics of carbon emissions of industrial parks and heating. Based on the 2006 IPCC Guidelines for National
Greenhouse Gas Inventories, Guidelines for Calculating Greenhouse Gas Emissions Caused by Energy Consumption, General Principles for Comprehensive Energy Consumption Calculation (GB2589-81) and previous relevant studies, a set of methods for carbon emissions accounting for waste heat heating in industrial parks is formed. The method system should at least include the determination of the accounting scope, carbon emission measurement model and formula, and use the actual case to calculate and verify the method.

2.1 ACCOUNTING SCOPE

Carbon emissions of waste heat heating in industrial parks mainly include two parts: fossil energy use and power consumption. Fossil energy consumption mainly includes supplementary heating and recovery of low-temperature waste heat. Power consumption mainly includes recovery of low-temperature waste heat and waste heat heating system. The heating system going to the park and the system supplying to the city will be divided into two sets of transmission and distribution systems, and it is necessary to comprehensively calculate the carbon emissions of this part.

2.2 CALCULATION METHOD OF CARBON EMISSION

Based on the above analysis, the calculation method and formula for carbon emission of waste heat heating in industrial parks can be proposed as follows:

\[ E = E_1 + E_2 + E_3 \]

Where, \( E \) is the total carbon emission of waste heat heating in the industrial park, and \( E_1 \) is the carbon emission of low temperature waste heat; \( E_2 \) is the carbon emission of supplementing fossil energy heating; \( E_3 \) is the process carbon emissions generated by the waste heat heating system. The low temperature waste heat carbon emission of \( E_1 \) is not calculated if there is no low temperature heat recovery technology.

\[ E_1 = ADEJ \times EFci + ADEh \times EFcj \]

Where, \( ADEJ \) is the fossil fuel consumption of the low-temperature heat source to assist recovery, \( EFci \) is the CO\(_2\) emission coefficient of the corresponding energy combustion, \( ADEh \) is the power consumption of the low-temperature heat source to assist recovery, and \( EFcj \) is the CO\(_2\) emission coefficient of the purchased power of the corresponding region.

\[ E_2 = ADEg \times EFci \]

Where, \( ADEg \) is the consumption of supplementary heating fossil energy, and \( EFci \) is the CO\(_2\) emission coefficient of corresponding energy combustion.

\[ E_3 = ADEk \times EFcj \]

Where, \( ADEk \) is the power consumption of the waste heat heating system, and \( EFcj \) is the CO\(_2\) emission coefficient of the purchased power in the corresponding area.

As part of the waste heat of industrial enterprises is heated in the form of steam, this part of steam is calculated as standard coal by using the general principle of comprehensive energy consumption calculation (GB2589-81); Among them, the "heat unit, symbol and conversion" clearly stipulates that the low calorific value is equal to 29271 kilojoules (or 7000 kcal) of solid fuel, called 1 kg of standard coal. The calculation formula is as follows:

Coal consumption method for power generation: standard coal consumption = standard coal consumption for power generation × low calorific value of standard coal

The relevant table is as follows:

<table>
<thead>
<tr>
<th>Emission coefficient of energy combustion</th>
<th>CO2 emission factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural gas</td>
<td>21.84</td>
</tr>
<tr>
<td>Diesel oil</td>
<td>3.159</td>
</tr>
<tr>
<td>Raw coal</td>
<td>2.009</td>
</tr>
<tr>
<td>Pulverized coal</td>
<td>2.01</td>
</tr>
<tr>
<td>Coke</td>
<td>3.044</td>
</tr>
<tr>
<td>Coke oven gas</td>
<td>7.699</td>
</tr>
<tr>
<td>Blast furnace gas</td>
<td>9.874</td>
</tr>
<tr>
<td>Liquefied natural gas</td>
<td>2.889</td>
</tr>
<tr>
<td>Gasoline</td>
<td>2.985</td>
</tr>
<tr>
<td>kerosene</td>
<td>3.095</td>
</tr>
<tr>
<td>Fuel oil</td>
<td>3.235</td>
</tr>
<tr>
<td>------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Liquefied petroleum gas</td>
<td>3.165</td>
</tr>
</tbody>
</table>

Unit of CO2 emission factor: t·t⁻¹ or t·(104 m³)-1;

Table 2-2 Carbon emission coefficient of regional power grid

<table>
<thead>
<tr>
<th>Outsourced Power</th>
<th>CO2 emission factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>North China Regional Power Grid</td>
<td>11.232</td>
</tr>
<tr>
<td>East China Regional Power Grid</td>
<td>8.238</td>
</tr>
<tr>
<td>Northeast Regional Power Grid</td>
<td>11.716</td>
</tr>
<tr>
<td>Central China Regional Power Grid</td>
<td>6.887</td>
</tr>
</tbody>
</table>

Unit of CO2 emission factor: t·(104 kwh⁻¹)

3. PRACTICAL CASE STUDIES

The steel plant is located in a county of a city in North China, with an annual output of more than 6 million tons of iron and 6.5 million tons of steel. The plant has a large amount of industrial waste heat in the production process, and the grade of this waste heat varies. This project mainly recycles industrial waste heat from two iron and steel plants. This paper takes one of them to calculate the carbon emission of heat supply project. The industrial waste heat mainly used in this steel plant is blast furnace slag water, and other high-temperature steam in other sites is used as supplementary heat to carry out peak heating in the cold period. The main heat sources are shown in the following table:

3.1 RESIDUAL HEAT PARAMETERS

Table 3-1 Low temperature waste heat of the plant

<table>
<thead>
<tr>
<th>Type of heat source</th>
<th>Recyclable residual heat</th>
<th>Temperature range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>/MW</td>
<td>/ °C</td>
</tr>
<tr>
<td>1# blast-furnace slagging water</td>
<td>34.5</td>
<td>62/50</td>
</tr>
<tr>
<td>2# Blast-furnace slagging water</td>
<td>34.5</td>
<td>62/50</td>
</tr>
<tr>
<td>3# Blast-furnace slagging water</td>
<td>5</td>
<td>62/50</td>
</tr>
<tr>
<td>4# Blast-furnace slagging water</td>
<td>12.5</td>
<td>62/50</td>
</tr>
<tr>
<td>5# Blast-furnace slagging water</td>
<td>12.5</td>
<td>62/50</td>
</tr>
<tr>
<td>1, 2# blast-furnace wall cooling of circulating water</td>
<td>65</td>
<td>45/35</td>
</tr>
<tr>
<td>3, 4# blast furnace wall cooling circulating water</td>
<td>34</td>
<td>45/35</td>
</tr>
<tr>
<td>5# blast-furnace wall cooling circulating water</td>
<td>17</td>
<td>45/35</td>
</tr>
<tr>
<td>Sintering furnace exhaust waste heat</td>
<td>83.3</td>
<td>143</td>
</tr>
<tr>
<td>Sensible heat of sinter</td>
<td>61.2</td>
<td>110/80</td>
</tr>
</tbody>
</table>

Table 3-2 Waste heat from high temperature in the plant

<table>
<thead>
<tr>
<th>Steam source</th>
<th>Heat</th>
<th>Steam temperature</th>
<th>Steam pressure</th>
<th>Steam flow</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MW</td>
<td>°C</td>
<td>Mpa</td>
<td>t/h</td>
</tr>
<tr>
<td>12MW soda water heat exchange station</td>
<td>40</td>
<td>150</td>
<td>0.5</td>
<td>75</td>
</tr>
<tr>
<td>15MW soda water heat exchange station</td>
<td>26</td>
<td>150</td>
<td>0.5</td>
<td>75</td>
</tr>
<tr>
<td>Sintering waste heat boiler</td>
<td>18</td>
<td>330</td>
<td>1.4</td>
<td>70</td>
</tr>
<tr>
<td>Blast-furnace converter gas generator set</td>
<td>50</td>
<td>530</td>
<td>530</td>
<td>8.8</td>
</tr>
</tbody>
</table>
3.2 CALCULATION OF CARBON EMISSIONS

Calculate the total carbon emission of waste heat heating in the steel mill based on the carbon emission calculation method introduced above:

\[ E_2 = 4.86 \times 9.874 + 6405 \times 2.009 = 12916 \text{ tCO2} \]

In the formula, the consumption of blast furnace gas is 40000m3, and the CO2 emission coefficient is 9.874 t(10^4 m3)-1. The steam consumption is equivalent to 5323tce of standard coal, and the CO2 emission coefficient is 2.009 t·t^-1.

\[ E_3 = 840 \times 11.232 = 9435 \text{ tCO2} \]

In the formula, the total power consumption of waste heat heating system in heating period is 1046MWh, and the CO2 emission coefficient is 11.232.

\[ E = E_2 + E_3 = 12916 + 9435 = 22351 \text{ tCO2} \]

Figure 3-1 Heating accumulation diagram and carbon emission curve

The carbon emission without low temperature waste heat in the formula, the total carbon emission is 22351 tCO2.

From the figure above, we can see that the industrial waste heat heating in the park is mainly affected by the use of steam and less by the use of blast furnace gas, and the carbon emission is higher in the cold period due to more supplementary heat sources.

3.3 METHODS FOR REDUCING CARBON EMISSIONS FROM INDUSTRIAL WASTE HEAT UTILIZATION IN THE PARK

According to the investigation and statistics, the waste heat of industrial enterprises is mainly concentrated below 60°C, and the high temperature heat source is less. The specific situation is shown in the following table:

<table>
<thead>
<tr>
<th>Name</th>
<th>Low temperature waste heat MW (below 60 °C)</th>
<th>High temperature waste heat MW (above 60 °C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Copper plant</td>
<td>267.27</td>
<td>102.03</td>
</tr>
<tr>
<td>B Copper Works</td>
<td>238.01</td>
<td>82.53</td>
</tr>
<tr>
<td>A Steelworks</td>
<td>359.5</td>
<td>134</td>
</tr>
</tbody>
</table>
In order to recover as much low-temperature waste heat as possible, absorption heat transfer technology is introduced below.

Use common heat exchanger, low temperature waste heat than: 
\[
\frac{60-45}{90-45} = 33.3\% \text{ using low temperature waste heat of absorption heat exchanger } \frac{60-25}{90-25} = 63.6\%.
\]
The recovery capacity of low temperature waste heat is 1.9 times that of ordinary heat exchangers.

4. SUMMARY

Through the analysis of specific cases, the effective measures to reduce the carbon emissions of industrial waste heat heating are obtained:

1. By reducing the use of fossil energy and the use of cleaner fuels for heating can effectively reduce the carbon emissions of supplementary fossil energy heating.

2. Combined with the use of absorption heat exchangers to reduce the return water temperature to improve the recovery ratio of low-grade waste heat, to avoid low-grade waste heat can not be fully utilized;

3. By using the absorption heat exchanger to increase the temperature difference reduces the flow rate, effectively reducing the power consumption of long-distance transmission.

According to the above suggestions on reducing carbon emissions for industrial waste heat heating, it can effectively reduce carbon emissions for our waste heat heating project to the maximum extent, so as to reduce greenhouse gas output and protect the environment, and then reveal the feasibility of saving energy and reducing carbon for industrial waste heat heating.
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ABSTRACT

Global data center electricity consumption accounts for around 0.9-1.3% of final demand, promoting energy saving and waste heat recovery from data centers becoming important. The waste heat capacity of data centers exceeds 2 kW/m² and liquid-cooled data centers even exceed 10 kW/m², while heating load of users is only about 50 W/m². Characteristics of gaps in heat capacity and geographical location make district heating systems large-scale and long-distance. This paper presents a system utilizing multistage electric heat pumps and heat storage for data center waste heat heating application. Multistage heat pumps at the data center side and the user side are used to raise supplied temperature and lower returned temperature respectively, improving the efficiency of long-distance district heating. It is economical for system using reasonable heat storage only meeting the demand of peak regulation, and the recommended heat storage size is about 5% of district heating capacity. Appropriate district heating parameters and multistage heat pump settings should be selected according to the actual data center and secondary network operation. Case study shows that the total coefficient of performance (COP) of multistage heat pumps of the district heating system is 5.67, among which the COP of data center side is 8.815 and the user side is 14.1. The energy consumption of this system per heating load using recommended heat storage size is 52.15 kWh/GJ, and the initial investment per heating area of which is 63.07 CNY/m². The static payback period is 6.59 years considering the district heating price is 50 CNY/GJ, and this system reduces CO₂ emission of 59.06 kgCO₂/GJ and 125.16 kgCO₂/GJ compared with coal-fired and gas-fired district heating systems, respectively.

Keywords: Data center; District heating; Waste heat recovery; Heat storage; Multistage heat pump

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>transfer area (m²)</td>
</tr>
<tr>
<td>cₚw</td>
<td>specific heat of water (kJ/(kg·K))</td>
</tr>
<tr>
<td>COP</td>
<td>coefficient of performance</td>
</tr>
<tr>
<td>Gᵢ</td>
<td>inlet water mass flow rate (kg/s)</td>
</tr>
<tr>
<td>IT</td>
<td>information technology</td>
</tr>
<tr>
<td>K</td>
<td>heat transfer coefficient (kW/ K/m²)</td>
</tr>
<tr>
<td>Q</td>
<td>heat capacity (kW)</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

The amount of heat consumed for district heating network globally was nearly 16EJ in 2021, about 10% more than a decade earlier, which still accounted for 8% of total final heat consumption. Nearly 90% of district heat globally was produced from fossil fuels, predominantly coal (over 45%), natural gas (about 40%) and oil (3.5%), and renewables represented less than 8% of global district heat supplies.[1] Aligning with the Net Zero Emissions requires significant efforts to improve the energy efficiency of existing networks, switch them to renewable and waste heat sources (such as bioenergy, solar thermal, geothermal, and waste heat from industrial installations and data centers).

With the demand for digital services growing rapidly, energy demand from data centers accounted for 1-1.5% of global electricity use and around 300 MtCO₂ in 2020[2]. The waste heat temperature level of data centers varies from 10 to 60 ℃ depending on different cooling system settings such as air-cooled or liquid-cooled, which is ideal for district heating to meet the thermal comfort demand of residential and commercial buildings. Recovering data center waste heat improves energy efficiency of data centers and reduces energy consumption of district heating system.

There have been some studies of district heating system discharging data center waste heat, for instance, system design, performance analysis and new heat pump technologies. Liu et al.[3] proposed an integrated system with carbon dioxide heat pump, mechanical subcooling cycle and lithium bromide-water absorption refrigeration cycle, and the payback period of developed system is 2.04-2.46 years. Six cogeneration system with different configurations are investigated to better harvest the low-grade thermal energy in data centers, and the unit cost of district heating is 4.25 $/GJ[4]. Pan et al.[5] built an adsorption refrigeration system for solar and data center waste heat utilization. Results show that data center waste heat recovery by adsorption chiller has very short payback period and this application has greater economic potential and brighter prospect in the future than solar cooling application. Li et al.[6] introduced thermal energy storages to avoid the mismatch between data centers’ heat supply and district heating systems’ heat demands. The water tank could shave the peak load by 31% and save the annual energy cost by 5% with a payback period of 15 years. Feike et al.[7] developed a district heating system (60-75℃) to utilize waste heat from a high performance computer (40-45℃) via a heat pump at the Technical University of Darmstadt, and the heat pump operated very efficiently with an average COP of 5. Previous studies have
demonstrated that district heating systems recovering data center waste heat have excellent benefits in terms of energy, technical, economic and environmental analysis.

Some literatures have studied the performance of different thermal devices to improve the temperature grade of data center waste heat. Al-Sayyab et al.[8] presented a compound ejector-heat pump with low GWP refrigerants driven by photovoltaic thermal waste heat for simultaneous data center cooling and waste heat recovery for district heating network. Regarding the energy and exergy analysis, the cooling coefficient of performance enhancement ranges from 15% to 54% compared with a traditional R134a heat pump. Li et al.[9] used CO2 transcritical heat pumps to recover waste heat from data centers for district heating, which reduced energy cost by 23.0-75.0% compared with common direct electric-heating, coal-heating, gas-heating, air source heat pump, and ground source heat pump. Amiri et al.[10] proposed a techno-economic analysis of waste heat utilization in data centers applying absorption chillers, and absorption chiller system enabled saving electricity for the value of 4.34-13.025 million kWh/year for the data centers with power consumption range of 4.5-13.5 MW. In most application scenarios, there is a lack of high temperature heat drive absorption or adsorption refrigeration to recover data center from data centers for district heating, so the application of electric heat pump to raise temperature is more extensive.

The waste heat capacity of data increases rapidly with the denser installation of servers inside racks, for example, common cooling system is designed for racks with 10-15 kW and blade servers can even dissipate more than 60 kW heat[11]. The disparity between the waste heat capacity and the heat load of users promotes future data center district heating systems to be long-distance and large-scale. Meanwhile, the economics of data center district heating system are related to scales, and the medium and large scales can be considered profitable business opportunities[12]. This paper presents a large-scale district heating system utilizing multistage electric heat pumps and heat storage to discharge waste heat from data centers. Multistage heat pumps are used to raise supplied temperature and lower returned temperature respectively, improving the efficiency of long-distance district heating. Thermal storage is introduced to avoid the mismatch between data centers’ heat supply and district heating systems’ heat demands.

2. SYSTEM DESCRIPTION

The schematic diagram of the large-scale district heating system discharging waste heat from a single or multiple data centers is shown in Fig.1, containing mainly multistage electric heat pumps, sensible heat exchangers (SHE), heat storage (thermal reservoirs) and long-distance heating network. Returned heating water is heated stepwise to the supplied temperature on the data center side by SHE and multistage heat pumps, in the same vein, heating water is cooled to returned temperature and supplies enough heat to users. Thermal reservoirs store both hot and cold water for peak regulation of heating network and security of data centers. Large temperature difference of heating network lowers pump energy consumption and improves economy, and also increases heat capacity stored in the thermal reservoirs. In this scenario, multistage series electric heat pumps are required on both the heat source side and user side due to the large temperature difference of heating network. Multistage heat pumps outperform a single-stage heat pump in terms of combined COP because of the closer similarity between evaporation and condensation temperature in each stage.

![Schematic Diagram of Large-Scale District Heating System](image-url)
Recycled waste heat comes from a single or multiple data centers with different temperatures, which needs to be connected to the district heating system in order of temperature level. Thermal users adjust the series of multistage heat pumps at the user side according to required temperature and heating load. At the data center side, large centralized centrifugal heat pumps are applied in series, and small screw heat pumps are used at thermal user side to ensure the same returned heating water temperature. The volume of thermal storage is determined by waste heat capacity of data centers, thermal users’ demand, as well as the temperature difference between supplied and returned heating water. It is also necessary to consider the form of data center cooling system, geographical conditions and the existing district heating network.

3. MODEL DEVELOPMENT AND OPERATING MODES

A mathematical model is presented to verify the technical performance of this district heating system recovering waste heat from data centers. The main equipment sub-models include electric heat pumps, sensible heat exchangers and heat storage. This section describes detailed equations and reasonable system operating modes, to simplify the simulation process, the following assumptions are also made.

1. The system operates under steady-state flow conditions.
2. Each component could be treated as a control volume for energy and exergy balances.
3. The variable condition regulation of this system is ideal.
4. The power consumption and waste heat capacity of data centers remain unchanged.
5. The thermal efficiency of the heat storage is 100%, and there is no mixing between stored cold water and hot water.

Sensible heat exchanger adopts logarithmic mean temperature difference module, where $Q_{SHE}$ is the transferred heat capacity of SHE. $K$ and $A$ represent heat transfer coefficient and area, which can be calculated by designed conditions. $t_h$ and $t_c$ respectively represent the hot and cold fluids on both side of the heat exchanger, the subscripts of in and out are inlet and outlet of components. The main function of SHEs is to make full use of low-temperature cooling and high-temperature heating of district heating water.

$$Q_{SHE} = K A \ln \left( \frac{t_{h, in} - t_{c, out}}{t_{h, out} - t_{c, in}} \right)$$  \hspace{1cm} (1)

Electric heat pumps are applied to raise supplied temperature and lower returned temperature of heating water, which can efficiently improve the transmission capacity of network and reduce energy consumption of pumps. The configuration of multistage electric heat pumps can increase evaporating temperature and lower the condensing temperature, boosting energy utilization efficiency of whole system. To simplify calculation, the thermodynamic perfection model is used to couple the relationship between temperature and energy as equation (2). $Q_{con}$ and $W$ represent the heat production and power consumption, $G_{w, con}$ and $\eta$ are mass flow rate flowing through the condenser and the thermodynamic perfection. $T_{con, out}$ and $T_{eva, out}$ are the absolute temperature of the outlet water of the condenser and evaporator, in unit K, $c_{pw}$ is the specific heat capacity of water and $\Delta T$ represents minimum temperature difference of heat exchangers.

$$COP = \frac{Q_{con}}{W} = \frac{G_{w, con} c_{pw} (T_{con, out} - T_{con, in})}{W} = \eta \frac{T_{con}}{T_{con} - T_{eva}} = \eta \frac{T_{con, out} + \Delta T}{T_{con, out, out} + 2\Delta T} \hspace{1cm} (2)$$

Combining sensible heat exchanger and electric heat pump modules and energy and mass conservation law, a simple mathematic model of district heating system discharging waste heat from data centers can be established. Thermal reservoirs are used to store hot and cold water, and the volume of hot and cold water in the reservoirs need to be recorded assuming the heat storage efficiency is 100% and there is no mixing. Equation (3) is the calculation formula of the variation of the volume of hot water stored in thermal reservoirs versus time, and equation (4) is the average heating load of thermal users.

$$V(\tau) = \int \frac{\dot{Q}(\tau) - \dot{Q}_0(\tau)}{\rho c_{pw} (t_{hw, in} - t_{hw, out})} d\tau$$  \hspace{1cm} (3)

$$Q = \int \dot{Q}(\tau) d\tau = \int k (t_0 - t_{\lambda}(\tau)) d\tau$$  \hspace{1cm} (4)

Where $Q$ and $Q_0$ represent heating load of thermal users and supplied heating capacity of data centers, $V$ is the volume of hot water stored in reservoirs. $\rho$ is the density of water, and $t_{hw, in}$ and $t_{hw, out}$ represent supplied and returned heating water temperatures. $k$ is the average heat leakage coefficient for thermal users, expressed in W/K, $t_0$ and $t_{\lambda}$ represent respectively average indoor temperature of thermal users and ambient temperature.
In this paper, EES software is used to establish the steady-state model of the complex system, and the performance parameters such as heat load and power consumption of each part are calculated with one hour as the time step. Based on hypothesis 5, the model only calculates the volume of remaining hot water in the heat storage reservoir at each time point to evaluate the heat storage and the volume of the heat storage device.

According to above two equations, the variation curve of heating load in the period with district heating can be obtained as shown in Fig. 2, when the total heating capacity of network, the designed indoor temperature of thermal users and ambient temperature are known. The curve in Fig.2 is calculated based on the conditions that the total heating load per area in the period with district heating is 0.4 GJ/m², the average designed indoor temperature of thermal users is 24°C, and meteorological parameters of Zhangjiakou, Hebei Province in 2020-2021 are adopted.

![Fig. 2 Heating load per area of thermal users versus time.](image)

Therefore, the district heating system recovering data center waste heat has different operating modes under various scales of thermal storage. This paper assumes that waste heat capacity of data centers does not change with time. When the volume of thermal reservoirs is relatively large, the waste heat capacity of data centers in the period without district heating can be stored and recovered as Fig. 3. If the thermal reservoir is small, the heat storage device can only peak regulation from early period to cold period as Fig. 4. Other operating modes all fall somewhere between above two modes, and the following district heating system all use data centers with waste heat capacity of 10MW as heat source.

![Fig. 3](image)

Therefore, the district heating system recovering data center waste heat has different operating modes under various scales of thermal storage. This paper assumes that waste heat capacity of data centers does not change with time. When the volume of thermal reservoirs is relatively large, the waste heat capacity of data centers in the period without district heating can be stored and recovered as Fig. 3. If the thermal reservoir is small, the heat storage device can only peak regulation from early period to cold period as Fig. 4. Other operating modes all fall somewhere between above two modes, and the following district heating system all use data centers with waste heat capacity of 10MW as heat source.
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For such a system, the operating conditions of data centers remain unchanged throughout the year, and the regulation of system only needs to control the heat storage and release. Large-scale thermal reservoirs ensure that data centers and district heating network have sufficient cold and hot water backup, greatly improving security.
Fig. 3 Schematic diagram of operating mode of district heating system using large-scale thermal storage.

Operating modes of district heating system using small-scale thermal storage (System II) is proposed in Fig. 4, which only charges and discharges waste heat in the district heating season. Thermal reservoirs cannot store supernumerary waste heat when network does not work, this part of data center waste heat should be released to environment by evaporative cooling or other equipment (Mode 4). In early cold season, as outdoor temperature is higher and heating load us smaller, the excess waste heat of data centers will be heated and stored in thermal reservoirs (Mode 1) for harsh cold season (Mode 2). In last cold season, waste heat of data centers exceeds heating load and the excess has no value of utilization, data centers should discharge part waste heat to environment (Mode 4) and provide district heating meanwhile (Mode 3).
Fig. 4 Schematic diagram of operating mode of district heating system using small-scale thermal storage.

The above two operating modes cover almost all district heating systems recovering waste heat from data centers, among which System II are the most complex and these of System I are simplest. Other system forms are all related to the above two, for instance, some systems store only part of waste heat in non-district heating season, some systems discharge partial waste heat in district heating season and the volume of thermal reservoirs is smaller than system of Fig. 4, and some systems are not equipped with heat storage. Comparing the two systems, it can be found that operating modes of System I are simpler and the recovered heating capacity of data centers is larger, but System I requires more volume and expense of thermal reservoirs.

4. CASE STUDY

This section provides a case study of district heating systems to analyze the technical and economic performance of recovering waste heat from data centers. For designs of district heating network, heating load of thermal users and upper limit of supplied heating capacity are known. In this case, the selection of appropriate volume of thermal reservoirs in proposed system becomes the primary problem, considering energy efficiency and economy.

In this case study, waste heat is reclaimed from multiple data centers and supplied to thermal users, and it is assumed that chilled water temperature of data centers is 17/30℃, secondary heating water temperature of thermal users is 40/50℃, heating water temperature of network and thermal reservoirs are 15/65℃. For a 10MW data center, as the volume of thermal reservoir increases, so does the number of thermal users it can handle. When the price of thermal reservoir is 100 CNY/m$^3$, the initial investment of the reservoir per unit heating area is shown in Fig. 5(a). Taking technical and economic considerations into account, the recommended volume range of thermal reservoir in figure should be selected if waste heat of data centers is sufficient. In this recommended range, a less investment in thermal reservoirs can significantly increase heating area handled by a known data center. The recommended volume is about 5% of total heating load, in this situation, thermal reservoirs is only responsible for recovering waste heat from data centers in the period with district heating, carrying out peak regulation of network and ensuring the security of data centers.

Fig. 5 The performance of various scale thermal reservoirs for a 10MW data center. (a) Heating area and initial investment; (b) Volumes of thermal reservoir and hot water stored before district heating season.

Fig. 5(b) describes volumes of thermal reservoir and hot water stored before district heating season under different scales. When heating area is relatively small (less than 22.22×10$^4$ m$^2$), which is also the most common situation in current practice, the supplied heating capacity by 10MW data centers has exceeded the maximum heating load (45.89 W/m$^2$) of thermal users and there is no requirement for heat storage, so the excess waste heat needs to be discharged into the environment. With the increase of heating area (22.22×10$^4$~29.41×10$^4$ m$^2$), the data center has been unable to match the maximum heating load and needs to build thermal reservoirs for peak regulation in the period with district heating. When the heating area is further expanded (29.41×10$^4$~78.74×10$^4$ m$^2$), storing heat only in district heating season has not met the demand for total heating load, so it is necessary to store waste heat in non-district heating season. In addition, the increase of thermal users promotes the increase of heating capacity stored in advance, until the heating area is 78.74×10$^4$ m$^2$, all waste heat in non-district heating season has been stored.
Based on above analysis, the volume of thermal reservoirs chosen in this case is 0.1025 m$^3$/m$^2$ and about 5.36% of total heating load, among which 45% of the volume is used for peak regulation of network and 55% of the volume is applied to ensure the security of data centers. The operating mode adopts System II in Fig. 4, which can save initial investment but adjustment of data center cooling system is more complex.

Sensible heat exchangers and 8-stage electric heat pumps work together on the data center side to recover waste heat from cooling water (17/30°C) and heat heating water from returned temperature (15°C) to supplied temperature (65°C). Similarly, sensible heat exchangers and 6-stage electric heat pumps on the thermal user side transfer heat from network (15/65°C) to secondary network (40/50°C). Multiple heat pumps consist of multiple heat pumps in series, large centralized centrifugal heat pumps and small screw heat pumps are used in the data center and thermal user side respectively.

Fig. 6 Schematic of T-Q figure in data center and user side. (a) data center; (b) thermal user.

Fig. 6 shows the heat transfer process in the data center and thermal user side, including heat capacity and temperatures of each component. In the data center side, 26% of heat capacity obtained by network is transferred directly using sensible heat exchangers, and the remaining 74% needs to be raised by 8-stage electric heat pumps. Meanwhile, 42.74% of heat capacity obtained by thermal users is exchanged and 57.26% is heated in 6-stage electric heat pumps in user side.

Table 1 Technical performance of district heating system.

<table>
<thead>
<tr>
<th>Heat capacity of SHE</th>
<th>Data center side</th>
<th>Thermal user side</th>
</tr>
</thead>
<tbody>
<tr>
<td>COP of multiple electric heat pump</td>
<td>Stage</td>
<td>COP</td>
</tr>
<tr>
<td>1</td>
<td>5.035</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>5.372</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>5.765</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>6.23</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>6.787</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>7.468</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>8.318</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>9.41</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>6.523</td>
<td>Average</td>
</tr>
<tr>
<td>Combined COP of SHE and multiple heat pumps</td>
<td>8.815</td>
<td>14.1</td>
</tr>
<tr>
<td>Total COP</td>
<td>5.67</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 shows the technical and energy performance of the proposed case study, and the total COP of whole district system is 5.67 without considering the energy consumption of pumps and thermal reservoirs. Average COPs of multiple electric heat pumps in data center and thermal user side are 6.523 and 8.074 respectively, and combined COPs of SHE and heat pumps are 8.815 and 14.1.

In this case, four data centers with a total IT power consumption of 245MW are planned to provide heat for the surrounding communities with a total heating area of 8.18 million m$^2$ and a total rated heating load of 338.29MW. The designed volume of thermal reservoirs is 838.1 thousand m$^3$, and Table 2 and Table 3 show initial investment and energy consumption of proposed system, gas-fired and coal-fired system. Prices of electric heat pumps, sensible heat exchangers, thermal reservoirs,
gas-fired and coal-fired boilers are 0.5 CNY/W, 800 CNY per heat transfer area, 100 CNY/m³, 0.3 CNY/W and 0.2 CNY/W. On the basis of the above prices, the installation cost of each component should be considered at 15% of the initial investment. It is assumed that energy prices of electricity, gas and coal are 0.5 CNY/kWh, 2.5 CNY/m³ and 1 CNY/kg, and the price supplied to thermal users is 50 CNY/GJ.

The expensiveness of electric heat pumps and thermal reservoirs make the total initial investment of proposed system highest than that of gas-fired and coal-fired boilers, and average investments are 63.07 CNY/m², 31.8 CNY/m² and 26.38 CNY/m². The operating energy consumption of above three district heating system is 52.15 kWh/GJ, 1 kWh/GJ+31.25 m³ gas/GJ and 1 kWh/GJ+47.77 kg coal/GJ, and the operating cost is 26.08 CNY/GJ, 78.63 CNY/GJ and 48.27 CNY/GJ, respectively. When the price of district heating obtained by thermal users is 50 CNY/GJ, static payback periods of proposed system and coal-fired system are 6.59 years and 38.14 years, and the gas-fired system cannot recover the initial investment. This system reduces CO₂ emission of 59.06 kgCO₂/GJ and 125.16 kgCO₂/GJ compared with gas-fired and coal-fired district heating systems when all electricity is generated from renewable energy in future, respectively. The existence of thermal reservoirs can better embrace unstable renewable energy electricity.

The proposed district heating system recovering waste heat from data centers utilizing multi-stage electric heat pumps and thermal storage is more efficient, environmentally friendly and less expensive to operate, however, has a higher initial investment in electric heat pumps and heat storage. The energetic performance of proposed system is definitely better than gas-fired and coal-fired system, but its economics are heavily influenced by the price of various energy and equipment. The instability of data center waste heat capacity, the large-volume heat storage technology and the operating regulation of multistage heat pumps are the main obstacles to the application of the data center district heating system.

5. CONCLUSION

This work presents a large-scale district heating system discharging waste heat from data centers, and the energetic and economic analysis of which utilizing multi-stage electric heat pumps and various scales heat storage are evaluated. Main conclusions are summarized as below:

1. The data center district heating system with peak regulation using heat storage is more efficient, environmentally friendly and less expensive to operate, but has a higher investment in multistage VCR heat pumps and heat storage units. It is economical for system using small-scale heat storage only meeting the demand of peak regulation, and the recommended heat storage size is 5.36% of heating load.

2. The energy consumption of proposed system using recommended heat storage size is 52.15 kWh/GJ, and the initial investment per heating area of which is 63.07 CNY/m² with a static payback period of 6.59 years.

The existence of thermal reservoirs can better embrace unstable renewable energy electricity. The energetic performance of proposed system is definitely better than gas-fired and coal-fired system, but its economics are heavily influenced by the price of various energy and equipment. The proposed district heating system recovering waste heat from data centers utilizing multi-stage electric heat pumps and thermal storage is more efficient, environmentally friendly and less expensive to operate, however, has a higher initial investment in electric heat pumps and heat storage. The energetic performance of proposed system is definitely better than gas-fired and coal-fired system, but its economics are heavily influenced by the price of various energy and equipment. The instability of data center waste heat capacity, the large-volume heat storage technology and the operating regulation of multistage heat pumps are the main obstacles to the application of the data center district heating system.
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ABSTRACT
Annual coke production of the coking plants in Northern China accounts for about 47% of China’s annual total coke production. There is a great deal of waste heat characterized by wide temperature range and multiple heat flows in the coking plant. Recovering coking waste heat for space heating and cooling contributes to achieving goals of carbon emission peak and carbon neutrality. However, conventional coking waste heat recovery methods result in greater irreversible loss and lower ratio of waste heat utilization. To efficiently recover low temperature coking waste heat, a novel coking waste heat district heating and cooling system based on multiple heterogeneous heat flows reconfiguration is proposed and analyzed from the perspective of thermodynamics and economics. Results show that waste heat utilization ratio, annual system coefficient of performance, and annual product exergy efficiency are about 65.1%, 7.56 and 30.3%, respectively for the proposed coking waste heat district heating and cooling system with waste heat transportation distance at 30 kilometers. Compared with the conventional heating and cooling systems, the proposed district heating and cooling system can save natural gas by 23.3 Nm³ by utilizing waste heat of one-ton coke production, and its potential of carbon emission reduction by 95.4%.

Keywords: District heating and cooling; Coking waste heat recovery; Waste heat flows reconfiguration; Waste heat utilization ratio; Annual product exergy efficiency; Payback period

1. INTRODUCTION
The amount of China’s coking production is the largest in the world, and amount of coking production in Northern China is about 47% of the total production amount [1]. The coking process discharges a great deal of waste heat, which is featured by weak viscosity, strong corrosiveness, multiple heat fluxes and large temperature difference among different type waste heat flux. The waste heat distribution of coking process is illustrated in Fig.1.

 Recovering coking waste heat for district heating and cooling contributes to achieving the goal of carbon peak emissions and carbon neutrality [2]. For waste heat of the red-hot coke, dry quenching technology is adopted for waste-heat power generation [3]. With regard to raw coke oven gas, the heat pipe heat exchanger is currently used for generating high-pressure steam [4]. As for waste heat of flue gas, coal moisture control technology is usually taken [5]. Besides, For the conventional methods of coking waste heat recovery, there are larger loss in the process of waste heat utilization and smaller efficiency of waste heat, and a great deal of low-temperature waste heat is discharged into ambient atmosphere [6]-[7]. By using the existing technologies of coking waste heat recovery, distribution of waste heat flux in temperature and quantity for the coking process is shown in Fig.2.
In addition, the coking plant is generally situated far away from the center of end-consumers because of great emission of atmospheric pollutants. The long distance for transporting waste heat would result in large investment capital of the primary network and high electricity consumption of circulating water pumps for the primary network. Thus, the economic distance for transporting waste heat has become the key to the development of coking waste heat recovery and utilization. To solve the problem, F.T Sun et al [8] proposed a new high-temperature district heating and cooling system for recovering waste heat of flue gas in a coking plant. In the energy station of the proposed district heating and cooling system, the absorption heat exchangers [9]-[10] are adopted to enlarge temperature difference between supply and return of the primary network for longer economic waste heat transportation distance. However, other type waste heat does not be considered, especially for low temperature waste heat in cooling water.

To efficiently recover and utilize waste heat of the coking process, a new coking waste heat district heating and cooling system based on multiple heterogeneous heat flows reconfiguration is put forward according to the principle of energy cascade utilization.

2. OPERATIONAL PRINCIPLE OF THE PROPOSED DISTRICT AND COOLING SYSTEM

The proposed district heating and cooling system is designed by principle of heating as the main object and cooling as the auxiliary object. During a cooling period, cold energy from the proposed district heating and cooling system only provides for the public buildings with high density cooling load. Sketch of the proposed district heating and cooling system is shown in Fig.3.

2.1. Heating station

The heating station subsystem consists of the waste heat fluxes reconfiguration system and a hot water storage tank, and its sketch is illustrated in Fig.4.

During the heating period, waste of the low-temperature cooling water is upgraded to 40 ºC, and converged with both waste...
heat of high-temperature cooling water and waste heat from the condenser. The low temperature waste heat about 40 °C is split into four parts. The water-to-water heat exchanger -1 is used to recover one part of low temperature waste heat, and heat return water of the primary network. The double-effect absorption heat pump -2 is used to recover another part of low temperature waste heat, and heat circulating water in the primary network from the heat exchanger -1. The single-effect absorption heat pump is used to the third part of low temperature waste heat, and heat circulating water in the primary network. The fourth part comes into the cooling water, and discharge low temperature waste heat. The heated circulating water in the primary network from the single-effect absorption heat pump flows into heat exchanger -2 and -3, and is heated by medium temperature hot water from red-hot coke and flue gas, and low-pressure steam, respectively. Finally, the heated circulating water in the primary network from the heat exchanger -3 is severed as supply water of the primary network. The hot water storage tank is used to take in surplus waste heat and discharge heat to cover the regulating demand of heat load. With the decrease of heat load demand, the heat exchanger-3 and -2 get out of operation step by step.

2.2. Energy station

The energy station subsystem mainly comprises a single-effect absorption heat pump, a heat exchanger, an ice thermal energy storage tank, a cooling tower and two electric compression chillers, and its sketch is shown in Fig.5.
During the heating period, the single-effect absorption heat pump is coupled with the heat exchanger for transmitting heat from the circulating water in the primary network to that of the secondary network, and lower the temperature of the return water for the primary network to 25 °C, which is much lower than that of the secondary network. It is emphasized that the ice thermal energy storage tank and two electric compression chillers are shut off during the whole heating period.

During the cooling period, the single-effect absorption heat pump is decoupled with the heat exchanger, and works together with other equipment. In the day time, with the increase of the cold load, the ice thermal energy storage tank would be put into operation in turn. At night, the electric compression chiller is opened for generating ice thermal energy. It needs to be pointed out that the single-effect absorption heat pump works day and night, and the chilling water of the single-effect absorption heat pump serves as cooling water of the electric compression chiller, which has smaller pressure ratio of outlet pressure of refrigerant to inlet pressure of refrigerant for the compressor. Thus coefficient of performance of electric compression chiller located in the energy station is big.

It needs to emphasized that the operation modes of the primary network, secondary network and chilling water network adopt the mode of constant mass flow rate.

3. ANALYSIS OF CASE

3.1 Main information of case

The case located in the northern China, and its heat load and cooling load are 67,350 kW and 37,647 kW. The studied coking plant can produce coke by 1,000,000 tons per year, and the distance between the coking plant and the center of end-consumers is 30 kilometers. The prices of cold energy, thermal energy, electricity and waste heat are 0.74 ¥/kWh, 30 ¥/kWh, 0.7405 ¥/kWh and 0.054 ¥/kWh. The annual interest of bank is 4.8%.

The main thermal parameters of the proposed district heating and cooling system are listed into Table 1.

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>Equipment</th>
<th>Inlet / Outlet temperature for PN (°C)</th>
<th>Capacity (kW)</th>
<th>COP (W/W)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Space heating</td>
<td>Space cooling</td>
<td>Space heating</td>
</tr>
<tr>
<td>Heating station</td>
<td>Heat exchanger-1</td>
<td>25 / 37</td>
<td></td>
<td>8,356</td>
</tr>
<tr>
<td></td>
<td>Double-effect AHP-2</td>
<td>37 / 55</td>
<td></td>
<td>12,523</td>
</tr>
<tr>
<td></td>
<td>Single-effect AHP</td>
<td>55 / 65</td>
<td></td>
<td>6,959</td>
</tr>
<tr>
<td></td>
<td>Heat exchanger-2</td>
<td>65 / 80</td>
<td>65 / 80</td>
<td>10,670</td>
</tr>
<tr>
<td></td>
<td>Heat exchanger-3</td>
<td>80 / 120</td>
<td>85 / 120</td>
<td>27,856</td>
</tr>
<tr>
<td></td>
<td>Double-effect AHP-1</td>
<td></td>
<td></td>
<td>13,244</td>
</tr>
<tr>
<td></td>
<td>Condenser</td>
<td></td>
<td></td>
<td>3,826</td>
</tr>
<tr>
<td></td>
<td>Electricity generator</td>
<td></td>
<td></td>
<td>2,861</td>
</tr>
<tr>
<td></td>
<td>Cooling tower</td>
<td></td>
<td></td>
<td>9844</td>
</tr>
<tr>
<td></td>
<td>Hot water storage tank</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy station</td>
<td>Single-effect AHP</td>
<td>120 / 25</td>
<td>120 / 65</td>
<td>32,185</td>
</tr>
<tr>
<td></td>
<td>Heat exchanger</td>
<td>94.7 / 45</td>
<td></td>
<td>35,165</td>
</tr>
<tr>
<td></td>
<td>Electric compression chiller</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cooling tower</td>
<td></td>
<td></td>
<td>12 / 7</td>
</tr>
<tr>
<td></td>
<td>Ice thermal energy storage tank</td>
<td></td>
<td></td>
<td>37 / 32</td>
</tr>
</tbody>
</table>

Remarks: PN—primary network

3.2 Thermodynamic performance

With the increase of the demand of heat or cold load, the system coefficient of performance would vary to a certain extent, and the system coefficient of performance for space heating is significantly different from that for space cooling. Besides, exergy efficiency is generally used to evaluate energy conversion and transfer process [11]. Therefore, the proposed district heating and cooling system should be assessed from the aspect of one year, and annual system coefficient of performance
and annual product exergy efficiency are presented.

Annual system coefficient of performance (ASCOP) is defined as the ratio of output load to electricity consumption for one year, and it is computed as follows:

\[
ASCOP = \frac{\int q_h \, dt + \int q_c \, dt}{\int q_e \, dt}
\]  
(1)

Annual system product exergy efficiency (ASPEE) is defined as the ratio of output exergy for the secondary network and chilling network to input exergy for one year, and it is calculated as follows:

\[
ASPEE = \frac{\int \dot{E}_x^{out} \, dt + \int \dot{E}_x^{in} \, dt}{\int \dot{E}_x^{in} \, dt}
\]  
(2)

The proposed district heating and cooling system is compared with the conventional heating and cooling systems [8], and their ASCOPs and ASPEEs are shown in Fig.6.

As can be seen from the Fig.6 that ASCOP of the proposed district heating and cooling system is about 3.1 times of that of the conventional heating and cooling systems. It is caused by the fact that the proposed district heating and cooling system could recover a great deal of coking waste heat for saving natural gas and electricity. Besides, ASPEE of the proposed district heating and cooling system is larger 24.1% than that of the conventional heating and cooling systems. For the proposed district heating and cooling system, waste heat utilization ratio is about 65.1% during a year, and recovering waste heat of one ton of coke production would save natural gas by about 23.3 Nm³.

Thus, compared with the conventional heating and cooling systems, the proposed district heating and cooling system has a more advanced energy conversion and transfer process.

3.3 Economic benefit

The first costs of equipment are computed according to average value of current market price for the same equipment, and other cost are calculated according to China’s current investment estimation in public works [12]. The initial investment capital of the proposed district heating and cooling system is given in Table 2.

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>Equipment cost (¥)</th>
<th>Construction cost (¥)</th>
<th>Installment cost (¥)</th>
<th>Other cost (¥)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heating station</td>
<td>681,190,000</td>
<td>102,180,000</td>
<td>136,240,000</td>
<td>102,180,000</td>
</tr>
<tr>
<td>Primary network</td>
<td>17,610,000</td>
<td>38,040,000</td>
<td>3,520,000</td>
<td>2,640,000</td>
</tr>
<tr>
<td>Energy station</td>
<td>67,740,000</td>
<td>10,160,000</td>
<td>13,550,000</td>
<td>10,160,000</td>
</tr>
</tbody>
</table>

Compared with the conventional heating and cooling systems, the proposed district heating and cooling system has larger initial investment capital, which would have an impact on the economic benefit of the proposed district heating and cooling system. Investment recovery period is an indicator of economic benefit, and it is usually used to assess feasibility of the district heating and cooling systems.
At present, considering great reduction potential of carbon emission-reduction, China’s central and local government generally provide an extra financial subsidy for construction of the low-carbon district heating and cooling system. The relationships between subsidy ratio and investment recovery period are exhibited in Fig.7.

Fig.7 shows that investment recovery period becomes shorter with the increase of financial subsidy ratio. As for benchmark of investment recovery period in the section of district heating at 10 years, the fair financial subsidy ratio is about 31.5% for the proposed district heating and cooling system. Compared with investment recovery period of the conventional heating and cooling systems at about 8.5 years, the proposed district heating and cooling system has longer investment recovery period, but its potentials of energy-saving and emission-reduction are greater.

4. CONCLUSION

The proposed district heating and cooling system is analyzed from the perspectives of thermodynamics and economics, some important conclusions are made as follows:

(1) Reconfiguring the multiple heterogeneous waste heat flows contributes to decreasing irreversible loss and increasing waste heat utilization rate for low carbon district heating and cooling.

(2) For the proposed district heating and cooling system with waste heat transportation distance at 30 kilometers, annual system coefficient of performance, annual system product exergy efficiency, and annual waste heat utilization rate are 7.56, 30.3, and 65.1%, respectively.

(3) The proposed district heating and cooling system has large initial investment capital, and it subsidy at is helpful to encourage development of the coking waste heat district heating and cooling.
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ABSTRACT

The EU’s ambitious targets for reducing greenhouse gas emissions by 55% until 2030 can be achieved by improving energy efficiency and by a consistent and sustainable replacement of the fossil energy sources used today, with renewable alternatives. The activities in the project RES-DHC stands for a wider introduction of Renewable Energy Sources (RES) in District Heating and Cooling (DHC) sector to actively support the transformation to climate neutrality. The main objective of RES-DHC is to support the transformation of existing urban DHC systems to RES in six participating regions and thereby to derive – from these practical cases – technical and organizational solutions for such transformation processes. Therefore, the project is built on two key approaches. A market-oriented implementation process with concrete measures and actions in the six participating regions (Austria, Germany, Italy, Poland, France, Switzerland) is pursued through the implementation of regional stakeholder advisory group. To ensure a sustainable implementation process, strategy and action planning by the regional stakeholder advisory group was used to trigger the realization of measures at an early stage. The measures range from technical feasibility studies on the integration of waste heat sources, geothermal energy, storage technologies, large-scale solar thermal plants, and supply options from the district heating return flow to legal framework improvements, market support and awareness raising for investments in RES DHC. Overall, it can be underlined in a very positive way to bring all crucial stakeholders of a region together and to work jointly on solution strategies.

Keywords: Renewables, DHC, Transformation, Stakeholder

<table>
<thead>
<tr>
<th>Abbreviation meaning</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RES</td>
<td>Renewables</td>
</tr>
<tr>
<td>DHC</td>
<td>District heating and cooling</td>
</tr>
<tr>
<td>CAPEX</td>
<td>Capital expenditure</td>
</tr>
<tr>
<td>RSAG</td>
<td>Regional stakeholder advisory group</td>
</tr>
<tr>
<td>CHP</td>
<td>Combined heat and power plant</td>
</tr>
</tbody>
</table>

1. INTRODUCTION

1.1 Framework conditions for district heating and cooling

Decarbonization is one of the greatest challenges of our time, not only due to advancing climate change, but also due to a
geopolitical crisis. The importance of moving away from fossil fuels does not only relate to the reduction of energy consumption, the increase of energy efficiency and the production of renewable energies, but mainly concerns the reduction of dependency on single energy sources with the increase of diversification [1] to achieve the ambitious targets for reducing greenhouse gas emissions by 55% until 2030 [2]. The district heating and cooling sector covers more than 50% of the total energy consumption in Europe [3] and the existing district heating and cooling grids offer a great potential to supply urban regions with heat or cold. About 60 million people in the EU benefit from district heating at present, so that the degree of supply with district heating ranges from 20% in Central Europe to more than 50% in Northern Europe [3]. In Austria, an economic potential of up to 50% is achievable, which means almost a doubling in district heating supply [4]. The Heat Road Map Europe defines the share of district heating for a smart energy system with sector integration at about 50% [5]. The share of renewables in district heating is led by Sweden with 70% and already achieves more than 50% in e.g., Denmark, Lithuania, Switzerland, France, or Spain. Still, there is a high potential for further development and especially for full decarbonization of the district heating sector. Figure 1 presents the share of district heating and cooling in European regions and the share of renewables in DHC.

Figure 1: Ratio of district heating to heat market in % (left) and ratio of renewable energy sources to district heating in % (right). Image source: Hamburg Institut [3]

1.1 District heating and cooling – current heat production scenario

At present, most of the heat in DHC required is provided by centralized systems with a small number of production plants. Sustainable solutions make it possible to utilize local resources with a high share of renewable energy sources and to integrate them into existing heating and cooling grids in a sustained transformation process, therefore good examples are found in Scandinavian and Baltic countries [3, 6, 7, 8]. In combination with heat storage systems [9], fluctuating energy sources can also be used reliably in the heat supply. Available energy carriers such as solar thermal energy [10], geothermal energy [11, 12], ambient heat, or industrial waste heat can be combined via heating networks and continuously integrated into the regional heat supply. Heat pump technologies increase the use of low temperature sources, increase efficiency in heating networks, enable fluctuating renewable electricity generation to be converted into usable heat for utilization in heating grids.[13, 14] In parallel to the right combination of technical solutions, the necessary regulatory and organizational barriers need to be addressed through active stakeholder integration, innovation and business models, sustainable financing options and legal-political frameworks [15, 16, 17, 18].

1.2 Challenges and barriers for RES in district heating and cooling in European regions

The barriers for a realization a high share of RES in DHC often depends on country specific boundary conditions, due to political and legal regulations, energy planning and building renovation aspects, over-reliance on fossil fuels and a lack of awareness. Table 1 presents a summarized overview of the consulted barriers and challenges.

<table>
<thead>
<tr>
<th>Table 1: Challenges and barriers for RES in DHC in European regions [3, 19]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technical Barriers</strong></td>
</tr>
<tr>
<td>• Retrofitting of existing networks by lowering the supply</td>
</tr>
<tr>
<td>temperatures or increasing the heat density</td>
</tr>
<tr>
<td>• Integrate and plan decentralized renewable sources e.g.,</td>
</tr>
<tr>
<td>solar thermal energy or industrial waste heat (e.g.</td>
</tr>
<tr>
<td>space requirements)</td>
</tr>
<tr>
<td>• Lack of experience with new generation and storage</td>
</tr>
<tr>
<td>technologies as well as technologies to couple the</td>
</tr>
<tr>
<td>different sectors</td>
</tr>
<tr>
<td>• Compatibility of building stock with the low operating</td>
</tr>
<tr>
<td>temperatures required for 4th or 5th generation of DHC</td>
</tr>
</tbody>
</table>
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The activities of the EU project RES DHC address these multiple challenges of market acceptance to achieve a higher share of renewable energy sources in urban district heating and cooling grids and to deal with the development of solutions and instruments for the implementation of projects.

2. METHODOLOGY

The main methodological approach of the project integrates a vertical pillar that includes the close to market implementation process of concrete actions and measures, supported by the development of regional stakeholder groups. The phases of the implementation process range from strategy development, action planning, consultation with the regional stakeholder group, to the realization of actions to improve the legal and policy framework, increase stakeholder engagement, and promote investments in renewable energy while considering environmental, economic, and social impacts. The horizontal pillar of the project is the transnational support and cooperation within the regional stakeholder groups together with selected experts.

2.1. Stakeholder analysis and engagement

To identify, analyze and manage the relevant stakeholders in the development of reliable measures to increase the share of RES in DHC of the participating regions, a four-step stakeholder integration process [20] was initiated. First, the relevant stakeholders in the region were identified; then, the importance of the stakeholders was explained; and third, the needs and expectations were collected and compared with the relevant value proposition. In the fourth step, key stakeholders were consolidated, and a working group (RSAG) was organized to support and guide the action and implementation process in each region.

2.2. Decarbonization mapping and guidelines

The analysis process of decarbonization road mapping addresses a five step-by-step plan for the development of climate neutrality for district heating networks. The aim is to identify, coordinate and systematically plan the relevant renewable technologies, energy sources and regional resources to implement target-oriented measures and projects. Based on the analysis of the initial situation, it is necessary to define in the next step the system boundaries, targets until 2035 and 2050. In the third step, measures and their potentials are identified, and their techno-economic capabilities are determined. The fourth step aims at implementing scenarios for the future heat supply with the identified measures and mapping the reduction paths. In the fifth step, the most realistic reduction path is selected, and implementation is planned with concrete projects.

2.3 Content analysis for decision-making

Is the analysis of the implicit or explicit content of communicated material by classifying, tabulating, and evaluating the essential elements and issues to determine their importance, and preparing them for policy and decision makers [21]. The aim is to support the legal and political approaches to achieving climate neutrality in the DHC sector with a structured content analysis, to assess the effectiveness of funding programs, to examine taxes, fees, and other incentive systems and to provide them as a basis for decision-making.

<table>
<thead>
<tr>
<th>barriers</th>
<th>electricity sector.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Numerous laws and policies at EU and national level that address DHC</td>
</tr>
<tr>
<td></td>
<td>Lack of financial support and no clear regulation for financial investors</td>
</tr>
<tr>
<td></td>
<td>Negative boundary conditions e.g., fossil fuel subsidies, mis-regulated heat prices</td>
</tr>
<tr>
<td>Financial and economic</td>
<td>High CAPEX and long payback periods make it difficult to attract investors</td>
</tr>
<tr>
<td>barriers</td>
<td>Lack of reliable funding schemes</td>
</tr>
<tr>
<td></td>
<td>Lack of clear and reliable business models to have secure political and financial interests</td>
</tr>
<tr>
<td>Social barriers</td>
<td>Lack of involvement of citizens and stakeholders in the development of DHC projects</td>
</tr>
<tr>
<td></td>
<td>Awareness for social benefits</td>
</tr>
<tr>
<td></td>
<td>Unrealistic expectations about cost savings delivered by DHC</td>
</tr>
<tr>
<td>Knowledge and perception</td>
<td>Poor reputation of RES and DHC</td>
</tr>
<tr>
<td>barriers</td>
<td>Not offer the appropriate individual heating solution for customers</td>
</tr>
<tr>
<td></td>
<td>Lack of awareness of different stakeholders, e.g., politicians, building owners, installers</td>
</tr>
<tr>
<td></td>
<td>Lack of specialists and skilled employees e.g. in heating, ventilation, and air conditioning as well as underground construction</td>
</tr>
</tbody>
</table>
2.4 Capacity building and information campaigns

Capacity building and knowledge transfer in the decarbonization of district heating systems as well as increasing the share of renewable energies and their technical, economic, and social aspects are a key issue in this context for the relevant stakeholders. Online events, study tours, face-to-face workshops, coachings or individual trainings provide a valuable way to increase awareness and know-how to selected stakeholder groups such as energy and municipal utilities, planning agencies, local governments and municipalities, energy cooperatives, research institutions and interested citizens.

2.5 Feasibility studies

Using feasibility analysis, the measures will be analyzed for their applicability under the given regional framework conditions. Possible implementation difficulties can thus be identified at an early stage and considered in further project development. Analysis of selected implementation projects regarding their technical, economic, ecological, and social effects.

2.6 Consulting in bilateral workshops

Offering tailored consulting to energy and municipal utilities, workshops were held with interested applicants. The topics of the workshops were the transformation of existing DHC from fossil based to renewable generation and the options for setting up new DHC systems running on renewable heating sources. The workshops were prepared in a preparatory meeting with the client and then held online or on the ground with the utilities.

3. RESULTS

Six European regions are involved in the RES DHC project. The heat supplier-based regions Graz (AT), Szczecin and Westpommern (PL), and some areas within North-West of Italy (IT) are dealing on implementation-related issues and concrete case studies to increase the share of renewables in DHC. The authority-based regions Baden-Württemberg (DE), Auvergne-Rhône-Alpes (FR), and Swiss Cantons (CH) focus on the development of legal and policy framework conditions and their market support actions. Selected results from the regions will be highlighted below.

3.1 Formation of regional stakeholder advisory groups

The aim of setting up regional working groups was to promote decarbonization in district heating with targeted measures, workshops, and activities in the region and to optimally support decision-makers. The selected working groups in the six regions connect the key stakeholders who can contribute to the implementation of measures and knowledge providers for decisions. These range from energy suppliers, heat grid operators and district heating associations, regional authorities, municipalities, energy agencies and research institutions. Depending on the region, the working groups have intensified different measures and activities, including addressing the technological integration of RES, improving the regulatory and political framework, working on funding models, developing decarbonization strategies or stimulating knowledge exchange and transfer between operators, citizens, and experts. The regional stakeholder groups formed the basis for the development of further implementation. The set-up of the RSAG, the open exchange within the group, the identification of ideas and the realization of measures are a key success factor for the participating regions towards a decarbonized district heating supply. The RSAGs are also a good example for the acceleration of implementations and valued communication with the community. In the long term, the RSAGs will collaborate after the end of the project.

3.2 Decarbonization mapping for the City of Graz

The urban district heating supply of the city of Graz with an average heat production of about 1,100 - 1,200 GWh/a and a grid length of about 450 km (status 2022) has developed a road map for the decarbonization of the heat supply and focuses on the use of renewable energy sources with concrete projects in order to strengthen the city and the surrounding region in the long term in achieving the climate targets, to guarantee the security of supply and to increase the added value. The specific projects (Figure 2), with a heat production capacity of around 660 GWh by 2030, focus on the intensive integration of waste heat from commerce and industry (~240 GWh), heat based on non-recyclable waste (~185 GWh), the energetic utilization of sewage sludge and waste heat from the sewage treatment plant (~36 GWh), and biomass plants in combination with solar thermal and storage technologies (~200 GWh). In addition, intensive efforts are being made to increase efficiency in existing urban buildings and heating systems, as well as in the network densification of the existing urban district heating area and the grid expansion to newly developed urban districts. Reduction paths until 2040 to achieve fully renewable district heating in Graz have also been developed but are not yet backed up with concrete projects and implementations. The energy savings of the concrete implementations (Figure 2) manage to increase the share of renewable energy from 22 % in 2022 to approximately 65 % in 2030. In the development of the concrete projects for the interim goal by 2030 [28], it has become clear that bringing together the key decision-makers is the essential success factor for realizing implementations and identifying new ideas through cooperation with experts.
Figure 2: Decarbonisation strategy 05/2022 of district heating in the wider region of Graz with concrete projects up to 2035.

3.3 Guideline to temporary solutions for the expansion of DH in Swiss regions

The supply of heat in Switzerland is responsible for an energy consumption of around 100 TWh per year and is about half of the total energy consumption (as of 2020). More than 60% of this, or over 60 TWh per year, is currently generated using fossil fuels. Since fossil energies must be reduced to achieve the climate targets, Switzerland’s “heat strategy” focuses on increasing efficiency, with a forecast reduction to 70 to 80 TWh/a. The remaining energy demand is to be decarbonized as far as possible through the expansion of DH grids supplied with waste heat and renewable energies as well as decentralized individual solutions. Coordinating the expansion and new construction of DH grids in line with the overall municipal energy planning is a complex, time-consuming, and lengthy process. Therefore, it is important to involve potential heat customers in the planning process at an early stage so that they are informed about the possibility of connecting to a thermal network when renewing their energy production or building new ones. At the same time, it is also necessary to offer clever and approvable temporary heat supply solutions, so-called temporary solutions, so that the time until the customer is connected to the thermal network can be covered. The guideline [26] describes these possibilities from a technical, economic, operational, and legal point of view. The information supports the optimal planning and valuable implementation and helps to improve the economic efficiency and expansion of thermal networks.

Figure 3: Timeline of the offer of temporary solutions in the planning and operation of a DH based on the SIA phases according to SIA 108 (Image source: Verenum AG). *Estimation, depending on the situation may be shorter or longer [26]

3.4. Feasibility study on energy storage technologies – investigations in Graz and Italy

A feasibility study on cavern storage technologies was conducted in urban area of Graz. Hydraulic engineering and rock mechanics criteria were defined, which are useful for the construction of caverns, and were compared with the geological
conditions in the urban area of Graz. Therefore, possible locations could be identified in the West and Northwest of the city of Graz. These are in solid rock and offer the necessary topographical and logistical conditions for the for the construction of cavern storage systems. For two sites, a possible concept with different storage volumes was elaborated, based on the principle of individual storage shafts. The initial analysis has shown that there are potential areas of application for cavern storage in Graz, although technical questions regarding casting, thermal insulation and charging cycles still need to be clarified in further detailed analyses. [22]

A study on the possibility of integrating thermal storage solutions in district heating systems was also investigated in an existing DH network in Italy. The scope of the action includes the analysis of different scenarios of alternative heat supply solutions aiming at increasing the share of RES in the heat supply mix and reducing the dependance on heat production from CHP and gas boilers, also considering future expansions of the system and existing hydraulic constraints of the network. This preliminary study will be useful for the DH network operator to carry out further investigations and assessments for the improvement of its asset.

The studies on storage technologies clearly show the necessity of integrating fluctuating renewable energy sources into the district heating supply and that, despite the high investment costs, the consideration of the regional framework conditions and differences, further detailed planning and research work is still necessary.

3.5 Spatial planning aspects for RES locations in Poland

In Poland, only 24% of heat is produced in DH, and over 70% of energy production is based on coal. According to KOBiZE (National Center for Balancing and Managing the Emissions) biggest RES potential in Poland in the nearest future will be solar collectors, heat pumps and pellet boilers. SEC group conducted an internal project on decarbonization mapping for the E.ON based assets with more than 280 MW installed capacity in Poland. Due to current development of decarbonization concepts for DH systems, an inventory of existing and planned actions regarding urban development has been planned and implemented. This action showed, where it is possible to locate e.g., solar thermal solutions or heat pumps using wastewater or rivers as heat source. All the investments in DH require a formal procedure, that ensures, that new installations safe for environment and citizens and fulfils necessary requirements regarding safety of the technology. Once a DH company has identified relevant areas for renewables, there are three possible scenarios to check availability. (1) There is no spatial planning available: In this case construction conditions are required, sometimes additional investigations based on national regulations are necessary. (2) Spatial management plan will be developed: In this case, DH company can apply to the municipality to put appropriate regulations in the planning process. (3) Spatial management plan exists: The use of RES in the area is possible, then the building permit is necessary, or the use of RES is not foreseen, then construction is normally excluded, although amendment can be applied at the municipality. For the development of further spatial energy planning the communication with the municipality is essential.

The results from Poland demonstrate that only viable spatial planning can enable the increase of renewable technologies to be utilized in a meaningful way and can significantly accelerate the decarbonization process by reducing the period from approval to implementation.

3.6. Methodological guide for decarbonization to support decision-making in Baden-Württemberg

The overall climate goal in the model region Baden-Württemberg is to have 45% of renewable heat for the district heating (DH) generation by 2030 and to be climate neutral by 2040 [23]. In 2018 round about 10% of the energy consumption for heating purposes in Baden-Württemberg was supplied by DH systems [24]. The implementation of the political goals to achieve a climate-neutral heat supply by 2040 in Baden-Württemberg poses enormous challenges for utilities, planners, investors, and cities. Successful measures to increase the RES share in DHC require adjustments of the system components heat generation, heat distribution and heat consumption in individual DH systems based on available local RES. A methodical approach was developed to identify and to unlock local potentials and support the decision-making process. Concrete in two demo cases the methodological approach supported the municipalities on their way towards a higher share of RES in DHC.

In these demo cases the current state of the local heat consumption as well as the available renewable energy sources were analyzed. It became obvious, that individual DH systems has specific needs to increase RES in DHC. Besides that, the evaluation of the actual state of existing DH systems and the analysis of local potentials to improve the share of RES are easier than the implementation of concrete measures based on the results gained: In both demo cases the measures discussed leads to further technical challenges that needs to be investigated before starting the decision making and implementation process. Based on the results, further steps for the elaboration of an individual transformation plan and specific measures for the implementation were discussed in certain stakeholder workshops. The methodological approach elaborated during the project is in line with the national founding program (BEW) in Germany [27].

3.7 Standardization on permitting process and improvement of the incentive framework in Italy

In Italy, in 2021, the building stock connected to district heating networks has reached a volume of approximately
382 million m$^3$ and the extension of the urban district heating networks is of approximately 4,800 km [25]. Considering the mix of primary energy sources used in production systems, fossil fuels (mostly natural gas) represent 73% of the total, while the remaining quota is covered by solar, geothermal, biomass, wastes and heat recovered from industrial processes [25]. To support the expansion of renewable technologies and district heating and to achieve the climate targets, it is necessary to work on the regulatory framework. The simplification and standardization of the permitting procedures for the project development of district heating networks run on renewables is an essential approach in Italy; allowing to reduce time and costs while increasing the probability of project success and local acceptability. Specific factsheet on different RES technologies were prepared together with the key market stakeholders, including the Italian DH Association (AIRU), debugging false myths about such technologies and proposing concrete actions for simplifying their adoption. Another measure was to provide suggestions for improving the current incentive framework, since district heating from renewables is not adequately represented in the many incentive opportunities available in Italy. This action, therefore, aimed to bridge this gap by proposing practical solutions for its correction in different fields and at different levels, including incentives for buildings, White Certificates, reduced VAT, etc., thus also making projects more bankable. One of the concrete results of this action was the adoption of a 4% lower VAT regime for DHC at the beginning of 2023.

3.8 Capacity building workshops and webinars on knowledge transfer

To overcome the lack of knowledge and awareness for RES in DHC, information campaigns, with webinars, face-to-face workshops, capacity building activities and study tours for targeting local authorities, end users and utilities were addressed to adequately inform about the real potential, costs, and benefits of renewables in district heating. In total, more than 40 events were organized in the six regions. Concrete capacity building workshops on renewable technologies, including large scale heat pumps, solar thermal, biomass, storage technologies, deep geothermal potential, approaches to reduce grid temperatures as well as spatial planning were addressed. Events on financing, marketing green DHC with certificates of origin and business models, and energy communities have tried to highlight the financial added value of the efforts towards more renewable DHC. Furthermore, the provision of information for consumers on participation models (cooperatives, crowdfunding, collective shares, energy communities, etc.), focusing on the role that district heating can have in thermal energy communities in the future were developed and disseminated. The intensive awareness work has trained relevant stakeholders in the regions in terms of technical and organizational skills and prepared them for the steps towards decarbonization.

A widespread impact has been demonstrated the Auvergne Rhône Alpes region of eastern France by a conducted webinar series. The region accounts for 900 km of district heating network with heat production of about 4,000 GWh. Between 2020 and 2022, the production of renewable heat in DH networks rose from 65% to 70%. The region's partners have put their faith in the development of digital tools to help local authorities estimate the development potential of heating networks and renewable energy production (territory.fr, by AURA-EE) and design offices to size installations (ENRSim by the CEA). Funding for solar installations and thermal storage has also been boosted by the Regional Council ERDF. The impact of the webinars on solar thermal energy for DH with more than 130 participants has been viewed almost 10,000 times.

4. DISCUSSION AND CONCLUSION

The structured methodological approach of the RES DHC project as well as the different implementations on the technological, structural, and regulatory-financial level in the six regions demonstrated concrete examples of how the decarbonizations of DHC can be advanced and the transformation towards climate-neutral heat supply can be promoted in a sustainable way. The project indicates that the analysis of technical parameters and local potentials for renewable energy is much easier to design compared to the decision-making and implementation process since all barriers, including the technological barriers, have to be addressed by regulation at European, national, regional and local level. Thus, uncertainties in the development of the transformation strategy, such as the heat demand forecast or cost estimates, can lead to barriers in the decision-making process. To overcome these barriers, the decarbonizations scenarios usually need to be backed up with technical studies as well as economic analyses to be best prepared for targeted decision-making.

A total of 38 measures to increase RES in DHC and support the market acceptance were identified by the partners and their implementation started. The selected measures have shown that starting with a functioning RSAG, ideas, measures and realizations are tackled faster, more efficiently and effectively. That concrete reduction scenarios for DH grids with structured measures and accurate target paths can considerably speed up decarbonization. That new funding schemes, work on faster permitting processes and spatial energy planning measures were realized only through the collaboration in the project and a high impact was reached through the numerous trainings and awareness raising. Furthermore, the frequent exchange of knowledge between the project partners, e.g., regarding the transnational coaching activities and various project meetings enhanced the creativity for developing and implementing the measures. With six model region countries as well as two more supporting countries (Denmark and Belgium), the project enabled comparisons of the current status quo as well as the targets and visions for RES in DHC. This increased the ideas and range of solutions that were applied in the measures. Therefore,
the consistent implementation of emission-reducing measures, DH grids and their urban areas of the participating regions can take on a pioneering role in climate protection and at the same time improve the quality of life and sustainability for their inhabitants.
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Abstract

China requires reducing greenhouse gas emissions, increasing the use of renewable energy, and achieves carbon neutrality by 2060. Biomass is a significant renewable energy source that has several advantages over conventional fossil fuels. This paper develops a new model for the evaluation of the implementation of biomass as a fuel to replace coal for heating in rural buildings. Following the new model proposed in this paper a case study was conducted in Heilongjiang province of China. Then, we calculate the amount of crop straws that can be collected from 2005 to 2020, and analyze coal consumption and carbon dioxide emission of heating in rural buildings from 2011 to 2020. Considering China's carbon neutral target requirements, we analyzed the changes in coal consumption, biomass demand, carbon reduction using the biomass to replace coal for heating in rural areas from 2021 to 2060. We can conclude that coal consumption and carbon dioxide emissions show a fluctuating trend in the past decade with an average value of about 1,100,000 tons and 2,090,000 tons, respectively. Through the use of biomass, carbon dioxide emissions gradually decrease from the initial baseline value to 0, and carbon neutrality can be achieved in rural building heating. The demand for biomass to replace coal accounts for a small portion of the current collectible biomass, with the highest proportion accounting for about 1.7% of the collectable biomass straw.
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ABSTRACT

Waste heat is an important low-carbon heat source for energy systems dedicated to carbon neutrality, attracting the attention of researchers worldwide. In order to promote the utilization of industrial low-grade waste heat resources, it is necessary to investigate and evaluate its potential. Assessments of different waste heat resources have been carried out, mostly in Europe, and many of the research data used in these assessments are outdated. Waste heat assessment for China is focused on industrial plants and power plants, usually through a top-down approach. There is a lack of assessment at the city level and few data on waste heat studies. Therefore, this paper selects Tangshan, an important industrial city, as the evaluation target and conducts an evaluation of waste heat resources. By distributing questionnaires to factories and making field visits, we collected and analyzed information on energy consumption, waste heat resources and the current status of waste heat utilization in key industrial enterprises, based on which we studied the industrial distribution characteristics, temperature distribution characteristics and geographical distribution characteristics of waste heat. It is found that there are 846PJ of key low-grade waste heat resources in Tangshan area, mainly concentrated in the iron and steel industry and the electric power industry. Among them, power plants and steel plants have larger heat sources available, with 539PJ of waste heat in steel plants and 221PJ in power plants.
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1. INTRODUCTION

In order to cope with climate change and solve the problem of resource and environmental constraints, China has proposed the goal of zero carbon by 2060. The heat-using sector is an important component of carbon emissions, and how to achieve thermal decarbonization has become a key topic in carbon neutral research. The heat sector consumed 50% of global end-use energy consumption and produced 40% of carbon emissions in 2018[1]. The heat sector in China mainly includes the supply of heat for urban building heating and light industrial production in northern areas, with 57% of the majority of heat sources currently being coal-fired boilers and thermal media cogeneration plants, and the rest mainly coming from natural gas boilers and a small amount of gas-fired cogeneration[2]. Fossil energy sources such as coal and natural gas are still the main heat sources for heating in China. In order to achieve the goal of carbon reduction in the field of heating, low-carbon must be found for heat demand.

Low temperature waste heat discharged from power plants, factories, data centers, waste incineration, wastewater treatment plants, etc. can transform traditional fossil energy-based heat sources. Waste heat recovery requires consideration of various factors, such as the amount of available waste heat, temperature levels, and geographic location, and these variables can affect the feasibility and economics of recovering waste heat, so a thorough evaluation of waste heat can help facilitate the recovery of waste heat.

Waste heat resources have been estimated at the national level in various European countries, the United States, China, and India, and in some countries, waste heat temperature levels in different sectors have been analyzed and waste heat maps have been conducted. Zuberi[7] assessed the techno-economic waste heat recovery potential of the Swiss industry. [11] conducted a bottom-up estimation of waste heat in key energy-using industries in the US manufacturing sector and found that about 20-50% of industrial energy inputs are lost in the form of waste heat. [12] estimated the waste heat potential of five energy-intensive industrial sectors in India. Luo [13] estimated the low-grade industrial waste heat potential in northern China and found that about 100 Mtc of industrial waste heat could be recovered in northern China during the heating season.

Temperature distribution is also an important area for waste heat assessment. Bühler[3] estimated the recoverable waste heat for three sectors in Denmark to be 266 PJ, about 13% of the end-use energy, but only the temperature of the heat was mapped, not the geographic location of the waste heat. Luberti [8] estimated waste heat by sector and temperature for the power generation and industrial sectors in the EU, and the analysis showed a total waste heat of 2880 TWh, of which 81.1% was below 80°C. The United States has 43 × 109 GJ of waste heat above 30°C and can reduce 12% of U.S. primary energy consumption and 13% of carbon emissions by recovering waste heat[9].

The geographic distribution of waste heat resources has an important impact on the availability of waste heat, and spatial modeling of waste heat resources and conducting waste heat mapping can promote the utilization of waste heat. Lund[4] performed a detailed spatial analysis for eight categories of heat sources in Denmark, which showed that potential waste heat sources existed near almost all central heating areas. Alice [5] estimated the total heat demand for the residential sector in Italy at 329 TWh and the amount of WH and renewable heat that can be used for DH at 156 TWh, and developed a GIS map containing heat sources and DH demand. Max[6] mapped the waste heat from the power generation and industrial sectors in the UK, which was estimated to be 391,000 GWh in 2018, with waste heat concentrated in areas of high population density and traditionally strong industrial base. Waste heat resources in the energy and industrial sectors were quantified and mapped in 27 European countries and found that 46% of the waste heat resources were concentrated in 63 strategic thermal synergy regions[10]. Zheng [14] surveyed and mapped the power plant, industrial waste heat, biomass and waste resources in 1047 administrative regions in northern China and analyzed the regional heat balance.

Waste heat assessments at the national level are usually obtained by estimation. Some studies derive energy consumption data from carbon emission data or obtain energy consumption data directly from metering facilities[10], and then draw on existing waste heat recovery factors to derive waste heat resources for different temperatures and industries, while other scholars derive waste heat resources from waste heat per unit of product and product yield. Both rely heavily on waste heat resource information from previous scholars, which is generally obtained through waste heat resource survey at the provincial and municipal level [14]. For example, the theoretical waste heat potential of 290 industrial enterprises in the Basque Country was evaluated by analyzing an industrial database[15]. Luo[13] has conducted a detailed study of waste heat in 80 steel and cement plants in Hebei Province, combining questionnaire research and field research, in which the total amount of waste heat, the heat source medium, the temperature and geographical distribution of waste heat were analyzed. Other regional waste heat resource assessments at the provincial and municipal level are also generally analyzed using estimated methods. Dénarié[16] evaluated the industrial waste heat potential of the city of Milan, Italy, by applying heat recovery factors. In [17], the potential for industrial and commercial waste heat supply was estimated for the community of Lokstedt, Hamburg, Germany, using a method that estimates the energy demand by the energy demand per unit of personnel
and the number of employees, and then obtains the waste heat potential based on the percentage that can be recovered as waste heat. In [18], the industrial waste heat in the Basque Country of Spain was estimated by industry and temperature, and the method used was to obtain the waste heat potential by multiplying the plant energy use data by key recovery factors.

In addition to power plants and factories, several studies have analyzed other potential sources of waste heat. Wilson [19] estimated the waste heat recovery potential of wastewater in the UK to be about 18.3 TWh. Davies [20] analyzed the feasibility of using waste heat from data centers for central heating in the UK. Persson [21] analyzed the waste heat potential of various types of urban waste heat sources in Europe, including data centers and wastewater treatment plants.

There are relatively few existing surveys on waste heat resources, especially in China. The survey [13] that have been conducted also focus on two industrial sectors, steel and cement, neglecting other waste heat sources. Therefore, this study selects an important manufacturing city (Tangshan City) as a case study to conduct surveys of waste heat resources and add to those not covered by the research by estimating. This research combines research and estimation methods to conduct a bottom-up assessment of total waste heat resources, temperature analysis, and geographic mapping of plants, power plants, waste-to-energy plants, and data centers in Tangshan City.

2. METHODOLOGY

2.1 overall methodology

- Survey: In view of the key energy-using industries in Tangshan City, 49 factories and power plants were selected for investigation, mainly in steel plants, cement plants and power plants. The waste heat potential, temperature and location of key waste heat sources were investigated through field investigation and questionnaire.

- Estimation: In order to improve the assessment results, the potential of other 128 waste heat sources is estimated by product output or carbon dioxide. The data comes from the government’s mandatory report or statistical data.

![Figure 1 Methods for evaluating waste heat](image)

2.2 waste heat survey

This study investigates and analyzes the heat source medium, total amount and temperature of low-grade waste heat through questionnaire distribution and field visits, and estimates the recoverable amount of low-grade industrial waste heat by combining the current feasible low-grade waste heat utilization technology. The recovery of waste heat is constrained by various factors, and when investigating the potential of waste heat recovery in Tangshan iron and steel enterprises, it is necessary to combine the current level of technology to select waste heat resources that have a high recovery potential and can be achieved with existing technology, therefore the following assumptions were applied in the investigation:

- For the waste heat carried by solid finished products, it is difficult to recover, and it is also difficult to install waste heat recovery equipment at the site, so it is not considered as a recoverable waste heat resource for the time being.

- For flue gas waste heat, considering its complex composition, if the recovery temperature is too low often condenses out corrosive substances, in order to avoid excessive investment in anti-corrosion costs, only the waste heat above 80°C is considered in the calculation of waste heat potential, and the waste heat below 80°C is not considered. Taking into account the characteristics of the flue gas, the recoverable proportion of flue gas waste heat is taken to be 0.8.

- For the low-pressure saturated steam generated by the gasification cooler, heat supply will produce greater economic and energy-saving benefits than power generation due to the low efficiency of power generation, so it is also considered...
as a waste heat source for statistical purposes.

2.3 waste heat estimation

2.3.1 Industrial Waste Heat Estimation

The estimation of industrial waste heat includes three industries: steel manufacturing, metal processing and cement manufacturing. The data source is the greenhouse gas emission disclosure form for key emission units published by the Tangshan ecological environment department in 2019. The estimation method is shown in Equation 1, using the total annual carbon emissions of the enterprise divided by the carbon emissions per unit product to obtain the annual production, and using the average waste heat per product and temperature distribution coefficient obtained in the survey to obtain the estimated waste heat.

\[ Q = \frac{M_{CO_2} \cdot q}{f_{CO_2}} \]  

(1)

Where \( M_{CO_2} \) represents the total annual carbon emission published by the plant, \( f_{CO_2} \) represents the carbon emission per ton of product published by the plant, \( q \) represents the average waste heat per ton of product obtained by survey.

2.3.2 Waste-to-Energy Plants and Power Plants

The data source for waste-to-energy plants is the installed power generation capacity published in China's automatic monitoring platform for domestic waste-to-energy plants. The data source for power plants is the installed capacity published in the National Carbon Emission Data Public Platform. The estimation is shown in Equation 2, using the Heat-to-Power Ratio from the previous study[22] multiplied by the power generation capacity to obtain the potential waste heat.

\[ Q = P_{power\ plant} \cdot r \cdot h \]  

(2)

Where \( P_{power\ plant} \) represents the power generation, \( r \) represents the Heat-to-Power Ratio, \( r \) is taken as 2.5 for waste-to-energy plants and 1.5 for power plants, \( h \) represents the running time of the power plant and is taken as 6000 hours.

2.3.3 Data Center

The waste heat of the data center is estimated by its power consumption, which is derived from the number of racks and the average power consumption of the racks and the load factor, as shown in Equation 3

\[ Q = p_{data\ center} \cdot N \cdot \eta \cdot h \]  

(3)

Where \( P \) represents the power of a single server, \( N \) represents the number of racks, \( \eta \) represents the load factor, and \( h \) represents the operating time of the server and is taken as 8760 hours.

2.3.4 Wastewater Treatment Plant

The total amount of annual wastewater treatment is derived from the national list of wastewater treatment facilities made public by the Ministry of Ecology and Environment, and the waste heat is calculated as in Equation 4

\[ Q = c \cdot \Delta t \cdot V \]  

(3)

Where \( c \) represents the effluent heat capacity, assumed to be equal to 4.2 kJ/kg*°C, \( \Delta t \) represents the heat extraction temperature difference, taken as 5°C, and \( V \) represents the annual treated effluent volume.

3. RESULTS

3.1 Waste Heat Resources Evaluated by Survey

49 key waste heat sources were investigated, including 16 steel manufacturing plants, 11 cement plants, 7 power plants, 6 chemical plants, 4 coke plants and 5 other plants, which have extremely rich waste heat resources with a heating capacity of 23.4 GW and annual waste heat of 668.5 PJ. Among the investigated companies, steel plants and power plants are the most important waste heat sources, and these two types of waste sources account for the highest percentage of the investigated plants, 55% and 35%, respectively (Figure 4). Exhaust steam is the most important waste heat medium, because the waste heat from power plants and captive plants of steel plants is cooled by air or water in the form of exhaust steam (Figure 2). Waste heat is mainly concentrated in the low temperature range, with 81% of the waste heat below 60°C (Figure 3).
Figure 2 Media distribution of the investigated waste heat (Steam_low is the saturated steam below 1.6 MPa, Steam_exhaust is the spent steam removed from the turbine, Cooling water_high tem is the cooling water above 60°C, Cooling water_low tem is the cooling water below 60°C)

Figure 3 Temperature distribution of the investigated waste heat

Figure 4 Distribution of waste heat sources in different plants

3.1.2 Waste heat analysis in steel plants

One of the steel plants in the survey was chosen as a case study to present its internal waste heat resources, with an annual production of 7.5Mt of crude steel. The steel plant has a high proportion of low temperature waste heat, with approximately 75% of the waste heat below 60°C and approximately 66% of the waste heat contained in exhaust steam (Figure 5). Ironmaking and gas power generation are the largest waste heat generating processes, accounting for approximately 25% and 54% of the total respectively (Figure 6).

Figure 5 Temperature and media distribution of waste heat in case steel plant

Using the data obtained from the survey of these 16 steel plants, an average total waste heat of 3601MJ/t crude steel was obtained, with the media distribution as shown in Table 1, to be used in the estimation of waste heat resources of other steel plants in Tangshan (Table 1).

<table>
<thead>
<tr>
<th>Medium</th>
<th>Waste Heat (MJ/t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steam_low</td>
<td></td>
</tr>
<tr>
<td>Steam_exhaust</td>
<td></td>
</tr>
<tr>
<td>Cooling</td>
<td></td>
</tr>
<tr>
<td>Fume</td>
<td></td>
</tr>
<tr>
<td>Air</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Waste heat of each medium per unit of crude steel in a steel plant (MJ/t)
In addition to this, the average value of the waste heat per unit of product in the steel processing process of the steel plants surveyed was also calculated (Table 2) to estimate the metal treatment plant where the steel processing takes place.

Table 2. Waste heat of each medium per unit of crude steel in a metal processing plant (MJ/t)

<table>
<thead>
<tr>
<th>Medium</th>
<th>Steel Manufacturing</th>
<th>Water (&gt;60°C)</th>
<th>Water (&lt;60°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metal processing</td>
<td>121</td>
<td>1904</td>
<td>361</td>
</tr>
<tr>
<td></td>
<td>368</td>
<td>683</td>
<td>478</td>
</tr>
<tr>
<td></td>
<td>478</td>
<td>55</td>
<td>3601</td>
</tr>
</tbody>
</table>

3.1.3 Waste heat analysis in cement plants

A cement plant with an annual production capacity of 4.4 million tonnes was also selected as a case study to look at its internal waste heat resources. The waste heat in the cement plant is also concentrated below 60°C, accounting for approximately 82%. Exhaust steam and rotary kilns are the two largest processes in the cement plant in terms of waste heat, accounting for 82% and 11% respectively.

The average unit cement waste heat of the 11 cement plants is 724 MJ/t, and its distribution in different media is shown in Table 3, which can serve to estimate the waste heat resources of other cement plants.

Table 3. Waste heat of each medium per unit of crude steel in a metal processing plant (MJ/t)

<table>
<thead>
<tr>
<th>Medium</th>
<th>Cement</th>
<th>Steam_low</th>
<th>Steam_exhaust</th>
<th>Cooling water (&gt;60°C)</th>
<th>Cooling water (&lt;60°C)</th>
<th>Fume</th>
<th>Air</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>441</td>
<td>89</td>
<td>0</td>
<td>172</td>
<td>22</td>
<td>724</td>
</tr>
</tbody>
</table>

3.2 Waste heat resource evaluation in Tangshan

The total waste heat resources in Tangshan City are evaluated at 846 PJ, with a heating capacity of 32.1 GW. Waste heat from steel plants and power plants accounts for the vast majority, with about 539 PJ, or 64%, from steel plants and 221 PJ, or 26%, from power plants (Figure 10(c)). Waste heat resources are mainly concentrated in Caofeidian and Leting counties on the coast, as well as in Fengnan and Fengrun districts near the city center, and in Qian'an, where there are many large steel plants (Figure 10(a)). Waste heat resources in Tangshan City are mainly concentrated within low temperatures, with less than 60°C accounting for approximately 80% of the waste heat (Figure 10(b)), since the main waste heat from power plants and steel plants is spent steam from power generation (Figure 9).
Figure 9 Media distribution of the investigated waste heat

Figure 10 (a) Geographical distribution of waste heat resources (b) Temperature distribution of waste heat resources (c) Distribution of waste heat resources by heat source type

4. DISCUSSION

The previous analysis has shown that Tangshan City has an abundance and relatively even distribution of waste heat resources, which have great potential for supplying heat. It is worth noting that the vast majority of this waste heat is below 60°C and cannot be utilized directly for the existing heat demand in Tangshan, especially for industrial use, and requires a heat pump to raise the temperature.

In addition, the spatial analysis of waste heat resources generally needs to be accompanied by an analysis of heating demand[13][14]. District heating demand and industrial heating demand have been estimated for each district and county in Tangshan. The district heating demand was obtained by multiplying the heat demand per unit of floor area with the heat supply area, while the industrial heat demand was obtained by consulting the environmental assessment reports of key heat-using enterprises. Although the total amount of waste heat resources in Tangshan is abundant, there are still four districts and counties where the waste heat supply capacity is less than the heat demand, and the problem of insufficient heat sources can be solved by using the rich waste heat resources in the surrounding areas.
5. CONCLUSION

In this paper, a bottom-up evaluation method combining survey and estimation is used. The base data for the estimation of waste heat resources in the industrial sector is derived from the survey of local plants of the same type and is therefore more reliable than a simple estimation. The study identified a wide range of waste heat resources in the Tangshan area, with a heating capacity of approximately 32.1 GW and a waste heat capacity of approximately 846 PJ, and the results of the evaluation showed that most of the waste heat resources come from steel plants or power plants. The analysis found that about 80% of the waste heat resources in Tangshan City are below 60°C, which poses a challenge for the utilization of waste heat. The heat demand in Tangshan City can be fully met by waste heat in total, but after considering the spatial distribution there are four districts and counties that need to introduce waste heat resources from the surrounding areas.
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**ABSTRACT**

Data centers (DCs) and their electrical/electronic components require permanent cooling. Most of the cooling demand in DCs is caused by the servers. Direct liquid server cooling enables an efficient heat removal of the server waste heat. With this technology, the cooling medium (water) leaves the rack with a maximum outlet temperature between $T_{\text{IT,\text{out,max}}} = 50...60 \, ^\circ\text{C}$. Consequently, free cooling with dry coolers is feasible throughout the year. At the same time, waste heat recovery is conceivable for various applications while also necessary for ecological reasons. This paper therefore investigates the heat utilization of DCs with direct liquid server cooling to supply a representative residential quarter with a peak load of 1855 kW and an annual heat load of 5078 MWh. Raising the temperature level of the DC waste heat to the temperature level of the local heating grid $T_{\text{grid}} = 75 \, ^\circ\text{C}$ is done with two heat pumps including two compressors each (refrigerant R1234ze(E)). This study uses transient simulation software TRNSYS to analyze the effect of different DC sizes on the coverage of the heating load of a residential quarter as well as the proportion of reused energy of the DC ($ERF$, Energy Reuse Factor). The results show that for an IT power capacity $P_{\text{el,IT,\text{max}}} = 2200 \, \text{kW}$ the heating load of the grid is fully covered with an $ERF = 0.38 \, \text{MWh}_{\text{th}}/\text{MWh}_{\text{el}}$ (web load profile). A further increase in DC size reduces the $ERF$ value. A ratio bigger than $P_{\text{el,IT,\text{max}}} / Q_{\text{grid,a}} = 0.83 \, \text{kW} / \text{(MWh}/\text{a})$ causes an $ERF \leq 0.2 \, \text{MWh}_{\text{th}}/\text{MWh}_{\text{el}}$. With regard to discussions on legal obligations for waste heat recovery from DCs (e.g., Energy Efficiency Act in Germany), the ratio of DC size and annual heat load plays a decisive role. Additionally, a simplified economic analysis complements the findings of this study.

**Keywords:** waste heat recovery; data center; heat pump; district heating; simulation

**1. INTRODUCTION**

The global demand for computing power is constantly increasing. Reason for this is, among other things, the increase in online services, streaming or professional applications (simulations, artificial intelligence, etc.) [1]. A large part of the world's computing power is generated in data centers (DCs). These are responsible for about 1% of the global energy electricity demand with an increasing trend [2]. Servers have the highest electricity demand in DCs [3]. The energy demand of the servers is caused by IT loads (running programs on the server) which is then dissipated into heat. To avoid overheating of the electrical/electronic components, cooling must be provided. Various cooling technologies [4] and technical implementations [5],[6] are available. Direct liquid-cooling enables efficient heat dissipation for servers in the high-performance computing (HPC) sector. Copper coils on the mainboard lead the cooling medium (water) directly to the installed components (CPU, RAM, etc.). This allows relatively high outlet temperatures $T_{\text{IT,\text{out,max}}} = 50...60 \, ^\circ\text{C}$ (in comparison cooling with air $T_{\text{IT,\text{out,max}}} = 30...40 \, ^\circ\text{C}$). Therefore, heat recovery is conceivable for various application and, in some cases, politically required. In Germany, for example, a legally binding Energy Reuse Factor $ERF$ (ratio of reused energy and total DC energy demand) of at least 20% is being demanded for DCs [7].

The various possibilities for waste heat recovery from DCs are already discussed in the literature [8]. One way to use the waste heat is to integrate it into local heating grids to supply heat to buildings. Especially the integration of DC waste heat in heating grids at university campuses has been investigated exemplarily [9]-[11]. Due to a trend towards an increase in power-intensive loads and thus liquid-cooled systems [12], waste heat utilization in heating grids becomes possible for different areas of application. One promising field is supplying residential quarters with DC waste heat. However, a study investigating the suitability of DC waste heat for covering the heat load of a residential quarter depending on the DC and grid size is not known to the authors. In particular, statements on the $ERF$ value to meet policy requirements are relevant for DC planning.

Therefore, this paper uses transient system simulation with TRNSYS simulation program [13] to investigate the coverage of the heating load of a typical residential quarter with waste heat from a DC with direct liquid-cooling. Influence of different DC sizes on heating load coverage and $ERF$ value are included in the study. A simplified economic analysis complements...
2. METHODOLOGY

Modelling the Heating Grid

In this study a typical residential quarter is modeled in TRNSYS. Load data (domestic hot water and heating) from a real residential quarter (Brühl in Chemnitz, Germany [14]) with a peak load of $\dot{Q}_{\text{grid}} = 1855$ kW and an annual heat demand of $Q_{\text{grid, a}} = 5078$ MWh/a are integrated into the simulation program. Figure 1 shows the load duration curve and the grid temperature for one year. To ensure comparability to other residential quarters with different heating loads, Figure 1 plots the normalized heating load $\dot{Q}_{\text{grid}}/\dot{Q}_{\text{grid,max}}$. The supply temperature in the grid is $T_{\text{grid,s}} = 75 \degree C$ and the return temperature varies over the year $T_{\text{grid,r}} = 50...62 \degree C$. $T_{\text{grid,s}}$ and $T_{\text{grid,r}}$ are also based on monitoring data [14] and aim to represent a modern heating grid with relatively low temperatures.

An integration of the two heat pumps into the supply system takes place according to the diagram in Figure 2. Waste heat from the liquid-cooled DC is raised to the required temperature level of 75 °C of the heating grid by the two heat pumps (HP1, HP2). The heat provided by the heat pumps can vary between $\dot{Q}_{\text{HP,con}}/\dot{Q}_{\text{HP,con,max}} = 0.75...1$. A COP is calculated based on the utilization of each heat pump. The mass flow in the evaporator $m_{\text{eva}}$ is set constant while the mass flow in the condenser $m_{\text{con}}$ varies to achieve a constant temperature lift of $\Delta T_{\text{HP,con}} = 12$ K. Through the integration of the three way valves the input temperature in the condenser is set to a constant value $T_{\text{HP,con,in}} = 65 \degree C$ ($T_{\text{HP,con,out}} = T_{\text{grid,s}} + 2$ K to

![Figure 1. Load duration curve and grid temperature over one year of the investigated residential quarter (Brühl in Chemnitz, Germany [14])](image_url)

The heat supply of the residential quarter is provided by two heat pumps and a hot water tank (detailed presentation and evaluation of the concept by Nefodov et al. in [15], [16]). Both heat pumps (refrigerant R1234ze(E)) have a nominal capacity of 750 kW and consist of two stages with own compressor each stage. Table 1 summarizes the key assumptions for the two heat pumps.

**Table 1. Model assumptions for the two heat pumps (refrigerant R1234ze(E))**

<table>
<thead>
<tr>
<th>Heat pumps – power rating</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dot{Q}_{\text{HP,con}}$</td>
<td>750 kW</td>
</tr>
<tr>
<td>$\dot{Q}<em>{\text{HP,con,1_max}}, \dot{Q}</em>{\text{HP,con,3_max}}$</td>
<td>372 kW</td>
</tr>
<tr>
<td>$\dot{Q}<em>{\text{HP,con,2_max}}, \dot{Q}</em>{\text{HP,con,4_max}}$</td>
<td>378 kW</td>
</tr>
<tr>
<td>COP</td>
<td>4.1...5.05</td>
</tr>
<tr>
<td>$\dot{Q}<em>{\text{HP,con}}/\dot{Q}</em>{\text{HP,con,1_max}}$</td>
<td>0.75...1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Heat pumps – evaporator</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{\text{eva,1}}, m_{\text{eva,2}}$</td>
<td>31,970 kg/h</td>
</tr>
<tr>
<td>$\Delta T_{\text{HP,eva}}$</td>
<td>8...16 K</td>
</tr>
<tr>
<td>$T_{\text{HP,eva,in}}$</td>
<td>51...53 °C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Heat pumps – condenser</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{\text{con,1}}, m_{\text{con,2}}$</td>
<td>19,963...26,618 kg/h</td>
</tr>
<tr>
<td>$m_{\text{con,3}}, m_{\text{con,4}}$</td>
<td>20,311...27,082 kg/h</td>
</tr>
<tr>
<td>$\Delta T_{\text{HP,con}}$</td>
<td>12 K</td>
</tr>
<tr>
<td>$T_{\text{HP,con,in}}$</td>
<td>65 °C</td>
</tr>
</tbody>
</table>

**Table 2. Relevant parameters of the system equipment**

<table>
<thead>
<tr>
<th>Hot water tank – TRNSYS Type 534</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage volume</td>
<td>1,600 m³</td>
</tr>
<tr>
<td>Height</td>
<td>12 m</td>
</tr>
<tr>
<td>Medium</td>
<td>water</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dry cooler – TRNSYS Type 511</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dot{Q}_{\text{cool,des}}$</td>
<td>253 kW</td>
</tr>
<tr>
<td>$T_{\text{cool,in,des}}$</td>
<td>50 °C</td>
</tr>
<tr>
<td>$T_{\text{cool,out,des}}$</td>
<td>40 °C</td>
</tr>
<tr>
<td>$P_{\text{cool,fan,des}}$</td>
<td>8.8 kW</td>
</tr>
<tr>
<td>$T_{\text{amb,des}}$</td>
<td>32 °C</td>
</tr>
<tr>
<td>Medium</td>
<td>water-glycol</td>
</tr>
</tbody>
</table>
compensate heat losses).

In order to harmonize the waste heat loads from the DC and the heat load of the residential quarter, a tank storage (flat-bottom tank) with 1600 m$^3$ storage volume and a dry cooler are integrated into the system. Table 2 lists the relevant parameters. The cooling power of the dry cooler is adjusted automatically in the simulation model according to the DC size. In principle, the heat supply is also possible with smaller storage volumes [15]. The high storage volume ensures more supply security.

Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
</table>

In the simulation model the DC size and thus the waste heat load of the DC is varied while the heating load of the residential quarter remains constant. The fraction of the heating load which is covered by the heat pumps is described by the ratio $f_{HP}$ (Equation 1).

$$f_{HP} = \frac{Q_{HP,con,a} - Q_{los,a}}{Q_{grid,a}} = \frac{Q_{HPsys,a}}{Q_{grid,a}}$$

$Q_{HPsys,a}$ describes the annual heat provided by the heat pump system to the heating grid and $Q_{grid,a}$ represents the annual heat load of the heating grid. A ratio of $f_{HP} = 1$ corresponds to a complete coverage of the heat load by the heat pumps while $f_{HP} < 1$ means an undersupply.

Modelling the data center

In addition to information technology (IT) (servers, storage systems, network technology), DCs also consist of a cooling system, a power supply and other small consumers (see Figure 3). The power distribution between IT and facility systems can be evaluated using the Power Usage Effectiveness (PUE). The PUE (Equation 2) represents the ratio of the annual energy demand of the entire DC $P_{el,DC,a}$ to the annual energy demand of the IT components $P_{el,IT,a}$.
In principle, almost the entire electrical energy demand in a DC is converted into heat. However, for heat recovery purposes, the heat generated by the IT components is primarily relevant. In the investigated direct liquid-cooling system, heat dissipation from the servers occurs using water as the cooling medium. The remaining IT components (network equipment and storage systems) are mostly air-cooled due to their lower power consumptions (heat dissipation through room air conditioning). In this analysis, those components are not relevant for heat recovery. In the simulation, a ratio of water-cooled IT components to all IT components is assumed to be 90%, resulting in \( \dot{Q}_{IT,w}/\dot{Q}_{IT}=0.9 \).

![Figure 3. Simplified energy flow in a data center](image)

The simulation model in TRNSYS focuses on representing the IT system (starting from the power distribution unit, as shown in Figure 3) and its heat dissipation. Relation between the IT inlet temperature \( T_{IT,in} \) and IT outlet temperature \( T_{IT,out} \) is described with the lumped capacitance model assuming the IT racks to have a single constant temperature (validated in [17],[18]). In the simulation model, a capacitance of each rack \( C_{rack} = 14.7 \text{ kJ/K} \) with \( P_{el,IT,rack} = 50 \text{ kW} \) and an effectiveness of \( \varepsilon = 0.9 \) is assumed. With increasing DC size, the number of racks increase in the simulation model. Through the control of the pump PIT (Figure 2) the output temperature of the liquid-cooled racks is set to \( T_{IT,out} = 55 ^\circ \text{C} \). The IT inlet temperature varies between \( T_{IT,in} = 40...50 ^\circ \text{C} \) depending on the outlet temperature of the heat pump evaporator \( T_{HP,eva, out} \) as well as the return temperature of the hot water storage (zone 2).

The energy demand of the other consumers (UPS, room air conditioning, etc.) is considered with a constant PUE value of 1.2, aiming to represent a state-of-the-art performance of a water-cooled DC. In comparison, the Climate Neutral Data Centre Pact [19] sets a PUE value of 1.3 for predominantly air-cooled DCs.

IT components and, consequently, the heat dissipation in a DC show part load performance. Depending on the usage profile, these loads fluctuate throughout the day and/or week. Salom et al. [20] categorized typical load profile for DCs. One possible classification can be made based on data loads, web loads and high-performance computing (HPC) loads (detailed explanation in [20]). Figure 4 illustrates these three load profiles.

![Figure 4. Heat dissipation to the cooling medium water \( \dot{Q}_{IT,w} \) relative to the IT power capacity \( P_{el,IT,max} \) for the three load profiles: a) Web load, b) HPC load, c) Data load (assuming 90% of the IT components are liquid-cooled)](image)

An assessment of the heat recovery from DCs can be accomplished using the Energy Reuse Factor (ERF) (Equation 3). This value represents the ratio of energy being reused divided by the sum of the total energy demand in a DC \( P_{el,DC,a} \). In the context of this study, the energy being reused refers to the heat supplied to the heat pump evaporators \( Q_{eva,a} \).

\[
PUE = \frac{P_{el,DC,a}}{P_{el,IT,a}}
\]
Supply of the heating grid

Figure 5 depicts the two metrics, $ERF$ and $f_{HP}$, as a function of DC size and annual grid load. To facilitate the applicability of the results to various DCs and heating grid loads, the reference value $P_{el,IT,max}/Q_{grid,a}$ is introduced. Assuming an equal load duration curve, same DC configuration as well as the same supply concept, the metrics $ERF$ and $f_{HP}$ can be extrapolated to different DC and heating grid sizes.

In Figure 5, it can be observed that the two metrics, $ERF$ and $f_{HP}$, exhibit contrasting trends. $ERF$ initially increases and reaches a maximum value of $ERF_{max} = 0.8$ MWhth/MWhel at $P_{el,IT,max}/Q_{grid,a} = 0.06$ kWel/(MWhth/a). As the DC size increases while keeping the grid load constant, the $ERF$ decreases. Complete coverage of the grid load (assumption $f_{HP} \geq 0.99$) is attained at $P_{el,IT,max}/Q_{grid,a} = 0.43$ kWel/(MWhth/a).

Figure 5. $ERF$ and $f_{HP}$ for the three load types a) Web load, b) HPC load, c) Data load as a function of $P_{el,IT,max}/Q_{grid,a}$ – highlighted red area shows region where $f_{HP} \geq 0.99$ and $ERF \geq 0.2$
Economic evaluation

Based on the assessed electricity and heat demands, it is possible to determine the demand-related costs for the heat supply system. The following cost analysis does not include capital costs, operating costs and other expenses. Based on this simplification, the marginal costs \( k_{mar} \) (in €/MWh) for providing heat can be calculated (assuming complete coverage of the heating load with the heat pumps, \( f_{HP} \geq 0.99 \)). Equation 4 illustrates the assumptions for calculating the marginal costs.

\[
k_{mar} = k_h \cdot Q_{eva,a} + k_{el} \cdot (P_{el,pump,a} + P_{el,HP,a}) / Q_{HPsys,a}
\]

\( P_{el,pump,a} \) represents the annual electricity demand of the pumps exclusively required for the heat supply of the heating grid \( (P_{el,Peva,a}, P_{el,Pcon,a}, P_{el,Pgrid,a}) \). \( k_h \) symbolizes the heating costs, \( k_{el} \) the electricity costs and \( P_{el,HP,a} \) the annual electricity demand of the heat pumps. Figure 6 shows the marginal costs \( k_{mar} \) as a function of \( k_{el} \) and \( k_h \).

\[\text{Figure 6. Marginal costs } k_{mar} \text{ depending on the cost of electricity } k_{el} \text{ and the heat supply cost } k_h.\]

4. DISCUSSION

The results of this study demonstrate (under the defined assumptions) that achieving an ERF greater than 0.38 is not feasible when fully meeting the heating demand of the residential quarter. This is attributed to the different load profiles between the IT system’s heat dissipation and the heat demand in the grid. The heat demand exhibits strong seasonal variations, while the heat loads from the DC undergo only minor fluctuations throughout the year. Consequently, fully covering the grid load during the winter months through the proposed supply system leads to a significant portion of the DC waste heat requiring cooling during the summer months. From the perspective of the DC, increasing the ERF value can be achieved by under-supplying the heating grid. In this case, grid operators would need to plan additional supply technologies to fully cover the grid load during the winter months. The proportion of reused energy reaches its maximum when the dissipated heat from the DC matches the minimum heating load in the residential quarter. In this scenario, there is no need for cooling the DC waste heat. DC operators can thus save investment costs as well as operating costs for the cooling infrastructure.

The ERF value is influenced not only by the amount of heat dissipated into the supply system but also by the design of the DC. Depending on the type of DC usage, the composition of IT components (servers, network equipment, storage system) and therefore the proportion of waste heat provided at a sufficiently high temperature level for heat recovery can vary. Additionally, the PUE value (Equation 2) has an impact on the ERF value. Increasing the PUE value (e.g., due to an inefficient cooling system or more conversion losses at the UPS) while leaving the proportion of utilized waste heat constant, decreases the ERF value.

The demand-related costs for the proposed heat supply system are primarily dependent on the energy cost for operating the heat pump and the heat supply cost. The heat supply cost has a greater influence on the demand-related costs. An increase of 10% in heat supply cost leads to 7.8% increase in the marginal costs, whereas the same increase in electricity prices results
in a 2.2% increase in the marginal costs. Therefore, the economic viability of the heat supply system is significantly dependent on the heat supply cost for the DC waste heat.

5. CONCLUSION

The heating load of the presented residential quarter with an annual heat demand of $Q_{\text{grid,a}} = 5078 \text{ MWh/a}$ and a peak load of $Q_{\text{grid}} = 1855 \text{ kW}$ is completely covered with a DC size of $P_{\text{el,IT,\max}} = 2200 \text{ kW}$ (under the defined assumptions). The proportion of the reused energy is $ERF = 0.38 \text{ MWh}_{\text{th}}/\text{MWh}_{\text{el}}$ for this DC size while using the web load profile (HPC load $ERF = 0.3 \text{ MWh}_{\text{th}}/\text{MWh}_{\text{el}}$, data load $ERF = 0.32 \text{ MWh}_{\text{th}}/\text{MWh}_{\text{el}}$). As the DC size increases while maintaining a constant grid load, the $ERF$ decreases. For the web load a ratio $P_{\text{el,IT,\max}}/Q_{\text{grid,a}}$ greater than 0.83 kWel/(MWhth/a) leads to an $ERF$ smaller than 0.2 MWhth/MWhel (HPC load 0.65 kWel/(MWhth/a), data load 0.69 kWel/(MWhth/a)).

The results demonstrate that it is possible to fully supply a residential quarter with DC waste heat. If a certain proportion of reused energy for DCs is required by policy-makers, the ratio of DC size to annual grid load needs to be considered in the planning of both the DC and the heating grid. If the DCs contribute only partially to the heat supply of the heating grid, larger $ERF$ values are generally achievable. In order to meet the heating demand, additional supply technologies would then be necessary in the winter period to meet the grid’s peak load.

The design of the DC has a significant impact on the presented results. Both the proportion of usable waste heat from the DC and the energy demand of the DC infrastructure affect the $ERF$ value. For further analysis, it is conceivable to account for this impact by looking at different types of DC configurations. This would allow a more comprehensive assessment of the $ERF$ value and therefore the heat recovery potential for liquid-cooled DCs.
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**ABBREVIATIONS**

- CPU: Central processing unit
- GV: Gate valve
- HP: Heat pump
- HPC: High performance computing
- IT: Information technology
- Pcon: Pump condenser
- Pcool: Pump dry cooler
- PDC: Pump data center
- PDU: Power distribution unit
- Peva: Pump evaporator
- Pgrid: Pump heating grid
- PIT: Pump information technology
- RAM: Random access memory
- TWV: Three way valve

**NOMENCLATURE**

**Quantities**

- COP: Coefficient of Performance $kW_{th}/kW_{el}$
- ERF: Energy Reuse Factor $MWh_{th}/MWh_{el}$
- $f_{hp}$: Fraction heat pump -
- $k_{el}$: Electric energy cost €/MWh$_{el}$
- $k_{th}$: Heat supply cost €/MWh$_{th}$
- $k_{mar}$: Marginal cost €/MWh$_{th}$
- $m_{\dot{}}$: Mass flow rate kg/s, kg/h
- $P$: Electric Power kW, MW
- PUE: Power Usage Effectiveness -
- $Q$: Heat quantity kWh, MWh
- $\dot{Q}$: Heat kW, MW
- $T$: Temperature °C

**Subscripts**

- $a$: Year
- $amb$: Ambient
- $air$: Air
- $aux$: Auxiliary
- $con$: Condenser
- $cool$: Cooler
- $CS$: Cooling system
- $DC$: Data center
- $des$: Design mode
- $el$: Electric
- $eva$: Evaporator
- $fan$: Fan
- grid: Heating grid
- HP: Heat pump
- HPsys: Heat pump system
- In: In
- IT: Information technology
- los: Losses
- max: Maximum
- out: Out
- pump: Pump
- PDU: Power distribution unit
- r: Return
- rated: Rated power
- s: Supply
- th: Thermal
- UPS: Uninterrupted power supply
- w: Water
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ABSTRACT
The rapid development and popularization of information technology have led to the rapid development of data centers. A large amount of energy is consumed by uninterruptible power supply data centers, and is converted into thermal energy through IT equipment within the data center to dissipate into the atmosphere, which accelerates global warming and energy waste, and greatly increases the water consumption, even may damage the ecological balance of water bodies. Based on the supplied temperature and heat, and connection to district heating network, the applicability of using data centers as heat source for the fourth generation of district heating (4GDH) and the fifth generation of district heating and cooling (5GDHC) was analyzed. When data centers are used as heat sources, priority should be given to the utilization of the chilled water side. The series or parallel connection method should be determined based on the heat consumption scale, and the annual heat production and consumption balance should be matched.

Keywords: Data Centers, 4GDH, 5GDHC, exhaust heat recovery

1. INTRODUCTION
A data center (DC) is a building that provides an operating environment for centrally placed electronic information devices [1]. With the widespread application of such as information technologies, cloud computing, and big data, data centers have rapidly developed and brought huge energy consumption at the same time, which is a major challenge faced by global data centers.

The total number of global data centers exceeds 3 million at the end of 2021, and its total power consumption accounts for approximately 1.3% of the global total power consumption [2]. There are over 55000 data centers in China, with an annual total power consumption of approximately 202.8 billion kWh, accounting for 2.7% of the country’s total power consumption. It is predicted that the electricity consumption of China's data centers will exceed 400 billion kWh by 2030, accounting for 3.7% of the total electricity consumption in society [3]. With the further promotion of China's "carbon peak, carbon neutrality" strategy, the data center needs green and low-carbon development with energy conservation and consumption reduction.

A large amount of energy is consumed by data centers that operate continuously throughout the year, and electrical energy is converted into thermal energy through servers and network transmission equipment within the data center. In order to ensure the normal operation of IT equipment, a refrigeration and air conditioning system is required to continuously cool the data center whole year. The energy consumption of the refrigeration and air conditioning system in the data center accounts for 30-50% of the total energy consumption in the data center [4]. Therefore, the energy-saving of the refrigeration and air conditioning system is the key to energy conservation and consumption reduction in the data center.

In addition, data centers using chillers consume a significant amount of water through cooling towers. The refrigeration system emits heat from data centers into the surrounding environment to maintain the normal operating temperature of IT equipment when using chillers. This has accelerated global warming and energy waste, and greatly increased the annual water consumption for cooling tower water replenishment. For example, a data center in Beijing with an IT equipment capacity of 6000kW consumes a maximum daily water consumption of 744.04 tons, and the cooling tower make-up water volume of 615.6 tons [5]. A Grade A data center in the suburbs of Shanghai uses a water-cooling system, with an annual cooling circulating water replenishment of 1.314 million tons, accounting for about 99% of the base's annual water consumption [6]. With the intensification of the global freshwater crisis in recent years, problems such as uneven distribution of freshwater resources and excessive development of groundwater have gradually emerged [7]. More and more people are paying attention to the conservation and utilization of water resources. How to reduce water consumption in data centers has become a major research topic in data centers [8].

Free cooling technology which is currently recognized as one of the important energy-saving measures for data centers at home and abroad also exacerbate global warming, and may damage the ecological balance of water bodies. Free cooling
technology uses natural cold air [9] or low-temperature water [10],[11] to cool the DC room. However, the use of natural cold air releases a huge amount of heat that can be utilized into the atmosphere, exacerbating global warming. Using low-temperature water sources discharges heat from the data center into rivers, lakes, and seawater, which can cause the water around the heat exchanger to warm up, resulting in changes in the water environment of the water body, such as a decrease in dissolved oxygen content [12], eutrophication [13], and affecting the growth of aquatic organisms [14], thereby disrupting the ecological balance of the water. These impacts require close monitoring to obtain more accurate data.

The heat production in data centers is stable and significant. If this heat can be utilized, it will effectively reduce global warming and energy waste caused by heat emissions, improve energy efficiency in data centers, and significantly reduce water consumption in data centers. Although research on exhaust heat recovery in data centers has been conducted from various aspects and has been applied in fields such as heating [15],[16], greenhouses [17], swimming pools [18], and absorption refrigeration [19], most people haven’t enough knowledge of exhaust heat in data centers and paid insufficient attention to it.

The supply and return water temperature, heating capacity, and connection methods with the heating network that data centers can provide are introduced. And issues when using data centers as district heating and cooling sources are proposed. This will expand people's understanding of data centers as heat sources and provide development ideas for large-scale exhaust heat recovery and utilization in data centers.

2. 4GDH and 5GDHC

District heating (DC) uses steam or hot water as the medium, supplying domestic and production heat to users in a certain area through the heating network from a centralized heat source. At present, district heating technology has developed from the first generation of steam heating to the fourth generation of district heating (4GDH) [20], until the latest stage of development: the fifth generation of district heating and cooling (5GDHC) [21]. The required heat source temperature has become lower and lower, from the first generation of steam less than 200℃ to 4GDH of low hot water at 30℃-70℃, until 5GDHC of 5℃-30℃ [22].

4GDH has lower grid losses because of its better utilization of low-temperature heat sources, can improve efficiency in the production system – heat pumps, CHP units and boilers. 4GDH can form an integration of overall smart energy systems based on renewable energy including a sustainable use of biomass [23].

![Figure 1. Illustration of the concept of 5GDHC [22]](image)

While the heating network of 5GDHC consists of a warm and a cold pipe as shown in Figure 1. The temperature of the fluid in the warm pipe is around 5-10℃ higher than the temperature in the cold pipe. The temperatures in both pipes are close to the surrounding, which keeps heat losses to a minimum. In order to raise the temperature level for space heating (SH) or domestic hot water (DHW), heat pumps are equipped. Heat pumps use water from the warm pipe as heat source, discharge cooled water from the evaporator into the cold pipe. Likewise, chillers use the network as heat sink. They take water from the cold pipe and discharge the heated fluid into the warm pipe. Thus, the flow direction of the water in the network can change over time in each segment of the network and only depends on the operation of the decentralized pumps needed by the heat consumer. Long Weiding et al. [24] think that 5GDHC is energy bus (Ebus) which is proposed in 2008 in China. The water temperature of the Ebus pipeline network is as low as 12℃-30℃, and uninsulated plastic pipelines can be used with longer transportation distances. For circular heating networks, the delivery pump can be exempted.

The data center has exhaust heat all year round and is a supplier in the district heating network, but it is both a user and a supplier in the district energy system, so it is a prosumer [25]. Under a certain business model, these prosumers can benefit by contributing heat to the heating network. 5GDHC and the active distribution network form a complex new scenario of tight coupling of electricity-heat-cooling, heat prosumers and bi-directional transfer, forming a multi-energy flow of prosumer-based integrated energy system [26]. The prosumer integrated energy system driven by 5GDHC has attracted
3. Feasibility analysis as heat resources

Although the heat and temperature within IT servers is different, and even local high temperatures of 115°C may occur [27], however, due to its heat is taken away through the refrigeration and air conditioning system (RACS), as shown in Figure 2, the temperature of the medium that can be utilized in the RACS is directly considered when recovering the exhaust heat.

![Figure 2. Schematic diagrams of RACS for data centers](image)

Chillers are often used to prepare cold air for cooling IT equipment in DC equipped with low-power density cabinets, as shown in Figure 2a. Returned hot air is cooled through computer room air conditioning (CRAC) unit before sent to the raised floor. With the development of server technology, the power density of data center cabinets is gradually increasing. Traditional cold air cooling methods cannot meet the demand, so liquid cooling with larger heat capacity is needed to meet the heat dissipation needs of IT equipment. Liquid cooling is the process of releasing heat from IT equipment to the liquid cooling medium through direct immersion or indirect contact with the cooling plate, as shown in Figure 2b.

In Figure 2, the medium in loop A is air, loop B is chilled water, loop C is refrigerant, and loop D is cooling water. The chiller can be configured according to the cooling needs of the data center. When a chiller is not needed, the chilled water directly exchanges heat with the cooling water in the outdoor cooling tower through a replaced heat exchanger.

3.1. Supplied temperature

Air cooling DCs often adopt traditional primary return centralized air conditioning systems, which mix fresh air (Omitted in the figure 2 for simplicity) and return air through CRAC units. Because the mixed air needs to be cooled and dehumidified, it is generally equipped with a 7/12°C chiller. In order to reduce the energy consumption of the air conditioning system, the fresh air is treated separately for dehumidification now. Therefore, CRAC units only undertakes the cooling function, which can maximize the inlet and outlet water temperature of the chilled water and improve the efficiency of the chillers.

18°C-27°C is currently a common inlet temperature requirement for electronic information equipment in production enterprises around the world. Considering a temperature difference (TD) of 6°C between the supplied air temperature and the cold water supplied, the supply water temperature range for chilled water is 12°C-21°C. At present, the supply/return water temperatures for chilled water are 12/17°C [28], 12/18°C [29], 13/19°C [30], 14°C/20°C [31], 15/22°C [32], and 18/28°C [33] etc., with a water TD between 5°C-10°C. While the temperature of the cooling water supply and return in summer is generally set at 32/37°C, and will decrease in other seasons, the minimum inlet temperature is considered to be 15°C. If the design TD of the cooling water is within 5°C-8°C, the return water temperature range of the cooling water is 7°C-32°C.

If the air in the computer room is directly utilized, the supply air temperature is between 18°C-27°C, and the return air temperature range is between 26°C-42°C when the supply and return air TD is between 8°C-15°C. For rack mounted servers that can accept an environment with a supply air temperature of 10°C-35°C, or even more wide (5°C-40°C) [34], the return air temperature will correspondingly increase.

Liquids have higher heat carrying capacity and convective heat transfer coefficient than air, especially in boiling situations. Therefore, direct contact with server components can generate higher heat transfer rates. Liquid cooled servers can increase the supply temperature, such as 30/35°C [35], and can use large TD, such as 40°C/55°C [36], even 45/60°C [37], and the supply temperature difference between 5°C-15°C. The supply temperature varies with the different liquid cooling methods, server types, and media, and ranges from 14°C-62°C in the literature based on Xiao statistics [38]. Although a temperature difference of 15°C between liquid cooled coolant and electronic components can meet the heat dissipation needs, the power consumption of servers increases with the increase of coolant inlet temperature [39]. Therefore, the supply temperature is mostly between 30°C-40°C, which accounts for 2/3 of the statistical literature by Xiao.

According to the different medium temperatures, the matching degree of DH in the data center is shown in Table 1. In addition, if a chiller with heat recovery is used, the heat exchanger is connected in series at point C in Figure 2 or in parallel at point CC. The C-point series heat exchanger is a partial heat (sensible) recovery heat exchanger that can provide hot water at 40°C-45°C [40], while the CC-point parallel heat exchanger is a total heat recovery heat exchanger that can provide hot water at 40°C-48°C [41] for 4GDH.
3.2. Heating scale

If the DC scale is divided by area [42], the heat generation of data centers with the same area will vary depending on the power of the cabinets. Therefore, according to the Ministry of Industry and Information Technology of the People’s Republic of China, the scale of the data center is defined based on the number of standard racks. Due to the uninterrupted operation of IT equipment for 8760 hours throughout the year, and the conversion of 97% of electricity consumption into heat, the heat generation of different data centers is shown in Table 2.

Table 2. Heating Capacity of Data Centers of Different Scales

<table>
<thead>
<tr>
<th>Data center scale</th>
<th>type</th>
<th>Standard rack quantity (a/ piece)</th>
<th>Power(kW)</th>
<th>Heat(kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>micro data center</td>
<td>micro</td>
<td>a≤100</td>
<td>&lt;250</td>
<td>&lt;242.5</td>
</tr>
<tr>
<td>small data center</td>
<td>small</td>
<td>100≤a&lt;500</td>
<td>250~1250</td>
<td>242.5~1212.5</td>
</tr>
<tr>
<td>midsize data center</td>
<td>midsize</td>
<td>500≤a&lt;3000</td>
<td>1250~7500</td>
<td>1212.5~7275</td>
</tr>
<tr>
<td>large data center</td>
<td>large</td>
<td>3000≤a&lt;10000</td>
<td>7500~25000</td>
<td>7275~24250</td>
</tr>
<tr>
<td>supersize</td>
<td></td>
<td>a≥10000</td>
<td>≥25000</td>
<td>≥24250</td>
</tr>
</tbody>
</table>

The actual power consumption of data centers depends on the load rate of servers, which varies depending on the type and rate of server load.

3.3. Connection to district heating network

Heat of data centers used as district heating sources can directly and indirectly release heat to the heating network.

Heat direct utilization only requires heat exchanger and water pump connected in series or parallel with the pipelines of its RACS, which increases less investment but may limit its applicability due to the low temperature. When connected in series, the heat exchangers of the heat recovery system can be arranged at points A, B, C, and D as shown in Figure 2. When connected in parallel, the heat exchangers can be connected at points AA’, BB’, CC’, and DD’ respectively.

In order to increase the applicability of exhaust heat recovery, heat indirect utilization is by connecting heat pump (HP) in series or parallel on the pipeline to increase the temperature connecting to the heating network. That is to say, through indirect utilization, heat is absorbed from the air in the computer room, the chilled water and the cooling load of the RACS. Zhang et al. [44] use plate heat exchanger on the chilled water side of 12℃/18℃ in the data center first, and then used centrifugal heat pump units to provide 45℃/40℃ hot water for space heating. Li Peng’an [45] used a screw heat pump to raise the temperature of 22℃/17℃ cooling water in parallel with the cooling tower to prepare 50℃/45℃ hot water for 2000m² space heating, saving an annual cost of ¥192600; Li Jinyi [46] used the same method to prepare 50℃/40℃ hot water from 28℃/20℃ cooling water using a centrifugal water source heat pump for heating 500000m². The water source heat pump unit can be connected in series with the cooling tower to prepare hot water for heating at 45℃/40℃ [47], also suppress the risk of water freezing during the heating season [48].

4. RESULTS AND DISCUSSION

Based on the above lists of temperature, heat production and utilization of data centers, it’s obvious that data center can be good district heating sources. The economy of a data center exhaust heat recovery system is closely related to its heat recovery rate. When the recovery rate is relatively low, the economy is corresponding poor [44]. When data centers are used as district heating sources, the followings should be considered.

4.1. Priority for the use of chilled water

As shown in Figure 2, the chilled water with closed cycle which does not come into contact with the outside world has better water quality than the cooling water that contacts with the outside through cooling tower. Furthermore, utilization of the chilled water side can reduce the capacity of the chiller. The pressure control requirements in the exhaust heat recovery

![Table 1. Supplied temperature in DC and matched DH](image-url)
system are low, and the system initial investment and maintenance cost are low.

4.2. Selection of series and parallel connection

When the heat recovery system is parallel connection with the loop of chilled water, the resistance is small, but its fluctuation of water temperature can affect the temperature fluctuation of chilled water supply and return. Therefore, when the heat recovery load is relatively large, it is recommended to use a heat recovery system in parallel with the data center, and set up a heat recovery variable frequency water pump and plate heat exchanger to ensure stable operation of the hot return water temperature. When the heat recovery load is relatively small, it is recommended to use a heat recovery system in series with the data center cold source [44].

4.3. Annual heat production and consumption balance

Since the data center's annual heat production is relatively stable, if it is used as a district heat source, the thermal equilibrium of its heat users must be considered (that is, the matching between the). If the heat is only used for space heating in winter, the heat from other seasons is still nowhere to be used, which is not conducive to the development of data centers as heat sources. Even for data centers that use liquid cooling, absorption refrigerator can be used to utilize waste heat in summer. Data center's heat production and heat users' heat consumption should match throughout the year. Therefore, the range of users who can use heat of low temperature in the data center should be expanded.

Space Heating in winter has different temperature requirements for different heating modes. For example, the water supply temperature for hot water floor radiation heating systems should be between 35°C-45°C, and should not exceed 60°C; The TD between supply and return water should be between 5°C-10°C; The capillary network radiation system arranged on the ceiling and wall should have a water supply temperature of 25°C-35°C, and a water supply and return temperature difference of 3°C-6°C. Even with the use of radiators for heating, a large amount of low-temperature hot water below 60°C is now used.

When the full year domestic hot water supply system is not equipped with sterilization and disinfection facilities, the outlet temperature of water heating equipment in hospitals, sanatoriums should be between 60°C-65°C, while in other buildings should be between 55°C-60°C [50].

The design water temperature of the swimming pool is between 25°C-28°C, so the water supply temperature does not exceed 40°C all year round.

Controlling root zone temperature is more important than controlling air temperature for greenhouses. The temperature range required for the Greenhouse root zone is relatively narrow (15°C-25°C) [51]. Root zone heating can reduce the greenhouse environment required for crop growth by 5°C-15°C compared to traditional heating air, and save energy by 28%. Cooling down the root zone helps the greenhouse weather through summer. So low temperature in the data center is very useful for greenhouses root zone all year around.

Appropriate temperature helps to promote the healthy development of animals. Excessive or low temperature can lead to various adverse reactions, even leading to animal death. According to the Environmental Quality Standards for Livestock and Poultry Farms [52], the temperature inside young poultry houses is 21°C-27°C, while the temperature inside adult poultry houses is 10°C-24°C, and the temperature inside cattle houses is 10°C-15°C. Water temperature is an important environmental condition for aquaculture, and different varieties of aquatic products have different requirements for water temperature. Sea cucumber breeding requires a water temperature of 16°C-23°C, marine fish (such as turbot) cultivation generally requires a water temperature of 12°C-20°C, and shrimp and shellfish cultivation requires a water temperature of 22°C-25°C [53].

Commercial linen washing and drying requires heat throughout the year. For medical linen, the washing temperature should be below 38°C in the early stage, and the water temperature should be around 60°C during bleaching [54]. The drying should be done with hot air not exceeding 65°C.

While drying of herbs, fruits, vegetables also need heat. Because most of these plants are generated outside of winter, they can greatly consume the exhaust heat of non-heating seasons. Herb has the characteristics of heat sensitivity, volatility, and high viscosity. It is necessary to consider drying in a low-temperature environment. For example, for rhizome type traditional Chinese medicine with a slice thickness of 0.4cm, the drying rate is highest and quality is best when the hot air temperature is between 50°C-65°C [55]. The optimal temperature range for yam variable temperature drying is 45°C-65°C [56], and the optimal hot air supply temperature for apple slice drying is 50°C [57].

Due to the mutual heat exchange between heat users, annual heat production and consumption balance of DC should consider matching in the district heating network as shown if figure 3. In figure 3, others can represent heat storage, Absorption refrigerator and other methods that can balance heat throughout the year.
5. CONCLUSION

In this work data centers used as district heating sources are discussed and are perfect for exhaust heat recovery to slow down global warming and reduce water consumption. When data centers are used as heat sources for district heating, priority should be given to the utilization of the chilled water side. The series or parallel connection method should be determined based on the heat consumption scale, and the annual heat production and consumption balance should be matched.

At present, only how to use data centers as heating sources for 4GDH and 5GDHC has been proposed, providing different options for exhaust heat utilization and annual heat production and consumption balance. However, more research and exploration are needed to specifically combine this huge potential heat source with surrounding district heating applications. In terms of practical engineering, currently data centers are mostly constructed through contracting, and their affiliated units are responsible for operation and maintenance management. Data centers and municipal heating belong to different industries and units. How to coordinate and promote the construction and renovation of heating pipelines and other facilities is a major issue in reality. In terms of theoretical research, the design and automatic control of these exhaust heat reuse solutions will be the key to achieving heat production and consumption balance, and their specific implementation methods still need further research.
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ABSTRACT

The heating pipe networks have a significant influence on the stability and reliability of the district heating system. With the increase of pipelines’ service life, the fault problems such as leakage, caused by aging and corrosion, have appeared gradually. Hence, the importance of Fault Detection and Diagnosis (FDD) for the District Heating Network (DHN) has become prominent. Meanwhile, the quantity of the flow, temperature and pressure sensors in DHNs is being enhanced due to the rapid development of smart heating technology, which provides fundamental conditions for using data-driven methods to diagnose leakage faults of the DHN. In this work, the dynamic thermal model based on an actual DHN is established with the identification of key parameters, and the dataset of the system dynamic response is obtained by simulating multiple fault conditions. An FDD method is proposed based on Long Short-Term Memory (LSTM) neural network and both hydraulic and thermal data, and the FDD model is constructed. Eventually the model is tested and verified in an actual project case, which provides a feasible solution to improving the timeliness and the accuracy of FDD for DHN.

Keywords: district heating networks; dynamic thermal simulation; fault detection and diagnosis; LSTM

1. INTRODUCTION

The efficiency and stability of the district heating system relies on the reliability of the heating pipe network, which can be compromised by the disruption of components. Heating pipe network are mainly affected by hydraulic faults (water leakages and increased pressure losses) and thermal faults (i.e. anomalous heat losses)\cite{1}. Such faults reduce the heating quality of district heating system, increase energy consumption as well as economic losses\cite{2}.

According to research\cite{3,4}, water leakage is the most common fault that causes approximately 33 % of district heating networks failures. Thus, timely and accurate detection of leakage faults is extremely important for the reliability and economy of district heating system\cite{5}.

Nowadays, temperature, pressure, and flow sensors are usually installed in each heat source, substation, and even customer building. Operational data can be monitored and recorded in real time through supervisory control and data acquisition (SCADA) systems, thus supporting the operation maintenance of district heating system\cite{6-8}. It provides fundamental conditions for using data-driven methods to diagnose faults of the district heating system.

The analysis of system operating conditions is the foundation for fault diagnosis problems. The operating conditions of the district heating system can be divided into hydraulic conditions and thermal conditions. Persis et al.\cite{9,10} established a dynamic hydraulic response model for pipeline networks based on graph theory methods. The thermal condition of district heating system should be based on the hydraulic condition model. Chertkov et al.\cite{11} provided detailed calculation formulas for the transient thermal diffusion process of fluid turbulent flow in heating pipelines. Zheng et al.\cite{12} proposed a new function method to solve the dynamic variation relationship of inlet and outlet temperatures of heating pipelines. Based on the established dynamic thermal simulation model, Qiu et al.\cite{13} analyzed the thermal response of the heating networks under two fault conditions: insulation layer detachment and sudden change in heat source water supply temperature.

Based on thermal and hydraulic conditions simulation, the leakage can be located by comparing the simulated pressures and flow rates with measured values at the upstream end, the downstream end or any other location along the pipe\cite{5,14}. Compared with other fault detection and diagnosis methods, data-driven methods are much faster, as they train models based on existing data containing faults and their symptoms\cite{15}. Refs.\cite{16-20} have demonstrated that data-driven methods can
successfully detect leakage faults in oil and gas pipe networks.

Xue et al.\cite{1} uses a delayed alarm algorithm based on the amount of water replenished by the heat source to determine whether the pipeline network is in a leakage fault state, and trains a fault diagnosis model based on limit gradient enhancement (XGBoost) using the change rate data of node pressure in the fault state and normal state. Zhou et al.\cite{21} construct and train a BP (Back Propagation) heating pipe-network leakage diagnosis model (HPLDM) which is used to LD towards the single heat-source branch pipe-network and the double heat-sources with double loops pipe-network. Kai Vahldieka et al.\cite{22} developed three model- and data-based approaches to localize leakages in real time.

Based on the above research, it can be seen that fault diagnosis of heating networks mainly focus on the primary networks fault, and the research on secondary networks is not sufficient. At the same time, most data-driven research on fault diagnosis identifies fault characteristics through hydraulic operating conditions such as pipe flow or node pressure, and lacks attention to thermal operating conditions such as supply and return water temperature and indoor temperature in secondary heating networks.

According to the actual engineering application of the heating system, the monitoring data of the secondary pipe network is complete. This paper is aim to establish the fault diagnosis model of the secondary heating network based on data-driven methods, which can make full use of rich data in district heating system.

2. Hydraulic and thermal simulation of District Heating Networks

2.1. steady-state hydraulic simulation model

According to the concept and method of graph theory, District Heating Networks can be abstracted as a connected graph composed of two basic elements: pipes and nodes; The secondary District Heating Networks is usually a branch form pipe network, so it can be abstracted as a directed connected graph which can express the flow direction in the pipe.

In order to simplify hydraulic conditions, the following assumptions are made for the model:

(1) The distribution of flow velocity, pressure at any cross-section of the pipeline is uniform, which simplifies the fluid flow inside the pipeline into a one-dimensional process;

(2) The fluid inside the pipe is incompressible fluid

Simplify according to the above conditions, the steady-state hydraulic calculation mode can be express in the form of matrix equations

\[
\begin{align*}
AG &= Q \\
B_r \Delta H &= 0 \\
\Delta H &= SG + Z - \Delta H_{pump} \\
\Delta H_{pump} &= C_0 + C_1G + C_2G \\
\end{align*}
\]

where \( A \) is incidence matrix, \( G \) is the flow column vector, \( Q \) is node net inflow column vector, \( B_r \) is Basic circuit matrix \( \Delta H \) is pipe pressure drop column vector, \( S \) is pipeline impedance coefficient matrix, \( \Delta H_{pump} \) is pump head column vector, and \( C_0, C_1, C_2 \) are water pump characteristic parameters Diagonal matrix

2.2. Dynamic thermal simulation model

The Dynamic thermal model in this paper simulates the distribution process of hot water in the secondry pipeline network, focusing on the two physical quantities: flow and temperature.

In order to simplify the problem, some assumptions are made for the model:

(1) Neglecting the heat capacity of thermal conductors such as pipe walls, insulation layers, and soil;

(2) The temperature distribution of any cross section in the pipe is uniform, which means that there is no radial heat transfer in the fluid

(3) Neglecting the axial thermal conductivity of the fluid

(4) The thermal resistance between the fluid and the external environment is evenly distributed along the axial direction of the pipeline
The specific model is divided into two parts, the first one is the simulation of pipelines as follows:

According to the law of conservation of energy, the temperature change during fluid flow can be represented by the following equation:

\[
\rho c_p A_c \frac{\partial T}{\partial t} \, dx = \frac{\partial}{\partial x} \left( \lambda \frac{\partial T}{\partial x} \right) - c_p G \frac{\partial T}{\partial x} \, dx - \frac{T - T_{\text{env}}}{R} \, dx
\]  

(2)

where \( \rho \) is the fluid density in the pipeline, \( A_c \) is the cross-sectional area of pipeline, \( \lambda \) is the thermal conductivity of fluid, \( R \) is equivalent heat transfer thermal resistance of the pipeline, and \( T_{\text{env}} \) is ambient temperature.

Adopting backward differentiation for the time term and first-order upwind differentiation for the spatial term, the discrete equation of dynamic thermal simulation can be modified as follows:

\[
T_i^{(n)} = \frac{T_i^{(n-1)} + \frac{\Delta t}{\rho c_p A_c R} T_{\text{env}}^{(n)} - u^{(n)} \frac{\Delta t}{\Delta x} T_i^{(n-1)}}{1 - u^{(n)} \frac{\Delta t}{\Delta x} + \frac{\Delta t}{\rho c_p A_c R}} 
\]  

(3)

The second part of the dynamic thermal simulation model is about heat buildings. This paper simplifies the heating building as a lumped parameter particle, the dynamic heat balance equation of the equivalent building is as follows:

\[
C_b \frac{dT_n}{dt} = Q_{\text{rad}} - K_b (T_n - T_{\text{env}})
\]  

(4)

where \( C_b \) is the equivalent total heat capacity of buildings, \( T_n \) is indoor temperature of buildings, \( Q_{\text{rad}} \) is heat dissipation of radiator, and \( K_b \) is the thermal conductivity of the buildings.

To simulate the dynamic thermal process of buildings, backward differentiation is adopted for time terms:

\[
T_n^{(n)} = \frac{C_b}{C_b + K_b \Delta t} T_n^{(n-1)} + \frac{K_b \Delta t}{C_b + K_b \Delta t} T_{\text{env}}^{(n)} + \frac{\Delta t}{C_b + K_b \Delta t} Q_{\text{rad}}^{(n)}
\]  

(5)

\[
Q_{\text{rad}}^{(n)} = c_p G_{\text{rad}}^{(n)} (T_{\text{su}}^{(n-\eta_{\text{rad}})} - T_n^{(n)}) = K_{\text{rad}} \left( \frac{T_{\text{su}}^{(n-\eta_{\text{rad}})} + T_{\text{re}}^{(n)}}{2} - T_n^{(n)} \right)
\]  

(6)

where \( K_{\text{rad}} \) is the equivalent heat transfer coefficient of radiator, \( \eta_{\text{rad}} \) is the flow time of fluid in the radiator, \( T_{\text{re}} \) is the return water temperature of radiator, and \( T_{\text{su}} \) is the supply water temperature of radiator.

2.3. Dynamic simulation analysis of district heating system

This paper selects a typical secondary heating system in Beijing as the research object, and the parameters are shown in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Secondary heating system parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>total heating area (m²)</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>181700</td>
</tr>
</tbody>
</table>

The district heating network consists of 23 supply pipes, 23 return pipes, and 48 nodes as shown in Figure 1. Among them, the maximum pipe diameter is DN400 and the minimum pipe diameter is DN100. Equivalent the heat source to a pipe segment in the heating pipeline network, numbered n1’- n1. The system sets up a water replenishment and constant pressure device at node n1’, which maintains a constant pressure of 0.2 MPa under design conditions.

Figure 2 shows the dynamic temperature simulation of the heating system for 7 days from January 1 to January 7 in the middle heating period, taking n11 as an example. It can be seen that the heat exchange station adjusts the water supply temperature with changes in environmental temperature, and the water supply temperature of user n11 is close to the water supply temperature of the heating station. The indoor temperature fluctuates around 20 °C, slightly lagging behind the ambient temperature.
To study the influence of leakage conditions, a simulation time of 24 hours was set, and the outdoor parameters were selected as the temperature on January 1st. The pipeline section n3-n4 was set to leak at t=12 hours, with the leakage location at the midpoint of the pipeline section and a leakage flow rate of 3.28Kg/s. Select heat users n7-n7’ located in front of the leaking pipe section (closer to the heat source), n11-n11’ located behind the leaking pipe section (further away from the heat source), and n24-n24’ located at the end of the main water supply pipe adjacent to the leaking pipe section for research.

Obviously, flow and pressure will vary with leakage, which is also the basis of most fault diagnosis research. At the same time, we can observe that the return water temperature of heat users will significantly decrease, indicating the possibility of using sequential data of temperature for leakage diagnosis.

Due to the huge number of parameters and the complexity of the heating system, it is necessary to mine the potential value of these data through machine learning methods. To achieve this, it is necessary to construct a dataset containing types of fault conditions.
Assuming leakage occurs in pipeline section $n_2$-$n_4$, the networks should add a new node $n_{\text{leak}}$ at the location of the leak, as shown in Figure 4. At the same time, the original pipeline $n_2$-$n_4$ should be split into two new pipelines, $n_2$-$n_{\text{leak}}$ and $n_{\text{leak}}$-$n_4$, while the other pipelines remain unchanged.

![Figure 4. Schematic diagram of pipeline leakage](image)

### 3.2. Fault Diagnosis Model Based on Pressure Data

This paper uses the PyTorch framework to build and train a pipeline fault diagnosis model based on BP neural network, which is shown in Figure 5. In practical engineering, pressure sensors have different measurement accuracy due to different models, which has a certain impact on the quality of data. Common pressure sensor accuracies include 0.01MPa, 0.001MPa, etc. Set the measurement accuracy of the pressure sensor to 0.001MPa. Randomly divide the stress dataset into training, validation, and test sets, accounting for 60%, 20%, and 20% of the dataset.

![Figure 5. Schematic diagram of BP neural network](image)

As the accuracy of sensors decreases, the accuracy of model fault diagnosis gradually decreases. In practical engineering, the data accuracy obtained by pressure sensors is relatively low, which may lead to a decrease in model efficiency. So it is necessary to diagnose based on high-precision temperature data.

### 3.3. Fault Diagnosis Model Based on sequential data of temperature

To explore the potential value of sequential data of temperature in heating system, a neural network model based on time series is necessary. Therefore, this paper build and train a pipeline fault diagnosis model based on LSTM neural network, which is shown in Figure 6.

![Figure 6. Schematic diagram of LSTM neural network](image)
4. RESULTS

Train the BP neural network fault diagnosis model for 5000 generations, and the training process is shown in the left part of Figure 7. The model with the highest accuracy rate on the verification set is taken as the final model obtained through training. At this time, the accuracy rate of the model on the test set is 86.23%, and the confusion matrix of its diagnosis results is shown in Figure 8.

The training results of the BP fault diagnosis model under different pressure sensor accuracies show that as the sensor accuracy decreases, the accuracy of the model's fault diagnosis gradually decreases. When the sensor accuracy is 0.01 MPa and 0.01 MPa, the diagnostic accuracy significantly decreases to 62.42% and 42.72%, and the pressure data has lost the main hidden information, making the model ineffective. The measurement accuracy of pressure sensors has a significant impact on the accuracy of pipeline network fault diagnosis models driven by pressure data.

Train the LSTM model for 5000 generations, and the training process is shown in the right part of Figure 7. Figure 9 shows the performance of the optimal model on the test set. It can be seen from the figure that the model can accurately diagnose the faulty pipeline segment under most fault conditions, while the accuracy of diagnosis has decreased on individual pipeline segments such as n6 and n10, but still maintains a certain level of effectiveness. Overall, the diagnostic accuracy reaches 90.62%, which can meet the actual engineering requirements.
Figure 9. Confusion matrix of LSTM Fault Diagnosis Model on Test Set

5. DISCUSSION

Compared with most heating network leakage diagnosis models, this paper not only utilizes common pressure data for fault diagnosis, but also constructs a fault diagnosis model based on sequential data of temperature.

The dynamic thermal simulation model in the article equates a heating building to a particle with lumped parameters. Further refinement of the thermal process modeling of heating buildings can be studied to make the simulation model more accurate.

The fault diagnosis model based on sequential data of temperature not only can diagnose pipeline leakage faults, but also has the possibility of diagnosing various fault conditions such as pipeline blockage and insulation layer damage. In the future, it can further enrich the types of pipeline fault diagnosis.

6. CONCLUSION

Conclusion may include advantages, limitations, and possible applications.

This paper studies the modeling and calculation methods of the secondary heating networks, simulation and dataset construction for various operating conditions, and fault diagnosis models based on dynamic thermal data. A relatively complete theoretical method for data-driven fault diagnosis of the secondary heating pipe network is established.

This paper demonstrates the effectiveness of the data-driven fault diagnosis method in the case study. The results show that the diagnostic accuracy of the fault diagnosis model based on pressure data can reach 86.23%. The diagnostic accuracy of the fault diagnosis model based on temperature time series data is 90.62%, which can complement the fault diagnosis model based on pressure data and meet practical engineering needs.
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ABSTRACT

The successful transition to renewable energy sources requires innovative decarbonization energy concepts for community heating and cooling supply. A district in this study is an example of this, with a planned cold district heating network utilizing CO2-free heat generation technologies such as geothermal and waste heat recovery from sewage systems. The network topology is structured in a ring configuration with two pipes, one for the supply line planned to be at 46 °C and one for the return line at 28 °C. Dynamic thermo-hydraulic simulations are a promising method to investigate low-temperature networks and are used in this study to analyze network hydraulic interactions. Models are built using a Modelica-based simulation framework using the well-tested AixLib system library. Two different simulation models are developed, each with two scenarios: a full district simulation model with centralized and decentralized network pumps and a simulation model of only the first construction section with the same two scenarios. The full district simulation model incorporates three supply stations, while the simulation for the first construction section has only one. The results indicate that when using centralized pumps, both full district and first construction phase area, energy demands are either over or under-met for certain buildings. However, decentralized pump systems appear to efficiently meet demands. In full district simulations, we observe the hydraulic interactions between the centralized network supply stations are different than in the decentralized scenario. The findings highlight hydraulic inconsistencies of centralized pumping schemes and the effectiveness of decentralized control strategies in meeting mass flow demands for heating. Decentralized pumping offers a promising solution, but in the case of multiple supply stations careful allocation of mass flow and advanced control systems are necessary to prevent overloading and thus ensuring efficient resource distribution in network. Numerical analysis shows the importance of evaluating hydraulic interactions in optimizing energy usage, enhancing comfort, and implementing effective pump control strategies.

Keywords: Cold heating networks, Simulation, Modelica, Dynamic thermo-hydraulic model

1. INTRODUCTION

In its report, the Intergovernmental Panel on Climate Change (IPCC) highlights that severe and irreversible consequences for the planet's ecosystem and human societies are anticipated if greenhouse gas (GHG) emissions continue at their current rate. The report emphasizes the urgent need to promptly implement ambitious mitigation strategies and enhance climate resilience [1]. The energy sector is a significant contributor to GHG emissions. In 2020, global energy production by fossil fuel amounted to 14.155 millions of tonnes of oil equivalent (Mtoe), with the European Union (EU) accounting for 565 Mtoe. The EU has implemented stringent measures to reduce energy consumption and increase the share of renewable energy in the sector. As of 2020, the share of renewable energy in total energy usage stands at 22 %, with a target set for 2030 to reach 32 % [2]. The primary objective of this transition is to decrease reliance on fossil fuels within Europe. Hence, it is crucial to reduce overall energy demand through efficient energy distribution and consumption. Approximately half of the energy used in Europe is allocated to heating and cooling buildings [3],[4], with the residential building sector accounting for 40 % of this consumption. Consequently, the building sector's energy consumption represents a substantial portion of the total energy usage. Urbanization trends and the projected increase in cooling demand [5] pose significant challenges to further reducing energy consumption in the building sector, due to growing building stock and energy infrastructure constraints. Therefore, developing an efficient energy supply method that encompasses the entire process from the energy supply system to the building itself will be crucial in the future. District heating and cooling (DHC) networks are widely recognized as a prominent solution for decreasing primary energy consumption and reducing GHG emissions [6].

Lund et al. [7] provide a comprehensive overview of different classifications and technological advancements in district heating systems. The work describes the classification up to the 4th-generation district heating (4GDH) and discusses various challenges associated with achieving sustainable integration of different energy systems, implementing smart energy systems, and improving energy efficiency in buildings for 4GDH. The pioneering 4GDH technology focuses on the integration of
renewable energy sources and the recovery of excess heat within the district heating network.

Buffa et al. [8] present the latest state-of-the-art technology in district heating and cooling, referred to as the 5th generation district heating and cooling (5GDHC). This advanced system is also known as energy networks, cold district heating networks, ambient loops, or balanced energy networks. Wirtz et al. [9],[10] delve into the concept of 5GDHC in detail and address uncertainties and research gaps based on a survey of 53 5GDHC networks in Germany. The concept of 5GDHC represents a supply approach for districts that enables the integration of diverse renewable energy technologies due to the low-temperature requirements. It also facilitates the coupling of electricity, heating, and cooling through the operation of decentralized heat pumps and chillers [11]-[14].

There remains a comparative lack of practical experience in designing and operating these hydraulically complex low-temperature networks [15]. Dynamic simulation techniques present an opportunity to gain detailed insights into the behavior of such systems, thereby offering new possibilities for their design and evaluation [13]. In this regard, the utilization of dynamic thermo-hydraulic simulation models offers a valuable means to comprehend the dynamic processes occurring within DHC networks. While several demonstrations have already been realized for complex DHC networks incorporating high shares of renewable energy sources [4], and dynamic models have been employed for thermal network design [16], the use of dynamic modeling in the design and operation of DHC networks remains uncommon.

This study presents an analysis of dynamic thermo-hydraulic simulations conducted to plan a district within Germany's Living Lab project TransUrban.NRW1. During the planning phase, we developed two different simulation models, each with two scenarios: a full district simulation model with centralized and decentralized network pumps and a simulation model of the first construction section with the same two scenarios. The full district was planned with 43 buildings and 3 supply stations. The network topology follows a ring structure and comprises two pipelines: the supply pipeline (hot) and the return pipeline (cold). The supply line maintains a temperature of 46 °C, while the return line is intended to be at 28 °C. The first construction phase area of the district is planned with 4 buildings and 1 supply station, with the same temperature maintained in the supply and return line for the network. Based on existing literature definitions, this network does not align precisely with 4GDH and 5GDHC. For the remainder of this paper, we will refer to it as a cold district heating network.

The paper is organized as follows: Section 2 presents the methodology, including the various open-source tools and simulation models employed. Section 3 elaborates on and discusses the results obtained from the simulations. In Section 4, we derive conclusions and outline future research directions.

2. METHODOLOGY

In this section, we discuss various simulation models that were constructed during the planning phase of the district. We elaborate on the software tools employed and the specific model setup. We start by elaborating on how we create simulation models for different individual components using the modeling language Modelica and the different packages used. Then, we explain the workflow of designing the entire models for a specific district using different open-source tools. Finally, we analyze the different simulation models, their variations, and the boundary conditions associated with each model.

2.1 Building simulation models for individual components.

The construction of the district system model necessitates the incorporation of key components, namely, heating medium carriers in the form of network pipes, substations representing buildings with heating demands, hydraulic components, and control systems, and central supply stations comprising heat sources. We adopt the Modelica language to model these individual components, utilizing the AixLib2 open-source Modelica library [17]. For modeling the pipe elements, a dynamic and equation-based thermo-hydraulic pipe model, known as the plug-flow pipe model [18], is employed. This model is specifically designed for simulating long pipes within district heating and cooling systems, considering transport delay, heat loss, insulation, storage effects, and temperature propagation along the pipe length, idealized as plug-flow.

The plug-flow pipe model (refer to Figure 1 and Figure 3) precisely handles fluctuating inlet temperatures, varying mass flows (including stopping or reversing flows), and complex network layouts that encompass branching and meshed systems. To enhance the accuracy of pressure loss representation in a pipe segment, the plug-flow pipe model incorporates a parameter called "fac," which enables the consideration of flow resistances associated with bends, thermal expansion joints, and other specific pipe sections.

For a more precise simulation of heat losses, we have integrated a model that represents the surrounding soil as a combination of cylindrical thermal resistors (R) and capacitances (C). These RC combinations effectively capture cylindrical heat transfer

---

1 https://reallabor-transurban-nrw.de/
2 https://github.com/RWTH-EBC/AixLib
and thermal storage effects occurring in both the pipe and the adjacent soil. Thermal connectors establish connections between the pipes and the inner surfaces of the cylindrical thermal capacities. For heat loss calculations, the undisturbed soil temperature is utilized for the outer surface of the pipes. Furthermore, these pipe models can be seamlessly linked with ground temperatures, enabling dynamic heat gain or loss calculations in conjunction with the ground.

Figure 1. Centralized pumping component models: a. pipe model, b. substation model, and c. supply station model

We have developed three substation models to accommodate various simulation scenarios. The first model (refer to Figure 1), tailored for simulations involving centralized pumping, encompasses a heat exchanger module, heat demand input tables, a valve, and temperature sensors. The heat exchanger consists of primary and secondary sides, with the primary side connected to the network and the secondary side linked to the building. The second model (refer to Figure 2) is designed to simulate scenarios with a centralized pumping network. It integrates a flow control unit that regulates the mass flow according to the building's demand. This model comprises a motorized control valve and a PI control unit that adjusts the valve based on the temperature sensor on the primary side of the heat exchanger. The third model (refer to Figure 3) addresses simulations featuring decentralized pumping. It incorporates a decentralized pump unit that is controlled by the calculated mass flow derived from heat demands, the heat exchanger, and temperature sensors. These substation models facilitate the evaluation of different pumping configurations and control strategies within their respective scenarios.

Figure 2. Substation model with PI control unit for centralized pumping cold heating network

Additionally, we have developed two supply station models to be employed in two distinct simulation scenarios. The first model (refer to Figure 1) incorporates an ideal heating source and a centralized pump controlled by the mass flow determined from the total demand in the network. The second model (refer to Figure 3) features an ideal heating source without any pump. The heating medium can be adjusted as required for the network. These two models serve as the primary energy sources for the district in all the simulation variants detailed in this paper.
2.2 Workflow for designing entire network models

To construct the model for the cold heating network, we utilize a self-developed toolchain comprising a series of open-source tools. This toolchain enables the automated generation of models, optimization of energy supply, forecasting of demand, and analysis of complex network simulations. For a more comprehensive understanding of the toolchain, we refer to the work conducted by T. Schreiber et al. [19].

For this study, a tool called TEASER\(^3\) is used to estimate demands for the buildings within the district. This tool generates individual reduced-order dynamic simulation models, derived from building archetypes, for each building in the district. The demands are calculated based on these models, which employ the analogy of circuits to describe the processes of heat transfer and storage, following the principles outlined in the German guideline VDI 6007 [20]. These generated demands serve as the basis for the initial design of supply stations and pipe networks. Subsequently, the network structure is visualized using the software QGIS, employing three primary layers: building or substations, network or pipes, and supply stations. This approach facilitates the generation of Geographical Information System (GIS) data for each layer, and the resulting data files are exported in the geojson format.

Once the demands and GIS data have been generated, the uesgraphs\(^4\) [21] tool is employed to automatically generate the network model. Currently, an advanced version of this tool is under development at the institute, incorporating notable features described in the work by Mans et al. [22]. The tool utilizes the demand files, ground temperature simulation files, GIS data files, and individual component simulation files.

---

\(^3\) https://github.com/RWTH-EBC/TEASER

\(^4\) https://github.com/RWTH-EBC/uesgraphs
By combining these input files, the tool generates simulation models for the entire district executable via software environments supporting the Modelica language, such as Dymola or OpenModelica.

2.3 Different simulation variants and their boundary conditions

In this study, we describe different simulation variants and their associated boundary condition. The heat-carrying medium in the network is water and all the demands for each building are calculated over the course of a year. The supply temperature is 46°C, while the planned return temperature is 28°C, resulting in a temperature difference (dT) for the entire network of 18 K. The specific heat capacity of the carrying medium water is taken as 4.187 kJ/kgK to calculate the required mass flows from the pre-simulated demands. The pipes are insulated in the network and the calculations for the thermal resistance are done with the heat conductivity of the pipe insulation as 0.021 W/(m K).

To gain a comprehensive understanding of the impact of both decentralized and centralized pumping systems on the district, we have developed and analyzed the simulation variants described in Table 1. The simulations are categorized based on the project’s scope, encompassing either the construction phase 1 or the entire district. In simulations covering the entire district, the network incorporates three supply stations.

The pump configurations consist of two options: a centralized pumping scenario where each supply station is equipped with a dedicated pumping unit or a decentralized pumping scenario where each substation possesses its own pump.

In the case of centralized pumping, the substation model incorporates a valve that is either non-controlled, mechanically set to an open position, or a controlled motorized valve that can be adjusted using a proportional-integral (PI) controller. The estimation of mass flow is performed by considering the input demands provided for each individual building.

For simulations involving the centralized pumping scenario, the centralized pump situated in the supply station is regulated based on the cumulative mass flow required for all buildings within the network.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Scope</th>
<th>Pump configuration</th>
<th>Substation model</th>
<th>Supply Station (SS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Construction phase 1</td>
<td>Centralized</td>
<td>non-controlled valve</td>
<td>1 ideal SS with pump</td>
</tr>
<tr>
<td>2</td>
<td>Construction phase 1</td>
<td>Centralized</td>
<td>PI controlled motorized valve</td>
<td>1 ideal SS with pump</td>
</tr>
<tr>
<td>3</td>
<td>Construction phase 1</td>
<td>Decentralized</td>
<td>controlled pump unit</td>
<td>1 ideal SS without pump</td>
</tr>
<tr>
<td>4</td>
<td>Full district</td>
<td>Centralized</td>
<td>non-controlled valve</td>
<td>3 ideal SS with pump</td>
</tr>
<tr>
<td>5</td>
<td>Full district</td>
<td>Decentralized</td>
<td>controlled pump unit</td>
<td>3 ideal SS without pump</td>
</tr>
</tbody>
</table>

Figure 5 illustrates the generated simulation models representing Variant 4 and Variant 1, developed for the centralized pumping scenario for the full district and construction phase 1 case.
The simulation duration for all the variants is one year. The heat demands during the summer consist of domestic hot water, while for the remaining time, it includes both space heating and domestic hot water. The simulation interval spans from 0 seconds to 31,536,000 seconds, with a timestep of 3600 seconds. During the simulation, data is collected at regular intervals, specifically every 3,600 seconds (equivalent to 1 hour), constituting the output interval length. The solver employs the Cvode-variable order integration algorithm to solve the system equations.

3. RESULTS & DISCUSSION

Numerous results are generated through each simulation; however, only the relevant outcomes are presented within this paper. For the purposes of this study, building 11_1 (shown in Figure 5) was selected as the reference building, given its position as the furthest structure in construction phase 1. The temperature plot for the supply and return in the supply station, ground temperatures throughout the year, as well as the supply and return for the substation at building 11_1, are illustrated in Figure 6.

![Figure 6](image6.jpg)

**Figure 6.** Temperature plot from the simulations for building 11_1: a. network temperatures and b. ground temperatures

Figure 7 and Figure 8 depicts the results of the required and delivered mass flow for building 11_1 obtained from variant 1, variant 2, and variant 3 which utilizes centralized pumping in the network. The graphs in Figure 7 reveal instances where the demands are either underserved or overserved, resulting in hydraulic inconsistencies.

![Figure 7](image7.jpg)

**Figure 7.** Variant 1 mass flow for building 11_1: a. full year and b. spring period

![Figure 8](image8.jpg)

**Figure 8.** Variant 2 and variant 3 mass flow for building 11_1: a. full year and b. spring period

Figure 9a presents the outcomes of the total mass flow extraction from individual supply stations in the centralized pumping scenario for variant 4. Conversely, Figure 9b demonstrates the results for variant 5, depicting the total mass flow acquisition...
from each supply station in the decentralized pumping scenario.

Figure 9. Mass flow from the supply stations: a. variant 4 and b. variant 5

In variant 2, the required mass flow is successfully achieved by adding a control block for the substation motorized valve, yielding comparable results to those depicted in Figure 8 for the centralized pumping station. The PI control utilizes a mass flow sensor and a calculation block constructed using the temperature sensor at the inlet to regulate the motorized valve. This implementation ensures the appropriate supply of mass flow necessary to meet the building’s heating demands.

Table 2 presents a summary of results for different variants highlighting hydraulic inconsistencies. These inconsistencies resulting from centralized pumping have significant implications. They contribute to operational inefficiencies, suboptimal performance, increased energy consumption, and higher operating costs. Inadequate mass flow can negatively impact building heating or cooling, affecting occupants’ comfort levels. Conversely, an excessive supply of mass flow can result in wasteful energy usage and unnecessary equipment wear and tear.

Table 2. Summary of Simulation Results: a comparative overview of different variants.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Duration of Undersupply (threshold: 0.1 kg/s)</th>
<th>Successful Achievement of Required mass flow</th>
<th>Temperature Fluctuations in supply and return line</th>
<th>Mass flow distribution with multiple supply stations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3829 hours (43.7% of total simulation time)</td>
<td>no, over or underserved</td>
<td>2-4 K</td>
<td>not applicable (NA)</td>
</tr>
<tr>
<td>2</td>
<td>0 hours</td>
<td>yes</td>
<td>2-4 K</td>
<td>NA</td>
</tr>
<tr>
<td>3</td>
<td>0 hours</td>
<td>yes</td>
<td>2-4 K</td>
<td>NA</td>
</tr>
<tr>
<td>4</td>
<td>3752 hours (42.8% of total simulation time)</td>
<td>no, over or under served</td>
<td>2-4 K</td>
<td>aligned and distributed mass flow from each supply station</td>
</tr>
<tr>
<td>5</td>
<td>0 hours</td>
<td>yes</td>
<td>2-4 K</td>
<td>major distribution from supply station 2 further investigation needed</td>
</tr>
</tbody>
</table>

5. CONCLUSION

The results outlined in the preceding section yield several important conclusions. Firstly, centralized pumping schemes demonstrate hydraulic inconsistencies and deviations in meeting mass flow demands. These inconsistencies can result in operational inefficiencies, increased energy consumption, and potential comfort issues for building occupants. Mechanical adjustment of simple valves poses challenges in dynamically satisfying demands. However, by implementing decentralized control strategies and incorporating features such as PI control and motorized valves, the required mass flow can be effectively achieved, ensuring the satisfaction of heating demands in buildings. Secondly, decentralized pumping strategies offer a promising solution to address these challenges. Moreover, the results indicate that in decentralized pumping scenarios, mass flow extraction predominantly occurs from specific supply stations. Further investigation is required to evaluate the implications of this phenomenon in cases involving multiple active supply stations. Advanced control systems are necessary for the allocation of mass flow among substations and should be optimized to prevent the overloading of a particular supply station within the decentralized system. In conclusion, the study emphasizes the advantages of decentralized pump control in enhancing the efficiency and reliability of mass flow delivery. Careful design and implementation of decentralized strategies are crucial for optimizing energy usage, improving comfort levels, and ensuring a balanced distribution of resources throughout the district. These findings contribute to advancing the understanding and implementation of effective pump control strategies while planning a cold district heating network. Future work should explore advanced control strategies and robust simulation models, scalability of decentralized strategies in larger district heating networks, integration of renewable energy sources and storage technologies, and economic viability of decentralized pumping solutions.
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ABSTRACT

To improve the mechanical stability of centralized heating pipelines and ensure their safety and reliability, the author's team proposed a new mode of socket-type connecting ductile iron thermal pipelines. Based on the corrosion characteristics of pipelines and using the Jinan-Laiwu long-distance heating project as an example, this study utilized the MC method to establish a calculation model of mechanical failure probability for thermal pipelines from both strength and stability perspectives. The study found that under the 30-year service life limit, the mechanical failure probability of ductile iron pipelines was much lower than that of steel pipelines, which means ductile iron pipes still have large safety margin. Therefore, the service life of ductile iron pipelines is determined as the age when the mechanical failure probability reaches 0.60. Under this condition, the service life of ductile iron pipes is 50 years, which is 20 years longer than that of steel pipes. By comparing the probabilities of two mechanical failure modes, it was found that steel pipelines and ductile iron pipelines have different main failure modes. Sensitivity analysis was then conducted on the parameters, revealing that factors such as corrosion resistance, wall thickness, elastic modulus, and allowable stress were highly correlated with the pipeline mechanical failure probability. Ductile iron pipes have more advantages in the above parameters, resulting in better mechanical stability. The study found that the temperature sensitivity coefficient of steel pipelines was 0.31, which is much higher than the temperature sensitivity parameter of ductile iron pipelines (0.03). This indicates that steel pipelines are more temperature-sensitive, which means steel pipelines are more prone to mechanical failure in the early stages of heating. After analysis, it has been confirmed that under the same usage environment, ductile iron pipelines have a higher level of safety and longer service life.

Keywords: Thermal Insulation Pipeline, Ductile Iron Thermal Pipeline, Safety Evaluation, Mechanical Failure Probability

1. INTRODUCTION

Thermal pipelines commonly use carbon steel as the base material, which is buried underground after welded. There are the following shortcomings in this model during construction and usage: (1) The production process, construction method, and usage environment result in poor corrosion resistance of steel pipelines during usage \cite{1-3}. (2) The heating pipes are welded as a whole, which will transfer and accumulate thermal expansion displacement during temperature changes, that will causing significant displacement in the pipes and weakening the pipes' ability to resist temperature changes. Therefore, natural compensation, installation of compensators, and preheating should be taken to reduce the thermal expansion displacement of heating pipes. (3) Due to the properties of the base material and the effects of welding, the allowable stress of steel thermal pipes decreases as corrosion progresses \cite{4}. These shortcomings of steel thermal pipes will affect pipeline safety and service life.

In response to the shortcomings of thermal pipelines, the research team author belongs to proposed a new model of ductile iron thermal pipeline for heating projects, as shown in Figure 1. This thermal pipe is based on ductile iron and has the following main features: (1) The inner lining surface is polished, and the outer lining surface is coated with a zinc layer to slow down the corrosion rate of pipeline, which is effectively improve the pipeline's corrosion resistance. (2) The pipe segments are connected with the socket joint. At the socket joint, there is a 10-15mm gap between the socket and the spigot, which can fully adapt to the axial thermal expansion of the pipeline caused by temperature changes. Therefore, there is no need to set natural compensation or install compensators along the pipeline, which enhanced the pipeline's ability to cope with thermal expansion. (3) The base material of the pipeline has a higher allowable stress, and there is no need for welding during the installation process, reducing the impact of high-temperature welding on the pipeline material. The research team has verified its good economic feasibility \cite{5}. By conducting engineering practices and experiments, they have confirmed the feasibility of using ductile iron thermal pipelines \cite{6}.
Many scholars have conducted research on the methods of safety evaluation for thermal pipelines, such as analytic hierarchy process\cite{7}, fuzzy evaluation method combining safety assessment \cite{8}, GIS and comprehensive evaluation method combining accident tree analysis method and analytic hierarchy process\cite{9}. These studies provide a good research foundation for the safety evaluation of thermal pipelines. In order to study the characteristics of ductile iron thermal pipelines in mechanical stability and service life, this article takes the Jinan-Laiwu long-distance heating project as an example and uses the Monte Carlo method (MC) to establish a mechanical failure probability calculation model for the cumulative corrosion of thermal pipelines.

2. MECHANICAL FAILURE TYPES OF HEATING PIPELINE

Based on common mechanical failure cases of thermal pipelines, mechanical failures of thermal pipelines can be categorized into two types: pipeline strength failure and pipeline stability failure. Pipeline stability failure can further be classified into three types: vertical instability, radial instability, and local buckling.

2.1 Pipeline strength failure

The reasons for the strength failure of the heating pipeline underground can be attributed to the increase of the loading effect, the decline of the structural resistance, or a combination of them. When the loading effect on the pipeline is less than the structural resistance of the pipeline, the pipeline is safe, otherwise, it will be damaged.

2.2 Pipeline stability failure

(1) Vertical instability: When the temperature of the thermal pipeline increases, the pipeline undergoes axial expansion. If both ends of the pipeline are fixed, the pipeline may experience vertical instability as shown in Figure 2(a). In severe cases, the thermal pipeline will be arched squeezed out of the ground.

(2) Radial instability: Under external circumferential pressure, the thermal pipeline may experience elliptical deformation. When the deformation exceeds the critical value, the thermal pipeline may undergo radial instability as shown in Figure 2(b).

(3) Local buckling: the buried thermal pipeline can be considered as a rod system from an overall perspective, but for a small section of the pipeline, it belongs to a thin-walled shell, especially for pipes with large diameters. For buried pipelines with large diameter, high temperature, and high pressure, significant local deformation may occur when the maximum compressive strain reaches a critical value. This can result in axial bending, buckling, and wrinkling of the pipeline, referred to as local buckling as shown in Figure 2(c)\cite{10}.

![Figure 1. Schematic diagram of ductile iron heating pipeline](image1)

![Figure 2. Schematic diagram of pipeline stability failure](image2)
3. MECHANICAL FAILURE STATE EQUATION OF THERMAL PIPELINES

3.1 Corrosion model of thermal pipeline

According to recent statistical data, corrosion is responsible for 66% of the total failures in thermal pipelines of central heating networks, making it the primary reason for the failure of such networks \[1^{[1]}\]. Numerous studies have shown that the power function corrosion model can accurately simulate the corrosion changes in pipelines:

$$
\delta(t) = \delta_0 - k \cdot [365(t-t_0)]^n
$$

(1)

Where $\delta(t)$ — wall thickness of the pipeline after $t$ years, mm; $\delta_0$——Initial wall thickness of the pipeline, mm; $\Delta \delta(t)$ — corrosion depth, mm; $t_0$——starting corrosion time, year; $t$——pipeline usage time, years; $k, n$——corrosion parameters.

Guo Hao et al\[12\]. conducted internal wall corrosion tests and accelerated soil corrosion simulation tests. Through experiments and data fitting, they proposed the recommended values for $k$ of the inner and outer walls of carbon steel pipes are 0.037 and 0.111, respectively, and the recommended values for $n$ are 0.430 and 1.851, respectively. The recommended values for $k$ of the inner and outer walls of ductile iron pipes are 0.029 and 0.104, respectively, and the recommended values for $n$ are 0.396 and 1.840, respectively. This study referred to the fitting values of the corrosion parameters obtained by Guo Hao et al.

3.2 Stress calculation of thermal pipeline

The reason for pipeline strength failure is that the stress on the pipeline exceeds its allowable stress. The stress generated in the pipeline can be decomposed into hoop stress $\sigma_h$, axial stress $\sigma_{ax}$ and radial stress $\sigma_r$ along the circumference, length, and diameter directions of the pipeline, respectively.

The Iowa formula is the theoretical basis for calculating the circumferential stress caused by external loads on buried flexible pipelines. Spangler proposed a formula to calculate the hoop stress $\sigma_h$ based on the Iowa formula, which considers the simultaneous action of internal and external pressures \[13\]. The axial stress $\sigma_{ax}$ consists of the axial stress $\sigma_{ax}^0$ generated by temperature changes and the Poisson stress $\sigma_{ax}^p$, that is associated with $\sigma_r$. It is generally believed that the working pipes of thermal pipelines are thin-walled metal pipes, the radial stress $\sigma_r$ is approximately zero in theory, which can be ignored. According to the third strength theory, the external equivalent load $\sigma_{eq}$ of the thermal pipeline under the combined action of circumferential and axial stresses can be calculated. The detailed stress calculation formula is shown in Table 1.

<table>
<thead>
<tr>
<th>Strain mode</th>
<th>Formula</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hoop stress $\sigma_h$</td>
<td>$\frac{3\lambda W E_c \delta \rho}{E_c \delta + 3 \lambda \rho D_p^0 + 0.0915 k_1 \rho D_p^0} \frac{p(D_p^0 - 2\delta)}{2\delta}$</td>
<td>$k_1$——bending coefficient of soil; $E_c$—Elastic modulus of pipes, MPa; $W_c$—vertical distributive load, N/m; $\delta$—pipe wall thickness, mm; $\alpha_p$—Linear expansion coefficient of pipes, °C$^{-1}$; $D_p^0$—pipe outer diameter, mm; $k_1$—Deformation coefficients of pipe; $E_c$—Soil deformation modulus, MPa; $p$—Pipe internal pressure, MPa; $t_0$—water temperature inside the pipe, °C; $\nu_p$—Poisson ratio; $t_0$—initial temperature of thermal pipe, °C.</td>
</tr>
<tr>
<td>Axial stress $\sigma_{ax}$</td>
<td>$\frac{3\lambda W E_c \delta \rho}{E_c \delta + 3 \lambda \rho D_p^0 + 0.0915 k_1 \rho D_p^0} \frac{p(D_p^0 - 2\delta)}{2\delta} \alpha_p E_c (\nu_p - \nu) \frac{T_D}{T_D}$</td>
<td>$T_D$—Deformation caused by deformation of pipe.</td>
</tr>
<tr>
<td>External equivalent load $\sigma_{eq}$</td>
<td>$\left[1 + \nu_p \right] \frac{3\lambda W E_c \delta \rho}{E_c \delta + 3 \lambda \rho D_p^0 + 0.0915 k_1 \rho D_p^0} \frac{p(D_p^0 - 2\delta)}{2\delta} \alpha_p E_c (\nu_p - \nu) \frac{T_D}{T_D}$</td>
<td>$T_D$—Deformation caused by deformation of pipe.</td>
</tr>
</tbody>
</table>

3.3 Mechanical failure state equation of thermal pipeline

The mechanical failure state equation of thermal pipeline can be expressed as:

$$
G(S, R) = S - R
$$

(5)

Where $S$——The beneficial effects of thermal pipeline stability; $R$——Critical action of thermal pipeline stability.

When $G(S,R)>0$, the thermal pipeline does not fail; When $G(S,R)<0$, the thermal pipeline fails; When $G(S,R)=0$, the thermal pipeline is in a critical state.

In the strength failure state equation of thermal pipeline, $S$ represents the allowable stress of thermal pipeline ($\sigma_{eq}$), $R$ represents the external equivalent load ($\sigma_{eq}$); In the vertical instability state equation of thermal pipeline, $S$ represents the vertical distributed load of the thermal pipeline ($W_v$), $R$ represents the critical load for vertical instability of the thermal pipeline ($W_{cr}$); In the vertical instability state equation of thermal pipeline, $S$ represents the critical deformation of thermal pipeline($AX$), $R$ represents the deformation of thermal pipeline($AX$); In the local buckling state equation of thermal pipeline, $S$ represents the critical buckling stress of thermal pipeline($\sigma_{cr}$), $R$ represents the axial stress of thermal pipeline($\sigma_{cr}$). The failure state equations of thermal pipelines under different failure modes are shown in Table 2.
Table 2. The failure state equations of thermal pipelines

<table>
<thead>
<tr>
<th>Failure mode</th>
<th>State equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strength failure</td>
<td>( G_1 = \sigma_{eq} - \sigma_{eq}^{\text{eq}} )</td>
<td>([\sigma])—Permissible stress; (\text{MPa}); (\gamma_{\text{soil}}) — volume weight of backfilling soil; (\text{kN/m}^3); (h) — Buried depth of pipeline top; (m); (\mu) — coefficient of vehicle dynamic load; (D_{\text{mo}}) — Outer diameter of thermal pipeline outer protection pipe; (m); (F) — Vehicle standard load; (\text{kN}); (A) — Thermal pipeline cross-sectional area; (m^2); (I_p) — Cross-section moment of inertia; (m^4); (D_o) — Lag coefficient of deformation.</td>
</tr>
<tr>
<td>Vertical instability</td>
<td>( G_2 = \gamma_{\text{soil}} h D_{\text{mo}} + \frac{1}{2} F D_{\text{mo}} \left{ \frac{1}{2} \tan 30^\circ \right} \left{ 0.6 + 2 \tan 30^\circ \right} )</td>
<td>(1.5 D_i k W D_{\text{mo}}^3 / E_i \sigma_{eq} + 3 k p D_{\text{mo}}^3 + 0.0915 E_{\text{eq}} D_{\text{mo}}^3 )</td>
</tr>
<tr>
<td>Radial instability</td>
<td>( G_3 = 0.03 D_{\text{mo}} - \frac{1}{2} \frac{1.5 D_i k W D_{\text{mo}}^3}{E_i \sigma_{eq} + 3 k p D_{\text{mo}}^3 + 0.0915 E_{\text{eq}} D_{\text{mo}}^3} )</td>
<td>( G_4 = 0.1254 E \frac{\delta}{D_{\text{mo}}} - \sigma_{eq} )</td>
</tr>
<tr>
<td>Local buckling</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Mechanical Failure Probability of Thermal Pipeline Based on Monte Carlo (MC)

4.1 Monte Carlo method (MC method)

Monte Carlo simulation (MC) is a method to solve theoretically possible deterministic problems through randomness. This method is based on a probability distribution model of random variables, using random simulation technology to conduct a large number of random sampling simulations. It replaces event probability with simulation frequency and uses simulation results as the basis for project risk assessment. With the development of computer technology, its application in pipeline stability assessment has become increasingly widespread, and many methods for calculating pipeline failure probability have been derived based on it\cite{14,15}. These studies also demonstrate the unique advantages of the MC method in pipeline failure probability assessment. Therefore, this paper will also use this method to evaluate the mechanical failure probability of a thermal pipeline.

When calculating the failure probability of thermal pipeline in this paper, first, it is assumed that the eigenvalues of each random variable follow a normal distribution and are independent of each other. Then, based on the mean \(\mu\) and coefficient of variation \(CV_i\) of random variable \(i\), a simple random sampling method is used to sample each random variable, and pseudo-random numbers are generated based on its distribution pattern. Subsequently, the obtained sampled values \(x\) are substituted into the limit state equation \(G_i\). If \(G_i < 0\), the failure count under this mode will increase by one time. Otherwise, the failure count remains unchanged. Repeat these steps until all of the sampled samples are used up. The failure probability \(P_{f,i}\) can be obtained based on the ratio of the failure frequency and sampling number of each of the four failure modes, and the mechanical failure probability of the pipeline can be derived accordingly.

4.2. Mechanical failure probability of pipeline in Jinan-Laiwu long distance heating project

Taking a DN700 pipeline section in the Jinan-Laiwu long-distance heating project as an example, the failure probability of the steel thermal pipeline and ductile iron thermal pipeline at different service life spans is calculated. The interval estimation method is used to process the involved parameters. When the confidence level is set to 95\%, the mean values \(\mu\) and coefficient of variation \(CV_i\) of each parameter are shown in Table 3. The relevant parameters are input into the corresponding limit state equation \(G_i\) of the mechanical failure mode, and the MC method is used to calculate the failure probability \(P_{f,i}\) and the mechanical failure probability \(P_f\) of the thermal pipeline.

Table 3. Parameter values related to mechanical failure of two types of thermal pipelines

<table>
<thead>
<tr>
<th>Symbol/Unit</th>
<th>(\mu) of steel pipes</th>
<th>(\mu) of ductile iron pipes</th>
<th>(CV_i)</th>
<th>Symbol/Unit</th>
<th>(\mu) of steel pipes</th>
<th>(\mu) of ductile iron pipes</th>
<th>(CV_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D_{\text{mo}}) mm</td>
<td>720</td>
<td>738</td>
<td>0.01</td>
<td>(E) MPa</td>
<td>1.6</td>
<td>1.6</td>
<td>0.10</td>
</tr>
<tr>
<td>(D_{\text{mo}}) mm</td>
<td>850</td>
<td>870</td>
<td>0.01</td>
<td>(k) kN</td>
<td>70</td>
<td>70</td>
<td>0.10</td>
</tr>
<tr>
<td>(\delta) mm</td>
<td>9.0</td>
<td>10.8</td>
<td>0.05</td>
<td>(k) MPa</td>
<td>2.891</td>
<td>2.761</td>
<td>0.05</td>
</tr>
<tr>
<td>(h) m</td>
<td>1</td>
<td>1</td>
<td>0.01</td>
<td>(n)</td>
<td>0.430</td>
<td>0.396</td>
<td>0.05</td>
</tr>
<tr>
<td>([\sigma]) MPa</td>
<td>125</td>
<td>140</td>
<td>0.01</td>
<td>(n)</td>
<td>1.528</td>
<td>1.506</td>
<td>0.05</td>
</tr>
<tr>
<td>(\alpha_i) /(^\circ)C</td>
<td>0.00000124</td>
<td>0.000011</td>
<td>0.01</td>
<td>(\varepsilon)</td>
<td>0.30</td>
<td>0.28</td>
<td>0.02</td>
</tr>
<tr>
<td>(E_{\text{eq}}) MPa</td>
<td>2060000</td>
<td>165000</td>
<td>0.04</td>
<td>(E_{\text{eq}})</td>
<td>0.157</td>
<td>0.157</td>
<td>0.15</td>
</tr>
<tr>
<td>(D_t) /—</td>
<td>0.20</td>
<td>0.15</td>
<td>0.20</td>
<td>(p_{\text{soil}})</td>
<td>17.6</td>
<td>17.6</td>
<td>0.10</td>
</tr>
<tr>
<td>(t_{\text{soil}}) /—</td>
<td>1.5</td>
<td>1.5</td>
<td>0.20</td>
<td>(E_{\text{eq}})</td>
<td>3.5</td>
<td>3.5</td>
<td>0.10</td>
</tr>
</tbody>
</table>
(1) Mechanical failure probability of steel thermal pipeline

Through MC method simulation, the variation of mechanical failure probability $P_f$ of DN700 steel thermal pipeline with age is shown in Figure 3. From Figure 3, it can be seen that:

![Failure probability of steel thermal pipeline](image)

**Figure 3. Failure probability of steel thermal pipeline**

1) The design service life of steel thermal pipeline is 30 years [16], and the corresponding mechanical failure probability of it is 0.59, which is close to 0.60. Therefore, the mechanical failure probability of 0.60 can be used as the standard to determine the design service life of the thermal pipeline.

2) The stability failure probability of steel heating pipeline during the initial 20 years is 0. After 20 years of pipeline use, the probability of vertical instability, radial instability, and local buckling increases year by year, but the difference is not significant. As of the design service life of 30 years, the maximum difference among the three is 0.015.

3) The strength failure probability of the steel thermal pipeline during its service life span is higher than the stability failure probability, and the difference in probability between the two reaches the maximum value of 0.40 in the 26th year. At 30 years, the mechanical failure probability in pipeline is 0.59, and the strength failure probability is 0.53, which is 0.38 higher than the stability failure probability. This fully demonstrates that strength failure is the main failure mode of steel thermal pipeline.

(2) Mechanical failure probability of ductile iron thermal pipeline

Through MC method simulation, the variation of mechanical failure probability $P_f$ of DN700 steel thermal pipeline with age is shown in Figure 4. From Figure 4, it can be seen that:

![Failure probability of ductile iron thermal pipeline](image)

**Figure 4. Failure probability of ductile iron thermal pipeline**

1) Based on the mechanical failure probability of 0.60 as the basis for the design service life of thermal pipeline, the mechanical failure probability of ductile iron thermal pipeline at 51 years is 0.59, close to 0.60.

2) The stability failure probability of ductile iron thermal pipeline during the initial 26 years is 0. After 26 years of pipeline use, the probability of vertical instability, radial instability, and local buckling began to increase year by year after the 26th year, but the difference was not significant. The stability failure probability in the 58th year is 0.61, exceeding 0.60 for the first time, while the strength failure probability first reaches 0.60 is in the 80th year (0.601), which is 22 years later than the stability failure probability.

3) The stability failure probability of ductile iron thermal pipeline is higher than the strength failure probability after 34 years, and the difference in probability between the two reaches the maximum value of 0.31 in the 70th year. This indicates that stability failure is the main failure mode of ductile iron thermal pipeline.
(3) Comparison of failure probabilities between two types of thermal pipelines

The comparison of failure probability between steel thermal pipeline and ductile iron thermal pipeline is shown in Figure 5. It can be seen that:

1) Due to the superior anti-corrosion performance of ductile iron thermal pipelines compared to steel thermal pipelines, and the fact that the wall thickness of ductile iron thermal pipelines is 1.8 mm thicker than that of steel pipelines of the same nominal diameter, the strength failure probability of ductile iron thermal pipelines is 0.52 lower than the steel thermal pipelines when the design service life is 30 years. At the 30th year, the strength failure probability of steel thermal pipelines is 0.53, while ductile iron thermal pipelines require approximately 72 years to achieve this strength failure probability, with a difference of 42 years. Therefore, ductile iron thermal pipelines have greater advantages in preventing strength failure of pipelines.

2) The stability failure probability of ductile iron thermal pipelines is lower than that of steel thermal pipelines. At the designed service life span of 30 years, the difference between the two is 0.14, which is smaller than the difference in strength failure probability between them.

3) At the designed service life span of 30 years, the mechanical failure probability of steel thermal pipelines is 0.59, while the mechanical failure probability of ductile iron thermal pipelines is only 0.01, with a difference of 0.58 between the two. The low mechanical failure probability of ductile iron thermal pipelines indicates that the pipeline still has abundant safety reserves, and a service life span of 30 years is not suitable for such pipelines. Therefore, referring to the relationship between the mechanical failure probability of steel thermal pipelines and the designed service life span, the year corresponding to mechanical failure probability exceeding 0.60 can be used as the design service life span for ductile iron thermal pipelines. At the 51th year, the mechanical failure probability of ductile iron thermal pipelines is 0.59, close to 0.60, and its service life span is 21 years longer than that of steel pipelines. Therefore, it is recommended to increase the service life span of ductile iron thermal pipelines from 30 years to 50 years when the usage conditions are similar.

(4) Sensitivity analysis of thermal pipelines

Sensitivity analysis can calculate the rate of change in failure probability $P$ caused by changes in sensitive factor $X$, reflecting the degree of influence of sensitive factor $X$ on failure probability $P$. Wu et al. \cite{17} proposed a dimensionless sensitivity coefficient $S_X$ for the influence of sensitivity factor $X$ on sensitivity, which can better compare the relative impact of each sensitive factor $X$ on the failure probability $P$. This article draws inspiration from its sensitivity coefficient calculation criteria to conduct sensitivity analysis on the 20 parameters involved in mechanical failure probability analysis, and selects the top 5 sensitive factors that are positively correlated with the sensitivity of thermal pipeline mechanical stability and the top 3 sensitive factors that are negatively correlated, as shown in Figure 6. It can be seen that:

1) The most sensitive positive correlation factor with the mechanical failure probability of steel thermal pipelines is the elastic modulus $E_{ps}$, which is also positively correlated with the mechanical failure probability of ductile iron thermal pipelines. Therefore, using materials with higher elastic modulus as thermal pipelines is not conducive to the mechanical stability of thermal pipelines. Elastic modulus of ductile iron pipeline ($1.65 \times 10^5$MPa) is less than the elastic modulus of steel pipes ($2.06 \times 10^5$MPa), therefore, ductile iron thermal pipelines have a lower probability of mechanical failure.

2) The permissible stress $[\sigma]$ is negatively correlated with the mechanical failure probabilities $P_f$ of both types of thermal pipelines. The permissible stress of ductile iron thermal pipelines (140 MPa) is slightly larger than that of steel thermal pipelines (125 MPa). Therefore, ductile iron thermal pipelines have a lower mechanical failure probability.

3) The temperature of water inside the pipeline ($t_w$) is positively correlated with the mechanical failure probability of steel
thermal pipelines, while it has a relatively small impact on ductile iron thermal pipelines. Therefore, it can be inferred that the mechanical failure probability of steel pipelines in the early stage of heating is higher than that of ductile iron thermal pipelines.

4) The sensitivity coefficient between wall thickness $\delta$ and the mechanical failure probability $P_f$ of ductile iron thermal pipelines is $-0.928$, but it has a sensitivity coefficient of only $0.003$ for the mechanical failure probability of steel thermal pipelines. When the nominal diameter is DN700, the wall thickness of ductile iron pipelines is $1.8$mm thicker than that of steel thermal pipelines. Therefore, the mechanical failure probability of ductile iron thermal pipelines is smaller.

![Figure 6. Sensitivity coefficient comparison of thermal pipelines](image)

5. CONCLUSION

Based on the case study of the Jinan-Laiwu long-distance heating project, the mechanical stability of thermal pipes was evaluated using the Monte Carlo method, and sensitivity analysis was conducted on the parameters involved. The main conclusions of this paper are as follows:

1) The anti-corrosion performance of ductile iron thermal pipelines is better than that of steel thermal pipelines, and the wall thickness of ductile iron thermal pipelines is $1.8$mm thicker than that of the steel thermal pipelines at the same nominal diameter. This results in a mechanical failure probability of only $0.01$ for ductile iron thermal pipelines after $30$ years of use, which is much lower than the mechanical failure probability of $0.59$ for the steel thermal pipelines. Therefore, a design service life of $30$ years is not suitable for this type of pipeline. The relationship between the mechanical failure probability of steel thermal pipelines and the design service life can be used as a reference to determine the design service life for pipelines with a mechanical failure probability exceeding $0.60$. The probability of mechanical failure of ductile iron after $51$ years of use is $0.59$, close to $0.60$. Therefore, the design service life of ductile iron pipelines can be limited to $50$ years, which is $20$ years longer than steel pipelines and increases the service life of pipelines by $67\%$.

2) Within the design service life, the strength failure probability of steel thermal pipelines is greater than the stability failure probability by $0.38$ ($30$-year service life), while the stability failure probability of ductile iron thermal pipelines is greater than the strength failure probability by $0.38$ ($50$-year service life). This indicates that strength failure is the primary failure mode for steel thermal pipes, while stability failure is the primary failure mode for ductile iron thermal pipes. The reason for the different failure modes is due to the different mechanical failure sensitivity parameters of the two types of pipes. Steel pipes are most sensitive to the elastic modulus $E_p$ ($S_\sigma=1.27$), while ductile iron pipes are most sensitive to the pipe wall thickness $\delta$ ($S_\delta=-0.93$). Steel thermal pipelines have a larger $E_p(2.06 \times 10^5 \text{MPa} \text{ vs } 1.65 \times 10^5 \text{MPa})$ and a smaller $\delta$ ($9.0$mm vs $10.8$mm) than ductile iron thermal pipes, so when facing similar usage environments, ductile iron pipes have a higher level of safety. In addition, the sensitivity coefficient of steel thermal pipelines to temperature is $0.31$, higher than that of ductile iron pipelines, which is $0.03$. This means the mechanical failure probability of steel thermal pipelines during the beginning of the heating period is higher than that of ductile iron thermal pipelines.

3) The sensitivity coefficients of allowable stress $[\sigma]$ for the two types of pipes are $-0.37$ (steel pipes) and $-0.04$ (ductile iron pipes), both of which belong to the negative correlation factors that have a significant impact on the mechanical failure probability of their respective pipeline modes. Ductile iron thermal pipes have a higher allowable stress ($140 \text{ MPa} \text{ vs } 125 \text{ MPa}$) and therefore have a lower mechanical failure probability.

After analysis and comparison, it has been determined that ductile iron thermal pipelines have advantages over steel pipes in terms of corrosion resistance, wall thickness, elastic modulus, and allowable stress. These parameters are highly correlated with the mechanical stability of thermal pipelines. As a result, under the same use environment, ductile iron thermal pipes have better mechanical stability, higher safety, and better prospects for application in heating engineering.
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ABSTRACT

District Heating (DH) utilities require focused maintenance strategies for their networks to ensure both security of supply and economic efficiency. Moreover, implementing optimized maintenance practices not only enhances resource efficiency but also plays a crucial role in national and international climate protection efforts. Requirements for maintenance strategies are meaningful inventory, accurate damage statistics, and comprehensive operating data as well as reliable simulation results from asset management tools. Scarce existing data in combination with the numerous influences on the service life of a DH pipes result great uncertainties in asset management. To reduce these uncertainties and to improve maintenance strategies, an ageing model was developed in the “Instandhaltung-FW” (engl. “Maintenance-DH”) project that increases the reliability of the results of asset management simulations by combining statistical ageing models and material-based service life models. The combined ageing model was validated using data from four DH utilities. The results show that the use of the combined ageing model can increase the forecast accuracy of the simulation. In addition to the aforementioned factors, the importance of relying on databases becomes evident. As a result, an artificial dataset has been created to address the scarcity of data and mitigate privacy/confidentiality concerns. This helps researchers to use the data for development and simulation purposes.

Due to the developing technical possibilities and political requirements, e.g. for the remote readability of heat consumption data in Germany, the number of remotely readable data points in DH networks will increase significantly in the next years. The digitalization of DH networks should promote predictive maintenance strategies in DH.

The path to implement predictive maintenance in DH starts with the improvement of inventory and damage statistics. In addition, research for adaptions on asset management tools and aging models of DH pipes is required. DH companies and Researchers will address these tasks in the future, for example in the upcoming national research project Sustainable Asset Management District Heating.

Keywords: District Heating networks; Predictive maintenance; Transformation.

NOMENCLATURE

- $n_i$: cycles at $i^{th}$ stress level during service
- $N_i$: cycles at $i^{th}$ stress level on SN-curve
- $E_a$: Arrhenius activation energy (kJ/mol)
- $t_1$: service life at temperature $T_1$ (K)
- $t_2$: service life at temperature $T_2$ (K)
- $T$: absolute temperature
- $D$: the fraction of life consumed by exposure to the cycles at the different stress levels.

1. INTRODUCTION

When maintaining heating networks, for technical, economical, and ecological reasons it is highly recommended to exploit the service life of the pipelines completely. The service life of pipelines in heating networks is influenced by various factors, such as the quality of the pipelines supplied, the quality of the workmanship during the construction of the heating network and the operational loads. Since the reliability of the heat supply in district heating systems is influenced by the operational capability of the pipelines of the heating network, maintenance strategies aim at limiting the risk of failure of the pipelines to a level defined by the utility [1].

Basically, maintenance strategies can be divided into reactive, proactive, and risk-oriented strategies [2]. Reliable inventory, damage, and operating data, in conjunction with an increase in the number of measuring points in heating networks for recording operating parameters and the use of artificial intelligence, will make it possible to use predictive maintenance
strategies in the future [3]. Since the listed requirements for predictive maintenance are not yet fulfilled in many district heating systems today, the estimation of the service life of pipelines in heating networks, using commercially available software tools in asset management, often forms the basis for the development of the company-specific maintenance strategy. These asset management software programmes usually use statistical ageing models, among other things, to forecast damage rates, failure probabilities and to determine investments in renovation measures. Compared to other infrastructures such as water supply, the statistical data basis for the use of these ageing models for district heating pipes is small. In connection with the multiple factors affecting the service life of district heating pipes, the uncertainty of the simulation result increases when using statistical ageing models due to the limited data availability. In addition to statistical ageing models, material-based service life models and methods for condition assessment can be used to estimate the service life of the pipes of the heating network [4]. The further development of material-based service life models for mapping ageing processes based on complex material stress in situ continues to be the subject of research projects [5].

The aim of the research project "Maintenance-DH" is to develop a combined ageing model by linking statistical ageing models and material-based service life models, which increases the reliability of forecasts on the service life of district heating pipes. In addition, the exchange with district heating supply companies during the project aims to use previous data bases and approaches to identify practice-oriented recommendations and measures for improved maintenance strategies in the future. These activities to improve asset management have so far run parallel to plans for the decarbonisation, transformation, and digitalisation of district heating systems: The decarbonisation and transformation of existing systems towards a higher share of renewable energy sources requires, among other things, the substitution of fossil heat generation plants, the reduction of heat consumption and will probably lead to more decentralised DH systems. These measures require a further digitalisation of existing networks due to the parallel increasing complexity of existing systems. This will lead to an increase in the digital recording of operating parameters in existing DH networks [6]. In addition, the number of digital data points in district heating systems in Germany will increase by the end of 2026 due to the legal requirement for consumption recording and remote readout of customer systems [7]. If network operators record operating parameters such as pressure and temperatures in addition to pure consumption data, this legal regulation can generate valuable data for operational optimisation and predictive maintenance strategies. Based on the results of the research project "Maintenance-DH", the following paper shows the path to predictive maintenance in district heating systems.

2. DATA BASIS, COMBINED AGEING MODEL AND SIMULATIONS SCENARIOS

2.1. Data from four utilities and damage rate from AGFW statistics

Available inventory, damage and operating data were provided by four different district heating supply companies (abbreviated here as network A-D) for the development of the combined ageing model. The inventory data included georeferenced network plans with identification numbers for individual pipe sections of the heating network, the year of construction, the length and nominal diameter of the pipelines and the pipe system used. Figure 1 summarises the percentage shares of the different pipe systems in the four district heating systems.

![Figure 1. Pipe systems used in the four networks A-D, source: AGFW](image-url)
Based on the percentage shares of different pipe systems shown, it can be assumed that various pipe systems with different materials are installed in today's district heating systems. The pipe system of buried pre-insulated bonded pipes has the largest share in all district heating systems and therefore forms the focus in the development of the combined ageing model. In addition to pre-insulated pipes, other pipe systems with a steel service pipe, such as in-duct laid pipeline, overhead pipes and basement-laid pipes, are used due to the design temperatures of the district heating networks under consideration. In table 1 additional information on the networks like the length in kilometres trench, the average age of all pipes and the number of collected damages on all pipes of the systems are given. It should be noted that the percentages for the pipe systems of network D in Figure 1 refer to the entire system with more than 300 kilometres length trench. For the simulations in the project, data of a subnetwork was provided by the utility (see Table 1).

<table>
<thead>
<tr>
<th>network</th>
<th>length in [km trench]</th>
<th>average age in [a]</th>
<th>number of damages [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>328.4</td>
<td>30.1</td>
<td>186</td>
</tr>
<tr>
<td>B</td>
<td>102.8</td>
<td>37.6</td>
<td>12</td>
</tr>
<tr>
<td>C</td>
<td>184</td>
<td>30.7</td>
<td>667</td>
</tr>
<tr>
<td>D</td>
<td>13.6</td>
<td>26.0</td>
<td>35</td>
</tr>
</tbody>
</table>

For the further development of the combined ageing model, the damage data of the pipe system pre-insulated pipes were used. Figure 2 shows the ageing distribution of the pipelines with damage events for networks A, C and D for the pre-insulated pipe system. The low number of recorded damages as well as the missing allocation to the pipe ID in the data of network B has led to the fact that the data basis of the practice partner could not be used in the investigations. Overall, the number of damage events and the age of the pre-insulated pipes of the four network operators are low. According to the European standards for quality and design, buried pre-insulated bonded pipes are designed for a minimum service life of 30 years [8, 9]. As shown in figure 2, most of the pipelines of the four utilities have not yet reached the minimum service life according to the design.

![Figure 2. Age distribution of pre-insulated pipes and damaged pre-insulated pipes in the networks A, C and D, source: HCU](image)

By setting up an "inventory and damage database" on a national level, AGFW is aiming to overcome data shortage for asset management of district heating pipes. By the end of the project, 54 of a total of 196 district heating network operators had participated in the statistics [10]. Regarding the length trench of district heating networks in Germany, inventory data of 9490 kilometres trench (44.5 % in relation to the total length for district heating networks in Germany based on [11]) have been submitted by the network operators to the statistics. 25 of the participating utilities entered a total of 2267 damages for different pipe systems into the database. In the process, the option of a detailed description of the damage was rarely used by utilities. Figure 3 shows the resulting damage rates for pre-insulated pipes, basement-laid pipes and in duct laid pipes that could be used for the simulations in the project. This is based on 4279 km trench with 651 damage events for pre-insulated pipes, 1138 km trench with 34 damage events for basement-laid pipelines and 1478 km of route with 192 damage events for in duct laid pipes that could be evaluated [10].

For the use of material-based service life models, the in-situ stresses that result from the operation of the heating network and lead to the fatigue of the materials are essential. None of the four practical partners could provide complete, historical operating modes of the heating network over the service life of the pipelines. Therefore, an algorithm for the simulation of historical temperature modes was developed in the project and integrated into the combined ageing model [3].
2.2. Design and structure of the combined ageing model

The implemented combined model consists of 3 main components:

- Backwards simulation for historical load collectives.
- Material specific ageing models.
- Condition prediction and derivation of artificial data points for ageing.

To have a proper predictive approach, it is important to have the loading history on pipes. This data mostly is not available specially for the pipes which are more than 10 years in operation. Therefore, a backward simulation model has been developed to enable to understand the loading history based on the availability of the weather data where the pipe is located. This was explained extensively in our previous work [15]. For this model the temperature and non-temperature variables have been used.

Regarding material specific ageing models there are two models, which are broadly being used in district heating for pipes. Palmgren-Miner’s rule for fatigue estimation and Arrhenius equation for thermo-oxidation of the PUR foam. But before diving to the equations, it is worth noting that rainflow-counting algorithm is used to prepare the backward simulation results for further calculations [16].

For calculation of damage accumulation of the steel medium pipe Palmgren-Miner’s rule is used as follows:

\[ D = \sum_{i=1}^{k} \frac{n_i}{N_i} \]  \hspace{1cm} (1)

In general, when the damage fraction reaches to unity, failure occurs. This is critical to monitor in DH pipes because they are continuously subjected to temperature fluctuations that will cause thermal fatigue. However, while this may be the first damage accumulation model, it is highly recommended according to EN 13941-1:2019 [17].

The temperature changes not only cause damage to the steel pipes but also impact the partial pressure on the foam cells. This leads to increased oxygen ingress into the cells, ultimately resulting in foam oxidation. The Arrhenius law relates the rate of a chemical reaction to the temperature and activation energy of the reaction. The Arrhenius equation suggests that an increase in temperature leads to an exponential increase in the rate of a reaction. The equation is given as:

\[ k = Ae^{-\frac{E_a}{RT}} \]  \hspace{1cm} (2)

According to EN 253, a derivation of the previous equation the Arrhenius law for thermo-oxidative aging of polyurethane insulation materials applies in DH pipes relative to accelerated ageing of the foam. The equation is as follows:

\[ \log_{10} \left( \frac{T_2}{T_1} \right) = \frac{1}{T_1} - \frac{1}{T_2} - \frac{E_a}{(2,303 \cdot R)} \]  \hspace{1cm} (3)

Correspondingly, it is possible to calculate the foam oxidation of the pipes by considering the condition of service life of the fresh pipes and incorporating it into the model.
Finally, the statistical data on failures will be compared with the actual data from operational pipes, enabling a conditional assessment to predict potential failures. The following figure illustrates the principal flow of the entire algorithm of the combi-model that was used for the implementation. The basic elements of flow-chart symbols are used to describe the combi-model in figure 4 [12].

The vertical line on the left describes the backwards simulation. This is followed horizontally at the bottom by the material-specific ageing models. Finally, the right vertical thread describes the part of the condition prognosis with derivation of artificial data points for ageing. Following the backward simulation, the material-specific ageing values can be calculated for all pipes to be considered. These are, among others, the equivalent full load cycles, the activation rate, and the fatigue index. The prototypically implemented combination model can be used to derive service lives for ageing modelling. In the context of risk modelling, various condition-based assessment factors are available for the pipeline sections, e.g.

- Age, absolute [years].
- Remaining service life, absolute [years].
- Reserve of service life, 0-100 [%].
- Predicted damage rate, absolute [p./km.a]
- Predicted damage number, absolute [No.]

A detailed description of the algorithm is documented in the final project report [10]. In addition, the code of the algorithm and essential instructions for its use are published in a freely accessible form [13].

The factors listed above are parameters that can be changed over time. Up to now, the usual risk modelling has focused on static observations at a specific point in time. The software has been extended to support dynamic risk modelling. Finally, by implementing the algorithm presented here in the asset management software KANEW 3S® [14], the combination of statistical ageing models with material-based service life models was established using backwards simulation.
2.3 Asset simulations with the data of the network operators

For a comparative asset simulation with the data sets of the three network operators, 3 scenarios were defined and simulated:

- Scenario 1 - Analysis based on own damage statistics (S1)
- Scenario 2 - Analysis based on own damage statistics and combination with data from AGFW inventory and damage statistics (S2)
- Scenario 3 - Analysis based on own damage statistics, combination with data from AGFW inventory and damage statistics and application of material-based analyses (S3).

For each scenario, damage analyses and service life estimates were carried out as a basis for further risk analyses and strategy simulations. A very simplified risk analysis was carried out to demonstrate the benefits of using the combined model, as no comprehensive assessment criteria were available for the networks.

Condition criteria (with equal weighting among them):

- Remaining useful life.
- Damage rate.

Criteria for significance/importance

- Nominal size.

The complete results are published in the project final report [10]. In the further analysis of the simulation results, the focus is on the development of the damage rate and the derivation of the service life.

3. RESULTS OF THE SIMULATIONS

Figure 5 shows the simulation results for the three scenarios (S1-S3) for networks A, C and D based on the damage rates of pre-insulated pipes. To determine the average service life, the damage rate is set at 0.1 damage per kilometre of pipe per year. This is common in other sectors, such as water supply, and was confirmed in a workshop with the utility companies.

In network A, the damage rate of 0.1 damage per kilometre of pipeline per year is reached after 69 years. Including the damage data of the previous AGFW statistics in S2, the useful life increases to 88 years. In S3, the average service life is reduced by 4 years by applying the material-based service life models.

In the simulations for network C, the district heating pipes reach a mean service life of 155 years in S1, even more than 200 years in S2 and 178 years in S3. The damage functions are due to a low number of damages and the relatively low average age of the pre-insulated pipe system in the heating network.

The simulated damage function increases in network D for S1 already at the beginning to 0.08 damage per km pipe and year and remains const. afterwards. Since an increasing renewal of the pipes in the heating network is necessary in this context, the damage function in S1 does not reach the defined limit damage rate. In the further simulations, the marginal damage rate and thus also an average service life of the pipelines is reached. It is 81 years for S2 and 78 years for S3.

![Figure 5. Results of the simulation of the three scenarios with KANEW 3S® for the three district heating systems, source: 3S Consult](image-url)
4. DISCUSSION OF RESULTS

Based on the data and simulation results, it is clear that a large proportion of the utilities' district heating pipes have not yet reached the end of their service life. For an asset management simulation, complete inventory, damage, and operating data form the basis for reliable results. The development and application of a combined ageing model based on statistical ageing models and material-based service life models shows in the three practical examples that the validity of the simulation results can be increased in principle. It was necessary to develop the algorithm for the backward simulation for the use of material-based service life models to compensate for the lack of historical operating data from the utilities. In summary, the data from the four practice partners showed that the databases for reliable asset simulations need to be improved. Similarly, the AGFW’s inventory and damage database is still under development at the national level, but in the long term it can help to increase the reliability of asset simulations by providing a larger statistical data set.

The results for estimating the remaining service life of pre-insulated pipes aged due to real life application as well as the experience of utility companies in Germany show that the pipe system can achieve service lives of over 50 years [4]. Since numerous, different influences affect the service life of the pipe systems and a large proportion of the district heating pipes have not yet reached the minimum service life according to the design, there is a further need to validate the simulation results. In addition, improvements based on further research results, e.g., for material-based service life models [5], will be incorporated into existing asset simulations in the future. In parallel, political framework conditions and technological developments to increase overall efficiency will increase the number of remotely readable measuring points for recording operating parameters in district heating networks. This operating data will also enable improved forecasts and even predictive maintenance strategies in asset management using artificial intelligence. In order to be able to use these improved asset simulation models, companies should:

- Completely collect and document inventory, damage and operational data and process historical data as best as possible.
- Investigate causes of damage where possible, assign failure causes to the different materials of the pipe system and categorise the damaged pipe.
- Check and document the material properties of the pipeline before construction (e.g., quality control according to [8]).
- Record, categorise and document the condition of existing pipelines in the case of network extensions, connection compaction in the network or rehabilitation measures.
- Carefully document maintenance activities, failures of recording devices, etc. in the record of operational data.

Similarly, by implementing these recommendations, utilities contribute to supporting scientific work, e.g., in the development of Artificial Intelligence algorithms to quantify complex ageing processes of materials due to stresses acting in situ. These contributions from practice are necessary to enable long-term predictive maintenance strategies in the field of district heating.

5. CONCLUSION

Predictive maintenance requires reliable inventory, damage, and operating data as well as information on the condition of the pipes of the heating network, which can be used to identify ageing processes using artificial intelligence.

An incomplete database only offers district heating operators the possibility to apply proactive maintenance strategies with a high risk for an early replacement of the pipelines or reactive maintenance strategies. In the research project "Maintenance-DH", a combined ageing model and an algorithm for the generation of historical operational data were developed, which can improve the prediction of asset simulations. After the implementation of the developed algorithms in a market-available asset simulation software, the simulations with the data of the three practice partners show the potential for reducing the uncertainty in the simulation result, but at the same time also illustrate the necessity for improving the database. Based on the simulation results in connection with the work in the “Maintenance-FW” project, recommendations for improving the data basis were developed and presented in this paper.

Based on the status regarding inventory, damage and operational data, predictive maintenance can represent a long-term goal of district heating utilities, which utilities can get a step closer to by applying the project results "Maintenance-DH". It is expected that further steps towards predictive maintenance will be achieved in the future through research results related to ageing models, data processing of asset simulation software and artificial intelligence algorithms. As the results of the project show, the close cooperation between research and practice is a promising approach to enable improved maintenance strategies.
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ABSTRACT

In the context of the carbon peak and carbon neutrality, urban district heating has been developing rapidly. Currently, the widely used welded steel heating pipes was generally suffering rapid corrosion rate of conveying pipes, low installation efficiency of manual welding, and poor axial adaptability of rigid joints. In that case, the author's research team has completed theoretical analysis, model establishment and laboratory research, and then proposed a new pattern of ductile iron thermal pipes with flexible joint: 1) Ductile iron materials had strong corrosion resistance, which could extend the service life of working pipes to 50 years. 2) The flexible interface had a high sealing guarantee rate, and the sealing ring had the same service life as the working pipe under thermal operating conditions. 3) The overall mechanical stability of the pipeline was high, and flexible socket connections could naturally compensate for axial thermal elongation, which could effectively reduce the probability of pipeline mechanical failure. In view of the urgent need to improve the economy of heat transmission in long-distance heat supply pipelines, this paper proposed to paint high adhesion Aluminate cement inorganic drag reduction coating on the inner wall of the pipeline based on the new pipeline model, which could reduce the specific friction resistance of the pipeline by 35%. Taking the DN1600 long-distance heat supply pipeline in Laiwu District as an example, the economy of welded steel heating pipes and the new pattern of ductile iron thermal pipes with resistance reducing and anti-corrosion coating was compared and analyzed. The results showed that the unit heat transfer cost throughout the entire life cycle of the new pattern could be reduced by 28.5%, which had excellent economic performance.

Keywords: district heating, ductile iron thermal pipes, improve service life, ensure security, improve economy

1. Introduction

The carbon emissions from winter building heating in northern China were enormous. As of the end of 2020, the total heating area in the northern region has reached 21.8 billion square meters, and annual heating energy consumption was equivalent to 369 million tons of standard coal[1]. With the proposal of "carbon neutrality and the carbon peaking", the heating structure was facing major changes, and cogeneration and other low-carbon clean heat sources would have huge development space to achieve long-distance centralized heating[2]. As a key link in heat transportation, the scale of heating pipelines was increasing rapidly. Currently, the maximum specifications of pipelines have developed to DN1400 or even DN1600, and the maximum length has reached over 40 kilometers. However, the slow progress of pipeline technology has hindered the further development of centralized heating. With the increase of pipeline scale, the total investment cost of comprehensive pipeline materials, civil engineering, and installation engineering was high. The theoretical service life of the steel heating pipeline currently used was only 30 years, and the cost of pipeline investment allocated to the entire life cycle accounts for over 25% of the total heating cost.

1) With the increase of pipeline scale, the total investment cost of comprehensive pipeline materials, civil engineering, and installation engineering was high[3]. The theoretical service life of the steel heating pipes currently used was only 30 years, and the cost of pipeline investment allocated to the entire life cycle accounted for over 25% of the total heating cost.

2) Due to the distance between low-carbon clean heat sources (such as large thermal power plants) and urban heat load centers, the power consumption of circulating water pumps was high during long-distance heat transmission, resulting in a significant increase in heating energy costs.

3) Owing to unfavorable control of dissolved oxygen concentration during the heating period and neglect of maintenance during non-heating periods, severe corrosion occurred on the inner wall of the heating pipeline, leading to an
accelerated thinning rate of the pipeline and further shortening its service life. At the same time, the accumulation of corrosion products has led to an increasing resistance to pipeline operation year by year

Therefore, improving the economy and safety of heating pipelines has become one of the important tasks for achieving low-carbon and clean heating in northern China.

2. Problems existing in the mode of prefabricated thermal insulation steel heat pipe

At present, the commonly used mode of directly buried prefabricated insulated steel heating pipelines in China was shown in Figure 1: The working pipe was made of Q235B, 10# or 20# steel and other carbon steel materials, the insulation layer was made of rigid polyurethane foam plastic materials, the outer protective pipe was made of high-density polyethylene materials, and the interface mode was manual welding of the working pipe, and the outer protective pipe was made of hot-melt patching process. After 30 years of comprehensive promotion and use, it was found that this pipeline model has certain limitations.

1) Poor corrosion resistance of carbon steel working pipes under operating conditions of thermal pipelines: Due to unfavorable control of dissolved oxygen concentration during the heating period and neglect of maintenance with water during non-heating periods, significant electrochemical corrosion has occurred on the inner wall of the pipeline. On the one hand, accelerating the thinning rate of the pipe wall greatly shortened the actual service life of the working pipe, making it difficult to achieve a theoretical lifespan of 30 years. On the other hand, it caused the accumulation of corrosion products on the inner wall, and the roughness of the pipeline increases year by year, significantly increasing the pipeline resistance and water pump power consumption throughout the entire life cycle.

2) Significant shortcomings in the efficiency and quality of manual welding processes: The welding process of thermal pipelines required a large amount of labor, and the construction speed and efficiency were at a low level, resulting in high construction costs. Besides, the quality of the welding process was also constrained by construction conditions such as labor quality and weather conditions. In addition, during the manual welding process, a weld reinforcement of about 3mm would be generated, which would increase the resistance of the pipeline and power consumption of the water pump to a certain extent. With the large-scale construction of heating networks, this excessive reliance on manual installation methods has become a bottleneck that restricts the efficiency and quality improvement of pipeline construction.

3) The rigid interface formed by welding lacks axial adaptability: The working temperature difference of thermal pipelines was large, and the primary network water supply pipeline would be 100 ℃ or even higher than the normal temperature during severe cold periods. For welded steel thermal pipelines, compensators or curved pipe sections were usually used to compensate for the axial thermal elongation caused by temperature rise. In that case, the initial investment of the pipeline and the local resistance of the pipeline were both increased.

Therefore, the prefabricated insulation steel heating pipeline model has shown drawbacks in ensuring service life, improving installation efficiency and improving economy.

3. A new model of prefabricated insulated ductile iron heating pipeline

In 2018, the author's research team first proposed a new model of ductile iron thermal pipelines using flexible socket connections, as shown in Figure 2.

1) The working pipe was manufactured using the centrifugal casting process of ductile iron, the outer surface coated with a metal zinc coating, and the inner surface polished or coated with a drag reducing and anti-corrosion coating.

2) The outer protective pipe was made of high-density polyethylene material, and the thermal insulation layer was made of rigid polyurethane foam plastic material. The straight or allotype thermal insulation structure process could be selected according to the engineering requirements.
3) The work pipe adopted flexible socket connection, the interface insulation adopted the non-hot melt patching process, and the gasket adopted the modified rubber material that is resistant to high temperature and aging.

![Diagram of prefabricated insulated ductile iron thermal pipes]

---

### 4. Advantages of prefabricated insulated ductile iron thermal pipes

#### 4.1 Strong corrosion resistance of work pipes

In the new pipeline mode, the corrosion resistance of the working pipe was a pivotal parameter that affects the overall service life and operating resistance of the pipeline. By using weight loss method and electrochemical test method, the basic corrosion laws and mechanisms of ductile iron hanging pieces and Q235B carbon steel hanging pieces under different hot water temperature conditions were tested, as shown in Figure 3, and an analysis model for the corrosion rate of pipeline inner walls was established. Through mutual verification of experimental data and analytical models, the corrosion rate changes of ductile iron pipes and steel pipes were determined, as shown in Figure 4.

![Figure 3. Corrosion rate of pipeline inner wall changed with temperature]

![Figure 4. Corrosion rate of pipeline inner wall changed with temperature]

The inner wall corrosion rate of carbon steel pipes and ductile iron pipes was positively correlated with temperature, mainly because increasing temperature changed ion activity, thereby accelerating the inner wall corrosion rate of pipelines. The corrosion resistance of ductile iron pipes under operating conditions of thermal pipelines has significantly improved, only 70% of that of carbon steel pipes. Therefore, it could slow down the corrosion of the inner and outer walls, effectively reduced the thinning rate of the pipe wall, and extended the service life of the pipeline to 50 years. In addition, it could also reduce the annual increase rate of inner wall roughness, further reducing the resistance of pipeline operation throughout its entire life cycle.

#### 4.2 High sealing guarantee rate of socket joint

The sealing performance of socket joints was a pivotal parameter affecting the safety of pipeline operation. As the internal pressure of the pipeline increased, the contact pressure between the socket type interface sealing ring and the warehouse wall gradually increased, and the interface sealing performance became stronger, which could satisfy the pressure bearing technical requirements of 2.5MPa for thermal pipelines.

The service life of gasket was also a focus of research. Based on the Arrhenius life prediction theory, this paper conducted accelerated aging experiments on modified special rubber under thermal operating conditions. Firstly, the changes in permanent compression deformation of the gasket with time under different hot water temperature conditions (90°C~130°C) were detected, as shown in Figure 5. Furthermore, based on the Arrhenius curve, the continuous service life of the sealing ring in 130°C hot water environment was estimated to 33 years, as shown in Figure 6. Besides, the expected
service life would reach 50 years under heating conditions.

4.3 Excellent mechanical stability of pipelines

At the joint of ductile iron pipes, the installation gap of 10-15mm between the socket and the spigot was sufficient to absorb the axial thermal elongation with a temperature difference of 120 °C, which greatly reducing the secondary stress generated by temperature changes. In addition, the socket joint had a deflection capacity of 1.5 °~3.5 °, which could adapt to a certain degree of foundation settlement[11].

In order to accurately evaluate the mechanical stability characteristics of nodular cast iron thermal pipes, this paper established a mechanical failure model of thermal pipes[12,13], and adopted the Monte Carlo method to solve the failure probability of pipes. Taking DN700 pipeline as an example, the impact of corrosion occurrence and temperature changed on the probability of pipeline mechanical failure was analyzed, as shown in Figure 7 and Figure 8(SP is the abbreviation of steel pipes, DIP is the abbreviation of ductile iron pipes).

1) With the increase of hot water temperature, the mechanical failure probability of ductile iron thermal pipelines and steel thermal pipelines increased. Due to the stronger adaptability of ductile iron pipeline socket joints to axial thermal elongation and radial thermal expansion, the negative impact of temperature changed on pipeline stability would be largely eliminated. Therefore, the mechanical failure probability of ductile iron thermal pipelines was always lower than that of steel thermal pipelines under different hot water temperatures.

2) The probability of mechanical failure of ductile iron thermal pipelines and steel thermal pipelines under corrosion was increasing year by year. After 20 years of use, steel heating pipelines would gradually experience problems such as vertical instability and radial instability. However, ductile iron had better corrosion resistance, which could better cope with the thinning of pipeline wall thickness and stress decline, and could reduce or even eliminate the negative impact of pipeline wall corrosion on pipeline stability. Therefore, the probability of mechanical failure in ductile iron thermal pipelines due to corrosion was much lower than that in steel thermal pipelines.

5. Optimization design of drag reducing and anti-corrosion coating

Long distance heating pipelines had long and large flow rates, resulting in high operational resistance for heat transfer...
and high-power consumption of circulating water pumps. In addition, due to corrosion on the inner wall of the pipeline, the roughness of the inner wall of the pipeline was increasing year by year, further increasing the operational resistance of the pipeline and the power consumption of the circulating water pump. The author's team proposed a method of spraying drag reducing and anti-corrosion coating on the inner wall of prefabricated insulated ductile iron pipes.

The drag reducing and anti-corrosion coating was made of Aluminate cement mortar inorganic material, which had good resistance to high temperature, bending and corrosion, and could have a high adaptability to the axial and radial deformation of the pipeline when the temperature of the thermal pipeline changed. This paper established a mathematical model for thermal pipeline analysis, analyzed and compared the resistance characteristics of ductile iron pipelines with drag reducing and anti-corrosion coating and bare pipe wall schemes under DN1200, DN1400, and DN1600 pipeline specifications, as well as steel pipelines with bare pipe schemes. The results were shown in Table 1.

<table>
<thead>
<tr>
<th>Diameter</th>
<th>Ductile iron pipelines with drag reducing and anti-corrosion coating</th>
<th>Ductile iron pipelines with bare pipe</th>
<th>Steel pipelines with bare pipe</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Specific frictional resistance(Pa/m)</td>
<td>Specific frictional resistance(Pa/m)</td>
<td>Specific frictional resistance(Pa/m)</td>
</tr>
<tr>
<td>DN1200</td>
<td>135.37</td>
<td>176.58</td>
<td>268.84</td>
</tr>
<tr>
<td>DN1400</td>
<td>71.32</td>
<td>79.50</td>
<td>118.56</td>
</tr>
<tr>
<td>DN1600</td>
<td>37.15</td>
<td>39.59</td>
<td>57.18</td>
</tr>
</tbody>
</table>

Compared to bare walled steel pipelines, the resistance reduction of DN1200, DN1400, and DN1600 bare walled ductile iron pipelines was 34.3%, 32.9%, and 30.8%, respectively. After applying drag reducing and anti-corrosion coating on ductile iron pipelines, the pipeline resistance further decreased by 23.3%, 10.3%, and 6.2%. Therefore, anti-corrosion and drag reducing coatings could effectively reduce the roughness of the inner wall of the pipeline, thereby reducing the resistance along the pipeline and the power consumption of the circulating water pump throughout the entire operating cycle.

6. Economic analysis of prefabricated insulated ductile iron heating pipes

Taking the long-distance heating project from Laiwu Industrial Zone to Jinan City as an example, the pipeline system was designed with a length of 78 kilometers and a pipeline specification of 2 × DN1600, and the heat source heating capacity 3276MW. Paper compared and analyzed the economic performance of steel thermal pipelines (Scheme 1) and ductile iron thermal pipelines coated with anti-corrosion and drag reducing internal coatings (Scheme 2).

6.1 Analysis of investment costs for pipeline construction

The investment cost for pipeline construction included the cost of working pipes, insulation and external protection pipes, drag reduction and anti-corrosion coating costs, pipeline installation costs, and civil engineering costs. This paper calculated the construction investment costs for both schemes, as shown in Figure 9.

**Figure 9.** Composition of construction investment costs for Scheme 1 and Scheme 2

Compared with steel heating pipelines, the investment cost of ductile iron heating pipeline pipes is 10.7% higher, mainly due to the increase in pipeline investment cost caused by internal coating of drag reducing and anti-corrosion coatings. Compared with Scheme 1, the Scheme 2 had a 10.7% higher investment cost in pipe materials, mainly due to the increase in pipeline investment cost caused by the internal coating of ductile iron pipes with drag reducing and anti-corrosion coatings. The installation cost was 26.3% lower, mainly due to the fact that the socket connection method increases the speed by 5-10 times compared to the welding method, greatly improving the efficiency and quality of pipeline installation, and thereby reducing pipeline installation costs. The total investment cost for pipeline construction was equivalent to that of steel thermal pipelines.
6.2 Analysis of annual cost for pipeline operation

The annual cost of pipeline operation included heat dissipation loss cost, water pump power consumption cost, water replenishment cost, and maintenance cost. This paper calculated the annual operating costs of the two schemes separately, as shown in Figure 10.

Compared with Scheme 1, the operating cost of the Scheme 2 decreased by 34.5%, mainly due to the effective reduction of pipeline specific friction and the reduction of water pump power consumption cost through drag reduction and anti-corrosion coating. In addition, the ductile iron thermal pipelines did not require the installation of compensators or natural compensation, which could effectively reduce local resistance and further reduce operating costs.

![Figure 10. Composition of annual cost of pipeline operation for Scheme 1 and Scheme 2](image)

6.3 Analysis of unit heat transfer cost throughout the entire life cycle

The unit heat transfer cost throughout the entire life cycle was composed of the cost of unit heat construction investment allocation and the operating cost of unit heat supply, as shown in Equation 1.

\[
c = c_j + c_y = \frac{C_j}{nQ} + \frac{C_y}{Q}
\]

where \(c\) is unit heat transfer cost throughout the entire life cycle, yuan/GJ. \(c_j\) is cost sharing of unit heat construction investment, yuan/GJ. \(c_y\) is investment cost for pipeline construction, yuan. \(C_j\) is annual cost of pipeline operation, yuan/a. \(n\) is service life of the pipeline, a. \(Q\) is system heating capacity, GJ/a.

This paper calculated the full life cycle unit heat transfer cost of two schemes, as shown in Table 2. Compared to Scheme 1, the unit heat transfer cost throughout the entire life cycle of the Scheme 2 was 7.46 yuan/GJ, with a decrease of approximately 28.5%. Due to the fact that the service life of ductile iron heating pipelines could reach 50 years, which could significantly reduce the cost of construction investment per unit of heat, and at the same time, the operating resistance of pipelines could be significantly reduced, which could reduce the operating cost per unit of heat supply. Therefore, using a ductile iron heating pipeline model coated with anti-corrosion and drag reducing lining could significantly improve the economy of long-distance heating pipelines.

![Table 2. Comparison of unit heat transfer cost throughout the entire life cycle](image)

7. CONCLUSION

To improve the economy and safety of thermal pipelines, this paper proposed a new model of ductile iron thermal pipelines with flexible socket joint, which had significant advantages compared to steel thermal pipelines.

1) Excellent corrosion resistance, the corrosion resistance of ductile iron pipes was three times that of carbon steel pipes. In this case, the service life of the pipeline could be extended to 50 years, while the problem of increased inner wall roughness caused by the accumulation of corrosion products could be alleviated and the operating resistance of the entire life cycle of the pipeline could be reduced.

2) Reliable flexible socket joint, and the gasket made of modified rubber material had a continuous service life of up to 33 years, which could have the same lifespan as the pipeline under heating conditions. In addition, the socket connection
method could significantly improve the efficiency and quality of pipeline installation, and reduced the cost of pipeline engineering.

3) Remarkable mechanical stability, the probability of stress failure due to corrosion and temperature changes of ductile iron thermal pipelines was much lower than steel thermal pipelines.

4) Lower specific friction of pipelines, the use of drag reducing and anti-corrosion coating on ductile iron thermal pipelines could reduce the specific friction of pipelines by more than 35%, which had great significance for reducing pipeline resistance and operating costs.

5) Favorable economic performance, the total investment cost for the construction of ductile iron pipelines was similar to that of steel pipelines. Due to the improvement of pipeline life and the application of anti-corrosion coatings, the unit heat transfer cost throughout the entire life cycle could be reduced by 28.5%.
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ABSTRACT

Today District Heating (DH) utilities have to work on status assessments and lifetime predictions while many pipes in the DH systems are close to the expected service lifetime according to the design criteria. Consequently, they have to think about suitable maintenance strategies. Additionally, they must also work on the transformation of their DH systems towards the increased use of renewable energy sources.

Because the ageing of DH pipes consists of several different processes the results of available lifetime prediction models show a large variation, so that reliable predictions require many researchers working on this topic. Therefore, researchers started an international research collaboration platform under the supervision of IEA DHC, where the experience of international researchers and research results from national research projects are being compiled and consolidated. The overall goals of the annex task 6 “Status assessment, ageing, lifetime prediction and asset management of district heating pipes” are to improve existing methodology of accelerated ageing, lifetime prediction, status assessment and asset management of district heating pipeline systems to provide district heating companies with valuable knowledge on how to treat their pipe network optimally. Besides the tasks to improve the knowledge of ageing processes and lifetime prediction, there is a need to revise the current standards to gain more realistic results. Asset management tools based on this enable utilities to develop targeted strategies for decarbonizing district heating systems in addition to predictive maintenance. The TS 6 project as well as the scientific approach are presented in this contribution.

Keywords: District Heating pipes; ageing; asset management.

1. INTRODUCTION

In the planning of heating networks, the pipe systems are designed in accordance with the relevant standards, depending on the stresses acting on them. The material properties of the pipelines of a heating network deteriorate over time due to ageing processes taking place during service. To ensure the security of supply in district heating systems, asset management simulations are used to develop suitable maintenance strategies based on statistical ageing models. Besides that, material based ageing models are used to predict the service life of DH pipes based on acting loads in situ. These material ageing models are described in the relevant standards for each type of pipe. Regarding pre-insulated bonded pipes status assessment, accelerated ageing and lifetime predictions of buried pipes are described in EN 253 [1], EN 448[2] and EN 13941 [3]. The findings of Swedish and German research have led to the complete deletion of the previous relation of lifetime at operative temperature and time of accelerated ageing tests of DH pipes in the European Standard [1]. A verified replacement of this testing method is currently not available.

A reliable asset management simulation of DH networks is a strong tool to meet the requirements of high security of supply. When the average age of existing DH networks is increasing, the asset management is becoming more important to ensure the security of supply. Besides that, as described in Reference [4] on the example of a case study in Germany, the remaining service life of DH pipes is important to develop a suitable transformation strategy to fulfil the climate goals in existing DH systems. To improve the existing methods and models for asset management of DH pipes, further investigations in status assessment and ageing mechanisms of DH pipes are needed. Based on the results of these investigations, models for lifetime predictions must be improved as well as to be evaluated through further testing in the field. The future perspective of the
DH system and the piping technologies used, need to be considered for managing the assets from a system-oriented point of view. The TS 6 project is collecting relevant findings and results from researchers to address the described approach. The overall goal of the project is to identify holistic and innovative approaches to improve ageing methodology and calculations for lifetime predictions of DH pipes. To manage the requirements on the pathway to improve the security, economic and sustainability of DH systems the findings of the TS 6 project needs to be migrated in the relevant standards, so that DH operators can use them.

Based on the approach described, the TS 6 project is divided into five work packages. The different work packages as well as the current results are presented in the following paragraphs.

2. STATUS ASSESSMENT OF DH PIPES - SUBTASK A

The status of a DH-pipeline depends on the local load spectrum and the involved material of the system. This includes the pipe materials and the bedding situation in the trench (e.g., presence of groundwater). The overall objectives of Subtask A are to improve the knowledge concerning the status of DH networks in participating countries, status assessment methods and failure modes of DH networks.

To achieve these goals, there is a need to investigate which types of pipe failures occur in the district heating networks and their frequency. Therefore, network owners have to improve their existing data set and statistics. Failure registers should include a categorization of the failures related to reason of the failure installation, operation, design, or site conditions. Besides that, it is recommended to identify the causes behind the failures and if they are age related.

Identified available technologies for status assessment based on different approaches to evaluate status of the pipes are summarized as follows:

- Surveillance system for leakage detection: Measuring the electrical conductivity between alarm wires and service pipes indicating water leakage by increased conductivity due to humidity in the DH pipe.
- Thermographic check: By airplanes or drones, to show under defined weather conditions the increase of heat losses of existing DH pipes. An increased heat conductivity is used to make ageing processes visible.
- Visual inspection: Visual condition assessment by experts in freely accessible pipelines as well as camera inspections in non-accessible district heating culvert systems.
- Material testing in the lab: Test removed pieces of buried pipes from the field to the lab according to [1], chemical and physic-chemical test methods (thermogravimetry, infra-red spectroscopy, Raman spectroscopy, dynamic mechanical analysis, etc.)
- Investigation and evaluation of the status for the pipe in the field: using the Pipeopsy method (use the RISE (SP) Plug Method in the field, examine the plug in the laboratory and restore of the pipe) [5] or on-site testing of axial shear strength with mobile test rig [6].
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Figure 1. Approach of the TS 6 project to improve asset management in DH based on the needs of DH operators, source: AGFW.
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• Evaluation of measurement data: Analysis of operational as well as conditional data of the pipes via measurement equipment using simulation models and material ageing models (e.g., fatigue analysis according to [3]).

Figure 2 shows three different ways of determining the actual adhesion strength of a pipe by measuring of shear strength. From the left to the right image in Figure 2, the amount of interference on the pipe decreases as the specimen is removed. Similarly, the cost of removing the specimen decreases. In Subtask A of the TS 6 project, it is planned to present scientific results and practical experience of the different methods for condition assessment in a comparative manner.

![Figure 2](image)

**Figure 2.** Different methods to measure the adhesion between steel pipe, PUR and PE-casing: In the laboratory (left picture, source FFI Hannover) and the field (middle, source: IMA Dresden) and (right picture, source: RISE)

3. AGEING OF DH PIPES - SUBTASK B

The ageing of a DH pipeline depends on the pipe system and the materials themselves, the operational load spectrum, and the local boundary conditions. The scope of the project includes pre-insulated pipes, concrete duct DH systems and alternative pipe materials. Ageing processes of the materials used based on single ageing mechanisms are well known. For example, if steel is used as the service pipe material, corrosion is a mechanism that affects the service life. Besides that, damage accumulations in the area of low cycles fatigue are used to estimate the ageing of the service pipe based on thermal stresses [3]. Until the amendment of EN 253 in 2018, the axial shear strength due to artificial or operational thermal ageing was an essential criterion for ensuring the quality, describing the actual status and predicting the remaining service life of pre-insulated DH pipes. Evidence that the change in axial strength occurs in three phases - thermal ageing, plateau, thermo-oxidative ageing - has led to the deletion of the Continuous Operating Temperature Test in EN 253. For the degradation of the PUR foam thermal ageing and thermal oxidative ageing are well known [7, 8, 9, 10, 12].

As different ageing mechanisms (e.g., chemical, thermal, mechanical) sometimes occur simultaneously in different materials (e.g., steel, PUR foam and PE coating) as a result of operational stresses on the pipelines, the results of tests of the actual condition and service life predictions with simulation models can differ. Therefore, the overall objective of Subtask B is to improve knowledge on ageing processes taking place in real applications under operational load conditions. Here, the main question is, when are pipes obsolete? Besides that, the crucial and dominated ageing mechanisms especially for each material in pipe design and generally for status assessment and life-time prediction of DH pipe needs to be elucidated. Another important topic is to define reliable accelerated ageing test methods for different materials and pipes systems considering elevated temperature and mechanical load, etc. Especially for the PUR-foam of pre-insulated DH pipes, there are current findings gained in national research projects available that needs to be discussed and harmonized in the TS 6 project [6, 7, 8, 9, 10, 13, 14].

4. LIFETIME PREDICTION MODELS - SUBTASK C

Prediction of service life for materials expected to perform reliably for many decades, is a challenge. Lifetime prediction of a district heating system has to consider different time dependent phenomena. The deterioration of individual properties can mostly be explained, but this does not describe the performance of the design. A wide range of mechanisms for the degradation of polymer-based materials, metals and concrete includes thermal degradation, mechanical degradation, oxidation, chemical attack, creep, and fatigue. Some of them are already considered in the design process of the DH pipes, e.g. the fatigue of the steel pipe caused by temperature changes of the DH system [3].
To allow extrapolation of short-time data to predict long-term performance, an appropriate mathematical model must be applied through which the short-term values obtained at elevated temperatures and/or higher stresses can be recalculated to conditions in service. Methodologies that make a combined approach possible are needed. Considering the diverse range of piping systems utilized in DH networks, including post-insulated steel pipes in concrete ducts and buried pre-insulated bonded pipes, it is essential to examine each system individually when making predictions regarding their lifespan.

Pre-insulated bonded pipes are nowadays the most used system of piping in DH systems and the most used model to predict lifetime of a product is the so-called Arrhenius approach which is based on assumption that an overall degradation process has a rate of deterioration proportional to \( \exp(-\frac{E_a}{RT}) \) where \( E_a \) is the activation energy, \( R \) is the gas constant and \( T \) is the absolute temperature. Data is produced under accelerated aging conditions to estimate the value of \( E_a \). This value of \( E_a \) is then assumed to be constant in the entire temperature range below the level of accelerated temperature, allowing extrapolation to predict lifetime at a lower service temperature.

There are two crucial requirements for a relevant accelerated ageing test:

1. degradation processes are speeded up without being changed.
2. all factors which might contribute to degradation in the intended end-use environment are considered in the ageing test.

In a previous investigation degradation of DH pipes at different temperatures (130 – 170 °C) were studied. The outcome of the study was that results from accelerated aging at temperatures ≥150 °C follow a different trend than from temperatures below 150 °C [9]. The key conclusion was that one degradation process is dominant over a temperature regime ≥150 °C and another one is dominant below 150 °C. Consequently, accelerated tests at temperatures ≥150 °C cannot be used for the prediction of lifetime at service temperatures because they do not follow the Arrhenius relationship. However, through optimization techniques, the networks are able to maintain a temperature equivalent to a constant value that remains below 90°C [19]. During operating conditions, DH pipes undergo significant temperature variations due to variations in customer demands, soil-pipe interaction, and weather conditions. The temperature fluctuations lead to expansion and contraction of the steel service pipe, which give rise to alternating axial shear stress due to the restrain of the pipe by the surrounding soil. Because a relevant accelerated ageing test must include all factors which might affect the rate of degradation, significance of a repetitive axial shear stress on the rate of thermal degradation of DH pipes were investigated. The main conclusion from this study was that the mechanically stressed pipes degrade significantly more rapidly than non-loaded pipes aged at the same temperature [18]. Other research results show that the mechanical load has a minor influence on the ageing behaviour of PUR foam and thus on the service life of the district heating pipes [10, 12]. The exchange and discussion of these previous research results is necessary in order to compare the results of the laboratory tests with the actual loads in the field and the resulting ageing effects.

Furthermore, the FTIR analyses of the aged samples provided a strong indication that the effect of combined mechanical and thermal ageing was not due to fatigue but due to a faster chemical degradation of the PUR foam. These results in total suggest that a combine mechanical and thermal exposure should be adopted in accelerated ageing tests to avoid overestimation of the lifetime of DH pipes and to reproduce better the ageing characteristics of mechanically stressed DH pipes, especially those intended for use in the fourth-generation district heating networks. This in turn means that there is a need to develop another calculation model that considers the effect of both temperature and repetitive axial shear stresses.

For prediction of service life of different materials and components, associated input data and different models are also needed. The overall objective of Subtask C is to elaborate appropriate mathematical models that can allow extrapolation of short-time data to predict long-term performance of DH pipes. To achieve this goal existing as well as improved models for ageing processes must be compiled. Of course, the prediction models must be evaluated by studying the results of simulations and the results of the status assessment of naturally aged pipes.

5. ASSET MANAGEMNT (AM) - SUBTASK D

According to the Institute of Asset Management, there are six areas in an AM framework: Strategy & Planning, Asset Management Decision Making, Lifecycle Delivery, Asset Information, Organization & People, Risk & Review [15].

An asset management strategy combining re-active and proactive views based on the importance or the risk of assets, is recommended. Supply reliability and economic restrictions should be considered as well. In order to improve asset management strategies a better documentation of network operational conditions is needed. If historical operational data is not available new approaches like artificial intelligence can be used to enable load history in asset management [16]. Besides that, there is a need to build up reliable failure statistics that can be used for risk-based inspections methods.
Current software programs support asset strategy simulations considering ageing models and a risk-based assessment of single assets. For getting an improved asset management procedure an intelligent status assessment is necessary. The existing wire technology or an implemented (light-)fibre technology could be used to determine changes arising from ageing processes aside from leakage detection. The intelligent use of such a (already existing) surveillance technology might push the asset management to a much higher level. In any case “big data” statistics also improve the Asset Management. Using hydraulic models will help to assess supply reliability (overall and for each customer) based on condition (status assessment, ageing behavior) and also to improve risk assessment of the system and support decisions about maintenance activities.

As shown in Figure 1, the improvement of asset management is a closed loop approach running status assessment test in the field, improving ageing models as well as accelerated ageing test in the laboratory and the validation of the lifetime prediction models based on improved mathematical models to describe ageing processes in DH pipes. So, the overall objective of Subtask D is to establish an AM framework for the other four subtasks in TS 6 project, enabling effective and sustainable AM decisions in short- and long-term.

The work areas in this subtask cover a comprehensive description of asset management processes/activities and their relationships/interfaces including a state-of-the-art review on data requirements, available technologies/tools, inputs, and outputs. Existing examples from the DH sector should be given, but also experiences from other infrastructure sectors.

Furthermore, a KPI (key performance indicators) system should be established in order to evaluate DH pipe systems related to technical, economic and ecological aspects. The focus should be here on KPIs related to status assessment, ageing and lifetime prediction as well as rehabilitation related indicators.

Since ecological aspects become more and more important, the carbon footprint over the lifetime of DH pipes should be assessed to support rehabilitation and/or re-investment decisions of network operators.

Another important aspect in DH pipe network operation and asset management is the knowledge about current and future supply reliability for various supply scenarios. The influence of decentralized renewable energy sources on network operations should be investigated.

The findings of the other subtasks will improve asset management. New or further developed methodologies will be implemented in the existing asset simulation tool KANEW 3S. A practical demonstration with data from various network operators will show these benefits.

6. FUTURE PERSPECTIVE OF DH PIPES - SUBTASK E

For future heating networks, the reduction of the operating temperatures will determine the developments. Design technology and DH pipe systems will change with new requirements and different load spectra of future DH-systems. New materials, joining methods and backfilling will be used, which lead in combination with different loads to different ageing phenomena, changes in lifetime and the subsequent predictions and asset management.

It can be assumed that the reduction of the operating temperature will have a positive effect on the service life of existing pipelines. Similarly, the changes in operating temperature will have a similar effect on the future pipe materials to be used [17].

How the transformation process of the heating networks to a larger number of decentralized and fluctuating renewable energies will affect the life span of existing pipelines cannot be estimated at present. Further investigations are necessary to avoid endangering existing networks as the backbone of the heat supply and as a component of a successful decarbonization of the district heating systems. The work in subtask E will contribute to these requirements.

Regarding the status assessment, ageing and lifetime prediction, the development of the digitalization of the district heating system is expected to have further positive effects. The availability of real time data will allow an improved and precise life cycle assessment. Currently, the possibilities and the degree of digitalization of future heating networks are difficult to estimate. However, it can be assumed that existing networks without digital elements will continue to be operated and will require greater attention from the perspective of remaining service life estimation. In a more digitalized DH system, the heat and temperature losses along the pipes could be used for status assessment.

The transferability of the gained experience from the 3rd gen DH networks will be one central key point to make future networks more secure, more reliable, and easy to maintain. Therefore, a knowledge transform framework will be advantageous to be planned for future developments.

Another very important but also central point in the context of futures perspectives is circular economy. It is a future research area, and it is important to determinate the quality of different recycled material which has potential to use in DH system.
The subtask E will contribute to this future research area by collecting the available findings as well as to prepare key performance indicators for the implementation in asset management simulation tools.

7. CONCLUDING REMARKS

District heating can contribute to improve the environment. To this end, there is a need to assess the status of the district heating networks, predict service lifetime, and develop methods for asset management of the networks including maintenance. There is also need to have improved product standards for the district heating network components to manufacture optimal components with the current knowledge. The present networks must be improved by selective replacement of obsolete parts, since replacing entire networks would be too costly in economic and environmental aspects. When building new or expanding existing networks, it is essential that optimal components are used. Hence, the lifetime and the environmental impact from manufacturing are essential.

The IEA DHC TS 6 Project have been created to improve the methodology of asset management of district heating networks. The main objectives of the project are

- Collection of research results available
- Harmonize latest results and make proposals for the improvement of related standards/recommendations
- Make research results available for DH utilities
- Identify and close knowledge gabs
- Involve the international DH community (researchers, experts, municipalities, etc.).
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ABSTRACT

A single-loop heat-source water network system that utilizes hot spring and wastewater heat for the hot-water-supply heat pump has been planned for hotel facilities as a system to utilize hot spring heat from the district. Although previous studies have confirmed that the heat-source water network system saves more energy than conventional systems, it is necessary to consider whether insulation is necessary for low-temperature heat-source water pipes to reduce the initial costs associated with buried piping during installation. In this study, to simulate a system consisting of a pipeline and a heat pump, a simple unsteady lumped-parameter model for heat loss from a buried pipe was proposed instead of the conventional finite element method model. This model showed that the steady-state characteristics were equal to the heat transfer analysis values, and the heat loss from the pipe was a good approximation with the results of the FEM model. Finally, the unsteady buried piping model in a heat-source water network system was simulated using Dymola to calculate heat transfer between facilities with varying soil conditions and burial depths. In the case study, the effect of soil conditions on the amount of heat obtained from the heat-source network was found to be significant for small-scale facilities, which tend to lack hot spring heat, and the effect of the burial depth was found to be small within a realistic range of burial depths. When the heat demand of the small-scale facilities increased without heat recovery equipment, the calculated heat loss of the network piping system decreased as the obtained heat of the small-scale facilities from the uninsulated buried piping system increased and the heat source temperature decreased. The obtained heat from the uninsulated buried piping system was estimated to be almost the same as that from the insulated-pipe system. The overall system coefficient of performance (COP) decreased by 0.02, compared to that of the system with insulated pipes.

Keywords: Hot spring heat utilization; District Heat Supply System; Unsteady Heat Transfer

1. INTRODUCTION

1.1. Background and motivation

The effective utilization of renewable energy, such as solar power, wind power, hydropower, geothermal energy, solar thermal energy, and other naturally occurring heat sources, is attracting growing interest as untapped sources of energy. Japan, a nation renowned for its hot springs, has over 27,000 hot spring sources distributed throughout its territory. Of these sources, approximately 52% have temperatures of 42 °C or higher, making the potential for utilizing the untapped energy from hot springs or wastewater heat high. Multiple hot spring facilities are clustered in hot spring towns, but these facilities often inefficiently use their high-temperature hot spring water by releasing heat into rivers or lowering the temperature to levels suitable for bathing through dilution with cold water. However, there exists a current situation in which both hot spring facility operators with excess heat and those who purchased heat but do not have enough coexist in hot spring towns. Consequently, the attempt to promote the effective use of region-wide renewable heat has failed.

Nabeshima et al.[1] proposed heat source water network system (HWNS), a single-loop decentralized heat source system that assumed the installation of a heat-pump hot-water supply unit at each facility and calculated the effects of the system energy saving. This is a unidirectional low-temperature network for district hot water supply but with only a single-loop pipe, which differs from the fourth-generation district heating and cooling (DHC) system with two pipes.

The HWNS connects multiple hot spring facilities with a primary network pipeline in hot spring regions and circulates heat-source water that has undergone thermal exchange with hot springs and wastewater, acting as a heat source for each facility. The calculation results confirmed that the HWNS has a higher energy-saving potential than conventional systems. However, the HWNS is a regional heat supply system that suffers from increased heat loss owing to long buried pipes, and the exchange of heat between facilities becomes more complex. In particular, the insulation materials required for long
buried pipes can impact initial costs, thus, complicating the implementation of the system. Dai et al. [2] have demonstrated that the insulation of buried pipes has almost no effect on the heat acquisition of facilities but does impact the heat supply facility. Although the heat exchange (heat sales) between facilities is expected to accelerate the recovery of initial costs to some extent, it is difficult to calculate its value.

1.2. The purpose of this study

Although previous research has provided an overall evaluation of the HWNS, it is necessary to examine whether insulation is necessary for low-temperature-source water pipelines to suppress the initial cost of regional piping during an actual implementation. Moreover, the detailed heat balance between facilities due to heat transfer is still unclear. In this study, we investigate the heat utilization between hotel facilities of the HWNS. The proposed system was evaluated through a dynamic one-dimensional (1D) simulation using Dymola.

Therefore, this study uses uninsulated buried pipes as a premise and investigates their impact on the heat transfer and thermal balance of facilities within the system under different soil conditions to effectively utilize hot spring heat and promote cost savings.

1.3 Previous works

In a recent study, Abugabbara et al.[3], introduced the latest district heating and cooling systems, which are characterized by low network temperatures achieved through the use of uninsulated pipes, decentralized heat pumps and chillers for modulating the network temperature; they shared energy flows between interconnected buildings. This study presents a simulation model for designing and analyzing such systems that are developed using the Modelica language and consisting of component models from thermal, fluid, and control domains. The model was used to simulate and analyze the first existing Swedish district system with simultaneous heating and cooling demands and bidirectional energy flows, connecting nine buildings with total respective annual heating and cooling demands. A detailed analysis of the heat conduction between buried double pipes without insulation was also performed. Simulation results revealed a 28% reduction in distribution losses, compared to traditional networks with insulated pipes. In this study, the primary focus lies on the examination of the steady-state heat transfer occurring between the double buried pipes and surrounding ground surface. The investigation does not delve into the discussion of unsteady-state heat transfer that may arise between the buried pipes and the soil.

Van Der Heijde et al. [4] proposed an open-source pipe model for thermal networks, which assumed the case of unsteady-state heat losses. This study presents the mathematical derivation and software implementation of a thermo-hydraulic model for thermal networks, which adheres to the aforementioned requirements, and compares it to both experimental data and a commonly used model. A good correlation between experimental data from a controlled test set-up and simulations using the presented model was found. Compared to measurement data from a district heating network, the simulation results led to a larger error than in the controlled test set-up, but the general trend was still closely approximated, and the model yielded results similar to those obtained by a pipe model from the Modelica Standard Library. However, the presented model simulated 1.7 (for low number of volumes) to 68 (for highly discretized pipes) times faster than the conventional model for a realistic test case. Nevertheless, the unsteady heat transfer model presented in this study primarily relies on the thermal delay characteristics of the pipeline under various conditions. This model does not adequately capture the real-time heat transfer dynamics between the buried pipeline and the surrounding soil.

Jakubek, et al. [5] conducted a study on the cost of burying pipelines and analyzed the heat losses in pre-insulated and double pipes in a heating system network. The study involved comparing the heat losses in the ground calculated by an analytical 1D model with measurements obtained from a dedicated experimental setup. The laboratory measurements and analytical models had a good agreement, with an error level of approximately 8%, depending on the type of district heating pipe. An economic analysis showed that twin-pipe systems were expected to provide a return on investment after five years when compared to single-pipe pre-insulated heating networks.

In our study, the main premise to save the construction cost of the system is through the use of uninsulated buried pipelines. Previous studies did not consider soil properties as they focused on pre-insulated pipes. However, for uninsulated pipes, soil characteristics such as moisture content have a significant impact on the heat conduction between the buried pipes and the soil. Therefore, it is believed that a pipe model that considers soil properties is necessary. A model is developed to determine whether the heat exchanged between the facilities is consistent in systems employing insulated and uninsulated pipelines.

2. METHODOLOGY

2.1. Details of the system

Ten facilities, five large-scale and five small-scale, are connected by a single-loop heat-source water network piping. Components other than the pipe model (such as heat pumps, heat exchangers, tanks, etc.) utilize components from the Modelica library, and overall system planning and heating and cooling loads are the same as in the study by Nabeshima et
al. [1]. Each facility is equipped with facility piping that circulates hot spring water and wastewater that has undergone heat exchange. The surplus heat is transferred to other facilities through a core network piping system that spans 3.5 km, connecting multiple facilities via heat exchangers and is utilized as a heat source for heat-pump-type water heaters (hereafter referred to as HP water heaters) (Figure 1). The system in large-scale facilities (Figure 2) consists of heat exchangers for wastewater, hot springs, water-source HP water heaters, system for preheating tap water, and a single-loop network piping for heat exchange. The system in small-scale facilities (Figure 3) is the same as the system in large hot spring facilities, except for the hot spring-source heat exchanger. The hot spring heat is primarily used within the facility, with any surplus heat transferred to the network piping system via heat exchange.

Figure 1. Block heat-source water network system: ten facilities, five large-scale and five small-scale, connected by a single-loop heat-source water network piping. Union is in charge of supplying hot spring-source water to small-scale facilities.

Figure 2. System diagram of the large-scale facility. The control of heat exchangers is performed based on the temperature difference between T1 and T2.

Figure 3. System diagram of the small-scale facility. The control of heat exchangers is performed based on the temperature difference between T1 and T2.

2.2 Piping Model for simulation

The piping models existing in the Modelica Library [7], such as Modelica.Fluid.Pipes.DynamicPipe, consider heat loss through the insulation material of the pipes, but they cannot calculate the convective heat loss of buried pipes considering the soil thermal capacity. To calculate the heat loss of uninsulated buried pipes and reproduce the thermal properties of the soil, unsteady-state calculations are necessary. The finite element method is commonly used for non-steady-state heat transfer calculations, but such complex calculations are difficult to implement along HWNS pipelines. To simplify the calculations, a cylindrical model is assumed for a certain depth of buried pipes, and the heat resistance and heat capacity of the soil thickness around the pipes are considered for calculations.

\[ R_s = \ln \left( \frac{2h_1}{d} + \sqrt{\frac{2h_1}{d}} - 1 \right) \times \frac{1}{2\pi \lambda_s} \]  
\[ R_s = \ln \left( \frac{d + \Delta r}{2\pi L \lambda_s} \right) \]  
\[ \Delta r = e^{[2\pi L \lambda_s R_s + \ln(d)]} - d \]

The thermal resistance of the soil from the outer surface of buried piping to the ground surface (Figure 4) is calculated using Equation 1. In this study, to simplify the calculations, the cylindrical model shown in Figure 5 was used, which considers only the thermal resistance and thermal capacity of the soil thickness surrounding the piping. The thermal resistance value obtained from Equation 1 is substituted into Equation 2, and the corresponding soil thickness \( \Delta r \) is
determined such that the thermal resistance values are equal according to Equation (3). Therefore, the steady-state characteristics of this cylindrical model are in agreement with the buried piping. The cylindrical model was described in Modelica language and integrated into the facility system simulation that had already been constructed. Consequently, it became possible to investigate the changes in the source water temperature due to the unsteady thermal characteristics of the soil more easily than when using conventional unsteady calculation methods (such as the thermal response factor method [8]). The cylindrical model limits the calculation range of the soil around the piping to the corresponding soil thickness and considers the soil surface temperature boundary, which results in high accuracy in the unsteady heat transfer near the piping but is expected to have larger unsteady errors than conventional methods.

The soil division model is divided into three parts as shown in Figure 6: (1) the surface temperature boundary, (2) the soil division, and (3) the pipe boundary. An overview of each of these three parts is described below:

1. The surface temperature boundary is defined by Equation (4). This is the upper boundary condition of the soil division model, where the surface temperature is specified.

2. The soil division is represented by Equation (5), and it is used to perform convergence calculations of the soil temperature using a distributed constant-system division model by receiving temperature or a heat flow set as a boundary condition.

3. The pipe boundary sets the hot water temperature inside the pipe as the lower boundary condition of the soil division model. The insulation owing to the thermal resistance of the pipe material is also calculated in this part using Equation (6).

\[
c_p \rho V_n \frac{dT_{n+1}}{dt} = \frac{1}{R_n} (T_n - T_{n+1}) + Q_{flow_{air}} \tag{4}
\]

\[
c_p \rho V_i \frac{dT_i}{dt} = \frac{1}{R_{i-1}} (T_{i-1} - T_i) + \frac{1}{R_i} (T_{i+1} - T_i), \quad i \in (2:n) \tag{5}
\]

\[
c_p \rho V_n \frac{dT_n}{dt} = Q_{flow_{water}} + \frac{1}{R_1} (T_w - T_1) \tag{6}
\]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Unit</th>
<th>Parameter</th>
<th>Definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R_s)</td>
<td>Soil heat resistance</td>
<td>K/W</td>
<td>(\lambda)</td>
<td>Thermal conductivity</td>
<td>W/(mK)</td>
</tr>
<tr>
<td>(\lambda_s)</td>
<td>Soil thermal conductivity</td>
<td>W/K</td>
<td>(\rho)</td>
<td>Density</td>
<td>kg/m³</td>
</tr>
<tr>
<td>(\Delta r)</td>
<td>Equivalent soil thickness</td>
<td>M</td>
<td>(h)</td>
<td>Burying depth</td>
<td>M</td>
</tr>
<tr>
<td>(h_1)</td>
<td>Burying depth</td>
<td>M</td>
<td>(n)</td>
<td>Division number</td>
<td>-</td>
</tr>
<tr>
<td>(L)</td>
<td>Piping length</td>
<td>M</td>
<td>(\rho)</td>
<td>Volumetric density</td>
<td>m³</td>
</tr>
<tr>
<td>(T)</td>
<td>Temperature</td>
<td>°C</td>
<td>(r_p)</td>
<td>Piping radius</td>
<td>m</td>
</tr>
<tr>
<td>(water)</td>
<td>Water boundary</td>
<td>-</td>
<td>(L)</td>
<td>Longitudinal length</td>
<td>m</td>
</tr>
<tr>
<td>(c_p)</td>
<td>Specific heat</td>
<td>J/(kgK)</td>
<td>(R)</td>
<td>Thermal resistance</td>
<td>K/W</td>
</tr>
<tr>
<td>(\Delta r)</td>
<td>Small radius</td>
<td>M</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.3 Model verification

The thermal response factor method, which is used for transient heat load calculations of buildings, was employed to perform non-transient heat transfer calculations of buried pipelines and evaluate the modeling errors due to different soil conditions. Tables 3 and 4 show the root-mean-square error (RMSE) and coefficient of variation of RMSE (CVRMSE) (Equations 7 and 8) of sensible and heat flux at ground surface, respectively. The error in the heat flux at the pipe surface is small, whereas at the ground surface response is relatively large. However, in Tsuruoka City, Japan, where a change in the maximum daily ground-surface temperature boundary condition of approximately 1 °C (Figure 7) due to snow on the ground, and a maximum temperature change of the buried pipeline of up to 10 °C due to the introduction of the heat source water temperature is expected, the impact of the error in the heat flux at the ground surface response is considered small.

\[
RMSE(x, y) = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (x_i - y_i)^2}
\]

(7)

\[
CVRMSE(x, y) = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (x_i - y_i)^2 / \left(\frac{1}{m} \sum_{i=1}^{m} |y_i|\right)}
\]

(8)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m)</td>
<td>Number of samples</td>
<td>-</td>
</tr>
<tr>
<td>(x)</td>
<td>Calculated value of the soil division model</td>
<td>-</td>
</tr>
<tr>
<td>(y)</td>
<td>Calculated response</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand depth</td>
<td>Moisture content 0%</td>
<td>Moisture content 23.3%</td>
</tr>
<tr>
<td>0.33m</td>
<td>0.06693</td>
<td>0.03325</td>
</tr>
<tr>
<td>1m</td>
<td>4.89%</td>
<td>0.48%</td>
</tr>
</tbody>
</table>

Table 3. 24-hour RMSE, CVRMSE (heat flux at the pipe surface)

<table>
<thead>
<tr>
<th>Sand depth</th>
<th>Moisture content 0%</th>
<th>Moisture content 23.3%</th>
<th>Moisture content 0 %</th>
<th>Moisture content 0 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33m</td>
<td>0.13880</td>
<td>1.27693</td>
<td>0.79496</td>
<td>35.88%</td>
</tr>
<tr>
<td>0.33m</td>
<td>29.35%</td>
<td>32.07%</td>
<td>35.88%</td>
<td>35.88%</td>
</tr>
</tbody>
</table>

Table 4. 24-hour RMSE, CVRMSE (heat flux at the ground surface)
3. CASE STUDY

Using the thermal response simulation test, the impact of different soil conditions on directly buried uninsulated pipelines in the HWNS was evaluated. The soil division model was implemented in the HWNS to conduct a comparative analysis of the change in heat transfer between facilities. The assumed conditions of each case are shown in Table 5. The standard yearly data for Tsuruoka City, Yamagata Prefecture, is used as the outdoor conditions for cold regions, based on the reference weather year created from the expanded AMeDAS meteorological data for 2001～2010 [9].

<table>
<thead>
<tr>
<th>No.</th>
<th>Substance</th>
<th>Moisture content%</th>
<th>Thermal diffusivity m²/s</th>
<th>Burying depth m</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>sand</td>
<td>0</td>
<td>0.0002</td>
<td>0.33</td>
</tr>
<tr>
<td>S2</td>
<td>sand</td>
<td>0</td>
<td>0.0002</td>
<td>1</td>
</tr>
<tr>
<td>S3</td>
<td>sand</td>
<td>0</td>
<td>0.0002</td>
<td>1.5</td>
</tr>
<tr>
<td>S4</td>
<td>sand</td>
<td>23.3</td>
<td>0.0008</td>
<td>1</td>
</tr>
<tr>
<td>S5</td>
<td>sand + clay</td>
<td>21.6</td>
<td>0.0009</td>
<td>1</td>
</tr>
<tr>
<td>S6</td>
<td>loam</td>
<td>36.6</td>
<td>0.0003</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 8. Small-scale facility with temperature measuring points: the heat exchanger marked “Remove” means that they are removed in the case with no heat recovery at a small-scale facility.

4. RESULTS

The daily heat balance (Table 7) for large-scale accommodations, small-scale accommodations, and the network pipelines during the period is calculated, and the results of the case studies shown in Table 5 are examined. The system’s coefficient of performance (SCOP), which evaluates heat generation and power consumption in the overall system is calculated from Equation 9.

(1) Influence of Soil Conditions

As shown in Figure 9, the SCOP is 1.17 for all S1, S2, and S3 conditions, with approximately the same amount of heat exchanged throughout the day. The burial depth is considered to have a weak effect on the overall heat exchange. For S4, S5, and S6, the SCOP is 1.12, 1.11, and 1.15, respectively. Thus, the differences in soil conditions affect the SCOP. Regarding the change in the daily heat exchange, the heat loss caused by the network pipeline is significant under the conditions of S4, S5, and S6, and small-scale accommodations can hardly receive any heat. From the viewpoint of soil conditions, heat loss increases with an increase in thermal diffusivity. Thus, soil conditions have a significant impact on the heat-source water network system in cold regions.

(2) Presence of Heat Recovery Equipment for Small-Scale Accommodations

This study investigated whether the heat gain of small-scale accommodations increases when the heat recovery equipment is removed, as shown in Figure 8, and the daily integral values of heat exchange are shown in Figure 10. When the heat recovery equipment is removed, the SCOP for S3–S6 became 1.30, 1.08, 1.08, and 1.11, respectively. In S3, where the soil thermal diffusivity is low, the SCOP was higher than when the heat recovery equipment was present. Otherwise, it decreased by approximately 0.3 to 0.4. However, the heat loss caused by the network pipeline decreased, and the heat exchange for small-scale facilities increased overall.

Figure 8 shows the temperature measurement points for the main network pipeline and small-scale facilities. The temperature difference between the facilities and the network pipeline is shown in Figure 11, and the temperature difference
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4. RESULTS

The daily heat balance (Table 7) for large-scale accommodations, small-scale accommodations, and the network pipelines during the period is calculated, and the results of the case studies shown in Table 5 are examined. The system’s coefficient of performance (SCOP), which evaluates heat generation and power consumption in the overall system is calculated from Equation 9.

(1) Influence of Soil Conditions

As shown in Figure 9, the SCOP is 1.17 for all S1, S2, and S3 conditions, with approximately the same amount of heat exchanged throughout the day. The burial depth is considered to have a weak effect on the overall heat exchange. For S4, S5, and S6, the SCOP is 1.12, 1.11, and 1.15, respectively. Thus, the differences in soil conditions affect the SCOP. Regarding the change in the daily heat exchange, the heat loss caused by the network pipeline is significant under the conditions of S4, S5, and S6, and small-scale accommodations can hardly receive any heat. From the viewpoint of soil conditions, heat loss increases with an increase in thermal diffusivity. Thus, soil conditions have a significant impact on the heat-source water network system in cold regions.

(2) Presence of Heat Recovery Equipment for Small-Scale Accommodations

This study investigated whether the heat gain of small-scale accommodations increases when the heat recovery equipment is removed, as shown in Figure 8, and the daily integral values of heat exchange are shown in Figure 10. When the heat recovery equipment is removed, the SCOP for S3–S6 became 1.30, 1.08, 1.08, and 1.11, respectively. In S3, where the soil thermal diffusivity is low, the SCOP was higher than when the heat recovery equipment was present. Otherwise, it decreased by approximately 0.3 to 0.4. However, the heat loss caused by the network pipeline decreased, and the heat exchange for small-scale facilities increased overall.

Figure 8 shows the temperature measurement points for the main network pipeline and small-scale facilities. The temperature difference between the facilities and the network pipeline is shown in Figure 11, and the temperature difference
between the network pipeline before and after passing through the small-scale facility is shown in Figure 12. According to Figure 11, the temperature difference between the small-scale facility and the network pipeline is only up to 2 °C when there is a heat recovery device in the small-scale hostel, indicating that the heat recovery in the small-scale hostel is small. In the case where there is no heat recovery device, the temperature of the heat-source water in the small-scale hostel decreases, and the temperature difference between T1 in the small-scale hostel and T2 in the network pipeline increases up to 6 °C. The increase in the heat recovery in the small-scale hostel results in a larger temperature difference between T2 and T3 in the small-scale hostel and a greater decrease in the water temperature of the network pipeline (Figure 12), resulting in a decrease in the temperature difference between T3 and the surface of the soil (Figure 13). By removing the heat recovery device in the small-scale hostel, the heat recovery in the small-scale hostel increased to the same level as that with insulation (S4), and the heat loss from the pipeline also decreased. In the case of an uninsulated network pipeline, the heat dissipation from the large hostel to the network pipeline increased, but it was confirmed that it could transfer heat to the small-scale hostel in the same way as the insulated pipeline.

\[
SCOP = \frac{Q_{con,sys}}{E_{sys}}
\]  

(9)

### Table 6

| \(Q_{con,sys}\) | System generated heat | GJ |
| \(E_{sys}\) | System power consumption (includes all HPs and Pumps) | GJ |

### Table 7  Character definition

| QNW | Amount of heat from facilities to the network for 24 h (positive) |
| Enthalpy diff. | Amount of heat from the network to facilities for 24 h (negative) |

**Figure 9** Daily integral value in S1~S6: enthalpy variation and the SCOP of large-scale facilities, small-scale facilities, and buried pipes throughout the day in each case.

**Figure 10** Daily integral value in S3~S6: enthalpy variation and the SCOP of large-scale facilities, small-scale facilities, and buried pipes throughout the day in each case with no heat recovery.

**Figure 11** Temperature difference in T2-T1; the temperature difference between temperature measurement points, where a larger difference corresponds to a higher heat exchange rate.

**Figure 12** Temperature difference in T3-T2; the temperature difference between temperature measurement points, where a larger difference corresponds to a higher heat exchange rate.

**Figure 13** Temperature difference between T3 and the inner surface of the soil.
5. CONCLUSION

The findings obtained in this study are summarized as follows:

(1) We proposed an unsteady-state heat transfer model for pipelines, ensuring the preservation of steady-state heat transfer characteristics. Furthermore, we demonstrated the model's capability to accurately compute the heat flux at the surface of the pipeline.

(2) Based on a comparison under different insulation conditions, there was a small correlation between the insulation of the network pipes and the amount of heat recovered by small-scale facilities, and they achieved almost the same amount of heat acquisition. When the heat recovery equipment of the small-scale hot spring inn was removed, the amount of heat exchange exceeded the amount of heat transferred, and the decrease in the system COP of the entire heat source water NW was only 0.03.

(3) Soil conditions significantly affected the heat acquisition of small-scale facilities in uninsulated piping systems. The insulation status of the network piping had minimal influence on the heat acquisition of small-scale facilities. However, it is important to consider that the insulation of buried pipes can impact the heat input to the system.

(4) When the heat recovery equipment in small-scale facilities was removed, the amount of heat released from large-scale facilities to the HWNS and the amount of heat acquired from the HWNS by small-scale facilities both increased, and even with uninsulated piping, the amount of heat acquired was equivalent to that acquired with insulated piping.
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ABSTRACT

In order to study the effect of large thrust of heat pipe on shield lining, actual measurement and analysis at different locations in heating tunnel were carried out in different stages based on first heating shield tunnel in China. The results showed that the segments were greatly affected in the stages of concrete pouring in bottom and heating operation. The segments near the fixing supports were affected most by the large longitudinal thrust, and the range of influence reached 14 segment rings. In order to further study the influence range of large thrust on tunnel lining, heating shield tunnel with fixing supports under different thrust and soil friction was simulated, and the relationship between thrust, friction coefficient and influence range was obtained. Based on the analysis of measurements and numerical simulation, the formula for estimating the influence range of longitudinal thrust on shield segment were obtained by improving calculation formula of frictional resistance in shield construction and combining the principle of structure against sliding. The formula can provide some reference for the design of heating shield tunnel in the future.

Keywords: Thermal shield tunnel; Longitudinal thrust; prototype test; simulation analysis

1. INTRODUCTION

Thermal shield tunnel, as compared to other municipal engineering projects, faces the design challenge of a large thrust on the supporting structure inside the tunnel, in addition to the characteristic of high temperature and humidity. The thrust on the supporting structure is generated mainly by two factors: the thermal expansion and contraction of the thermal pipes due to temperature changes, and the pressure from the fluid medium inside the pipes. Taking the Northeast Thermal Power Shield Tunnel as an example, the designed thrust for its fixing support structure is 400kN.

The reason for such a large thrust is due to the thermal expansion and contraction of the pipes. Although the change in length for a 1-meter pipe is extremely small, the impact on kilometer-scale pipelines is enormous. The length change caused by temperature is absorbed by the thermal compensators, and the resulting huge force is constrained by the fixing supports. In addition, due to the constraints of the thermal process requirements, only one fixing support can be set up, and the thrust cannot be dispersed by increasing the number of supports.

Figure 1. Sketch of Anti slip strip

Usually, the frictional force between the structure and the soil is utilized to resist the thrust force. In the past, the construction of thermal tunnels mainly involved open-cut trenches and tunneling methods, and the lining structure was basically cast in situ. In the design, the lining is locally thickened (setting anti-slip strip) [1] to use the lateral soil pressure to resist the large thrust force, as shown in Figure 1. This construction measure shortens the length of the tunnel that relies on frictional force as resistance, and also reduces the range of the tunnel affected by the large thrust force [2].

For shield tunnels, the lining segments are all prefabricated. Due to the limitations of the construction process, it is difficult...
to set anti-slip strip by locally increasing the thickness of the segments. Therefore, it is necessary to rely entirely on the frictional force between the outer wall of the structure and the soil to resist the thrust force, which puts higher demands on the structural lining’s resistance. This requires a better understanding of the stress distribution of the lining structure under large thrust.

Regarding the study of the stress of shield tunnel segments, Dong Xinping [3] analyzed the failure process of single-ring lining in shield tunnels using the incremental method. He Chuan et al. [4] conducted a study of the mechanical characteristics of segmental lining structures under different geological conditions through model experiments. In addition, regarding the study of the transverse stiffness of lining segments, Huang Hongwei et al. [5] conducted model experiments on the effective rate of transverse stiffness of shield tunnels. Feng Kun et al. [6] conducted prototype experiments on transverse stiffness. Regarding the longitudinal stress of tunnels, Liao Shaoming et al. [7] analyzed the relaxation law of longitudinal stress in soft soil shield tunnels through field measurements, while Li Jianqiang [8] explored the effect of shield attitude on the lining segments during construction. Li Xiaojun et al. [9] analyzed the longitudinal stress deformation of the lining structure of a shield tunnel using the flexibility method beam model and calculated the deformation. These studies mainly focus on highway and railway tunnels, and the thrust force experienced during segment placement. However, in thermal shield tunnels, the longitudinal thrust force is caused by the thrust of the pipes during operation. Therefore, it is necessary to study the stress of the segments under the long-term thrust force of the pipes.

This paper is based on the Northeast Thermal Shield Tunnel Project in Beijing. Field measurements of the concrete strain and steel reinforcement force at different stages and locations of the lining segments were conducted. The results were analyzed in depth. Finally, based on the field measurements and numerical analysis results, combined with the principle of resistance to slip, the formula for frictional force in the thrust of the shield machine was used to propose a method for estimating the range of the longitudinal thrust force. The method can provide a reference and guidance for the design of future thermal shield tunnels.

2. PROJECT OVERVIEW

The North Line Project of the Beijing Northeast Thermal Power Center's Supporting Heat Network (Dongba Middle Road to Jinyu Road) is a 6.2 km-long pipeline constructed using a 6.44 m-diameter earth pressure balance (EPB) tunnel boring machine. It is the first thermally insulated shield tunnel in China, and also the first large-section thermal shield tunnel in the world with a cross-section diameter exceeding 4 m. The external diameter of the tunnel is 6 m, the internal diameter is 5.4 m, and the thickness of the lining pipe segments is 300 mm. The width of each pipe ring segment is 1.2 m, and the specific form is "3+2+1", which includes three pieces of type A segments, two pieces of type B segments, and one piece of type C segment in each ring. The lining pipe segments at the support locations consist of special segments containing embedded steel plates. The main cross-section forms include four sections: standard pipeline tunnel cross-section, fixing support location cross-section, orienting support cross-section, and sliding support pier cross-section, as shown in Figure 2.

<table>
<thead>
<tr>
<th>Force</th>
<th>Types of supports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixing supports</td>
<td>Orienting supports</td>
</tr>
</tbody>
</table>

The supports are welded to the embedded steel plates and the lining pipe segments to form an integral structure [10,11], and the designed thrust for each support is shown in Table 1. The fixing supports in the same group are spaced apart from the return water supports by one ring of pipe segments, which is 2.4 m apart, and the sliding support piers are also spaced apart by 2.4 m. The adjacent pipe rings are installed in the same group of orienting supports, which are spaced 1.2 m apart.

The average soil cover thickness of the tunnel for the entire project is 6.5 m. The strata that the shield tunnel passes through are mainly composed of fine-grained clay and medium-fine sand.

Table 1. Pipe thrust of different types of supports (unit:kN)
### 3 ON-SITE MEASUREMENT PLAN

The monitoring elements such as the reinforcement meter and concrete strain gauge in the test pipe ring were embedded during the pouring of the pipe segments on site. They were buried at the bottom, side walls, and top of the tunnel, with the steel bar counter arranged longitudinally along the tunnel. The specific layout of the measuring points is shown in Figure 3.

*Figure 3. Test element layout*

The testing period started from the installation of the pipe segments in July 2014 and continued until the entire thermal system was fully operational in January 2016. The main stages of the testing period include: (I) shield tunnel construction and pipe segment installation stage (July 2014-October 2014), (II) bottom concrete pouring and pipeline equipment installation stage (October 2014-June 2015), (III) pipeline hydrostatic pressure testing stage (June 2015-October 2015), and (IV) heating operation stage (October 2015-March 2016).

For the fixing supports, testing was conducted in pipe segments 2636-2668, with testing points set up in every third pipe segment on both sides as well as on the pipe segments three, six, nine, twelve, and fifteen segments away from the fixing support. However, no testing was conducted on the pipe segments where the fixing supports are located (2651-2653).

For the orienting supports, testing was conducted in the western sections at pipe segments 1752 and 1753 and in the eastern sections at pipe segments 1125 and 1126.

For the sliding support piers, testing was conducted in the western sections at pipe segments 2455-2459 (with sliding support piers located on segments 2456 and 2458) and in the eastern sections at pipe segments 2191-2195 (with sliding support piers located on segments 2192 and 2194).

### 4 MEASURED RESULTS AND ANALYSIS

#### 4.1 Temperature test results and analysis of tunnel lining curved segments.

Figure 5 shows the results of temperature testing for the pipe segments at different stages (obtained using the temperature measurement system of the sensor inside pipe segment 2652). The purpose of the temperature testing is to prevent temperature anomalies caused by leaks of high-temperature hot water inside the pipes during operation, so that these abnormal test results can be eliminated.

*Figure 5. Segment temperature of NO.2652*

The initial temperature of the pipe segments was the highest, which was caused by outdoor storage before installation. In the second stage, the temperature of the pipe segments was generally maintained between 10°C and 15°C. The sudden temperature change at the bottom of the tunnel was caused by the exothermic reaction of the hydration after the bottom...
concrete was poured. After normal heating operations commenced, the temperature of the pipe segments rose to over 20°C and remained stable. From the test results, it can be seen that the temperature change of the pipe segments was stable, and the influence of abnormal temperatures on the test results can be ruled out.

4.2 Internal force test results and analysis of tunnel lining segments at different positions.

The cumulative results of concrete strain and internal force testing for pipe segments at different locations are shown in Tables 2 and 3. Figures 6, 7, and 8 depict the changes in test results at different locations during different stages.

<table>
<thead>
<tr>
<th>Location</th>
<th>Top</th>
<th>Side Wall</th>
<th>Bottom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixing supports</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inner Side</td>
<td>-331</td>
<td>-444</td>
<td>IV</td>
</tr>
<tr>
<td>Outer Side</td>
<td>-450</td>
<td>-498</td>
<td>IV</td>
</tr>
<tr>
<td>orienting supports</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inner Side</td>
<td>-267</td>
<td>-409</td>
<td>II</td>
</tr>
<tr>
<td>Outer Side</td>
<td>-159</td>
<td>-140</td>
<td>II</td>
</tr>
<tr>
<td>sliding supports</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inner Side</td>
<td>-185</td>
<td>-243</td>
<td>IV</td>
</tr>
<tr>
<td>Outer Side</td>
<td>-283</td>
<td>-159</td>
<td>IV</td>
</tr>
</tbody>
</table>

Table 2. Test value of concrete strain

<table>
<thead>
<tr>
<th>Location</th>
<th>Initial Value (με)</th>
<th>Stable Value (με)</th>
<th>Maximum value occurrence stage.</th>
<th>Initial Value (με)</th>
<th>Stable Value (με)</th>
<th>Maximum value occurrence stage.</th>
<th>Initial Value (με)</th>
<th>Stable Value (με)</th>
<th>Maximum value occurrence stage.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixing supports</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inner Side</td>
<td>-331</td>
<td>-444</td>
<td>IV</td>
<td>-332</td>
<td>-431</td>
<td>IV</td>
<td>-474</td>
<td>-557</td>
<td>IV</td>
</tr>
<tr>
<td>Outer Side</td>
<td>-450</td>
<td>-498</td>
<td>IV</td>
<td>-412</td>
<td>-489</td>
<td>IV</td>
<td>-449</td>
<td>-512</td>
<td>IV</td>
</tr>
<tr>
<td>orienting supports</td>
<td></td>
<td></td>
<td></td>
<td>-202</td>
<td>-214</td>
<td>IV</td>
<td>-197</td>
<td>-206</td>
<td>II</td>
</tr>
<tr>
<td>Inner Side</td>
<td>-159</td>
<td>-140</td>
<td>II</td>
<td>-249</td>
<td>-422</td>
<td>IV</td>
<td>-204</td>
<td>-174</td>
<td>II</td>
</tr>
<tr>
<td>Outer Side</td>
<td>-185</td>
<td>-243</td>
<td>IV</td>
<td>-199</td>
<td>-163</td>
<td>II</td>
<td>-271</td>
<td>-187</td>
<td>II</td>
</tr>
<tr>
<td>Bottom</td>
<td></td>
<td></td>
<td></td>
<td>-195</td>
<td>-326</td>
<td>II</td>
<td>-481</td>
<td>-452</td>
<td>II</td>
</tr>
</tbody>
</table>

Table 3. Test value of internal force of steel bar

<table>
<thead>
<tr>
<th>Location</th>
<th>Initial Value (kN)</th>
<th>Stable Value (kN)</th>
<th>Maximum value occurrence stage.</th>
<th>Initial Value (kN)</th>
<th>Stable Value (kN)</th>
<th>Maximum value occurrence stage.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixing supports</td>
<td>27.04</td>
<td>38.02</td>
<td>IV</td>
<td>24.22</td>
<td>26.12</td>
<td>IV</td>
</tr>
<tr>
<td>orienting supports</td>
<td>16.19</td>
<td>18.16</td>
<td>II</td>
<td>17.76</td>
<td>31.29</td>
<td>IV</td>
</tr>
<tr>
<td>sliding supports</td>
<td>19.88</td>
<td>27.08</td>
<td>IV</td>
<td>22.03</td>
<td>21.04</td>
<td>II</td>
</tr>
</tbody>
</table>

From the on-site test results, it can be observed that the maximum internal force value at the fixing support occurs during the IV stage. This is because during this stage, the pipeline generates the largest thrust, which causes changes in internal forces in the connected pipe segments. From the results of the internal force testing of the reinforcement, the internal force values of the pipe segments at the top and bottom of the fixing support are relatively large, with a maximum change of 23.08kN at the bottom. The internal force value of the lateral wall is the smallest, and the change is also the least.

At the orienting support, the largest change in internal force occurs in the lateral wall during the IV stage. This is because the function of the orienting support is to constrain the left and right displacement of the pipeline in the tunnel, and the horizontal force acting on the support from the pipeline is ultimately transmitted to the pipe segments after heating.

The main characteristic of the change in internal force at the sliding support is that the internal force of the bottom pipe segments gradually increases. This is because after the construction stage, the concrete base of the sliding support is subjected to increased load due to the added bottom lining, and the load on the bottom is further increased after the pipeline is filled with water during operation.

In summary, the internal force of the pipe segments remained stable before assembly, but experienced sudden changes after assembly due to the effect of the surrounding soil on the internal force redistribution of the lining. During the II and IV stage, the internal force of the pipe segments was fluctuating, but gradually stabilized after heating. The maximum change in axial force during this stage was 15kN, and the strain changed between 100με and 200με, equivalent to a stress range of 2.6MPa to 3.3MPa, all of which are within the safe range.
Indeed, from the test results, the impact of the large thrust faced by the fixing support during operation has the greatest safety impact on the tunnel structure. Therefore, it is necessary to understand the internal force distribution of the surrounding pipe segments.

4.3 Results and analysis of internal force testing in the surrounding segments of the pipeline under longitudinal thrust

By analyzing the test results of the pipe segments within a range of 35 rings on both sides of the fixing support after the stable operation of the pipeline network, the maximum internal force was found to be at the fixing support location, and the internal force on the pipe segments tended to flatten out as the distance from the support increased, as shown in Figure 9. In addition, the axial stress of the pipe segments at different locations in the tunnel showed different variation patterns.

As seen from the trend analysis of the stress test results, the attenuation at the fixing support location was relatively rapid, and there was no significant change in axial force starting from the 6th ring. However, due to the influence of the sliding supports on both sides of the support, the effect of the bottom extended to the 12th ring.

The monitoring results of the steel bars show that the axial forces of the three rings near the fixing support are close, and the axial force test results within the first three rings before the fixing support show obvious attenuation, which extends the impact to between the 6th and 9th rings.
Through the analysis of the test results, the range of influence of the fixing support is about 14 rings on both sides, with each pipe ring being 1.2m wide. Therefore, it can be considered that the range of impact of pipeline thrust during normal operation is about 16.8m.

5 STUDY ON THE EFFECT RANGE OF LONGITUDINAL THRUST ON SHIELD TUNNEL SEGMENTS

The test results show that the longitudinal thrust transmitted to the pipe segment at the fixing support has the greatest impact on the structure. Therefore, further numerical analysis and research need to be carried out.

5.1 Model and parameters

Based on the Beijing Northeast Thermal Power Shield Tunnel as an example, we use numerical simulation software to establish a thermal shield tunnel model with a fixing support (as shown in Figure 10). The left and right boundaries of the model are 5 times the radius of the tunnel, the lower boundary is 3 times the radius of the tunnel, the longitudinal length is 36m, and the length of the 30 pipe segments is a total of 6.5m deep. The boundary conditions of the calculation model are the top free surface, and the other directions are constrained along the vertical coordinate direction of each surface. The Mohr-Coulomb criteria are used, and the average density of the soil is 1750kg/m$^3$. The friction angle is selected according to the friction coefficient under different working conditions, as shown in Table 4.

<table>
<thead>
<tr>
<th>cases</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thrust/F/kN</td>
<td>100</td>
<td>250</td>
<td>500</td>
<td>750</td>
<td>1000</td>
</tr>
<tr>
<td>Friction coefficient</td>
<td>0.1</td>
<td>0.25</td>
<td>0.5</td>
<td>0.75</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: The friction coefficient is calculated as the tangent of 2/3 of the angle of friction at the contact surface.

The fixing support is tightly combined with the steel plate embedded in the pipe segment, and the thrust is acted on the fixing support. The frictional forces between the pipe segments and the soil are simulated by defining contact surfaces. The simulation is carried out for shield tunnels under different thrust and different contact surface friction coefficients.

![Soil model](a)
![fixing supports model](b)
![interface model](c)

Figure 10. Calculation model

5.2 Results and analysis

By simulating different operating conditions under different friction coefficient conditions and different thrusts, the resulting impact range is calculated and analyzed. The statistical results are shown in Figure 11. From the changes in the curve, we can conclude that under the same thrust, the range of thrust impact gradually decreases with the increase of the friction coefficient. At the same friction coefficient, the smaller the thrust, the smaller the range of influence on the pipe ring.

Figure 11. Relationship between thrust, friction coefficient and influence range
5.3 Estimation of the influence range of tunnel segments.

According to the analysis results, the range of thrust impact on the pipe segment is closely related to the frictional force between the soil and the pipe segment. Therefore, if this range can be determined at the initial design, the corresponding pipe segments can be specially treated.

In the calculation of shield tunneling jacking force, the formula for friction resistance is derived based on the balance of thrust and frictional force. Since the shield tunnel cannot be equipped with anti-slip bars like a mined tunnel, the resistance to the large thrust generated by the pipeline is entirely dependent on the frictional force between the structure and the soil, and the principles of the two are the same.

Zhu Hehua et al. [12] studied the calculation of frictional resistance based on the top thrust model experiment of shield tunnel construction. They proposed a simplified calculation method, which involves multiplying the frictional stress \( f \) (kPa) per unit area by the total outer surface area, i.e.:

\[
F = L \pi D f \quad (1)
\]

\[
f = \mu \left( \frac{W}{\pi D} + \frac{P_v + P_h}{2} \right) \quad (2)
\]

\[
P_v = \gamma H \quad (3)
\]

\[
P_h = \gamma \left( \frac{H + D}{2} \right) \tan^2 \left( 45^\circ - \phi/2 \right) \quad (4)
\]

In the equation, \( F \) is the thrust transferred to the pipe segment (kN); \( D \) is the outer diameter of the shield tunnel (m); \( W \) is the unit length self-weight of the shield tunnel (kN/m); \( L \) is the length of the shield machine (m); \( \gamma \) is the unit weight of soil (kN/m³); \( H \) is the burial depth (m); \( \phi \) is the angle of friction between the soil and the pipe segment; \( P_v \) and \( P_h \) are the vertical and horizontal soil pressures exerted on the outside of the shield structure, respectively, \( \mu \) is the friction coefficient, which is the tangent value of the friction angle between the soil and the shield structure. However, this angle is difficult to determine, and the upper limit is usually \( \phi \), while the lower limit is \( \phi/2 \) or \( \phi/3 \) [12]. Stein [13] suggested that the friction angle considering the grouting effect should be between 6° and 17°. Unlike the top thrust process of the shield machine, in the operation of the engineering project, the shield segments are no longer affected by the grouting, but the soil has been disturbed. Therefore, it is recommended that \( 2\phi/3 \) be taken (the angle of friction between the soil and the shield casing is the arithmetic mean between the upper and lower limits).

If the thrust \( F \) is known, the length of the shield tunnel can be estimated using Equation 1. Similarly, in the case of known thrust \( T \), the range of pipe segments affected by the thrust can be calculated. However, unlike concrete pipe segments, shield tunnels have much larger differences in stiffness and integrity. Therefore, the range of influence on the shield tunnel is greater than that of concrete pipes. To calculate the range of influence on the pipe segment, a magnification factor \( \alpha \) needs to be multiplied to the thrust \( T \).

\[
L' = \frac{\alpha T}{\pi D f} \quad (5)
\]

The value of \( \alpha \) can be obtained by comparing the numerical simulation results with the calculation results from Equation 1. Figure 12 shows the histogram of the ratio of simulated thrust to calculated frictional resistance using Equation 1 for the same conditions (i.e., the frequency of occurrence of \( \alpha \) values that result in the same ratio).

The ratio was found to conform well to a normal distribution through a residual Q-Q (Sample Quantiles-Theoretical Quantiles) test (Figure 13), with a mean of 22.15057 and a variance of 10.26. Therefore, the magnification factor can be determined to be 22.15.

Taking the thermal shield tunnel of Beijing Northeast Thermal Power Center as an example, at the location of ring number 2651, with an outer diameter of 6m and an average burial depth of 6.5m, the main soil is sandy soil with an average density of 1750kg/m³ and a friction angle of 30°. Considering the effect of grouting on the surrounding soil during shield construction, \( 2/3 \) of the friction angle \( (2\phi/3) \) is taken. The unit length weight of the pipe segment is 42.75kN/m, and the thrust is taken as the normal heating stage thrust value of 400kN, and is substituted into Equations (2), (3), (4), and (5). The calculated range of influence is 14.87m, which is close to the measured range of influence (16.8m).

The reason why the calculated value is smaller is because there are sliding supports set at both sides of the fixing support at...
a distance of about 6m, which leads to the enlargement of the measured range of influence.

**Figure 12.** Histogram of frequency distribution

**Figure 13.** Q-Q figure test

### 6 CONCLUSION

This paper combines with the first domestic thermal shield tunnel project in the North Line of the supporting heating network of the Beijing Northeast Thermal Power Center. From the construction of the shield tunnel to the heating operation stage, internal force tests were carried out on the pipe segments at different positions (fixing support and adjacent pipe segments, orienting support, and sliding support) of the tunnel top, sidewall, and bottom. Through the analysis of the measured data and combined with numerical simulation, the following conclusions were obtained.

1. The internal forces of the pipe segments in the thermal shield tunnel are affected by the thermal pipeline, mainly in two stages: the bottom installation stage and the operation stage of the pipeline. The maximum stress of the pipe segments at the fixing support is in the operating process, which is due to the influence of the large thrust of the pipeline in the operation process.

2. In addition to the longitudinal thrust of the pipeline affecting the pipe segments at the fixing support, its range of influence also extends to the surrounding pipe segments. Through testing of the surrounding pipe segments, its range of influence on the pipe segments in this project is 14 rings.

3. Combining with engineering examples, numerical simulations were carried out on the scope of the tunnel affected by different thrust and friction coefficients. It was found that under the same thrust, the greater the friction coefficient between the pipe segments and the soil, the smaller the range of influence; under the same friction coefficient, the smaller the thrust, the smaller the range of influence.

4. Based on the relationship between the simulated friction coefficient, thrust, and range of influence and the principle of structural anti-sliding, the calculation formula of the frictional resistance in the shield thrust force was used to convert the shield length parameter, and the magnification factor was combined with the numerical simulation results. Thus, the estimation formula of the range of influence of the tunnel under the longitudinal large thrust was obtained. This formula was used to estimate the range of influence of the large thrust in the engineering example, and the result was close to the measured data, proving that the formula can provide a reference for the design of thermal shield tunnel pipe segments.
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ABSTRACT

In this paper we present a simplified nonlinear modeling approach for thermal losses in heating pipes that closely approximates the behavior of models with exponential heat loss function throughout the entire operational range. Our approach enables accurate modeling of part-load operation as well as nonlinear modeling without the need to fix the direction of flow. Our approach is suited for use in district heating system models with multiple suppliers at different locations in the grid, where flow directions are not necessarily known beforehand. It can be solved with modern standard optimization algorithms. We compare our model to different common approaches using an illustrative case and discuss model quality.

Keywords: district heating, operation, thermal losses, nonlinear optimization, bidirectional flow, decentral heat supply

1. INTRODUCTION

The heating sector stands for more than half the global energy consumption while being dominated by fossil fuels [1]. Hence decarbonizing the heating sector is the major challenge towards carbon free energy supply. For densely populated areas, increasingly decentralized district heating networks (DHN) are expected to play a key role in providing emission free heat efficiently [2,3].

Efficient operation can be greatly supported by operational planning with numerical optimization [4]. The behavior of DHN can be described by nonlinear models, which often find use in system analysis with simulation environments [5–9]. For the use in operational planning, nonlinear models remain difficult to solve and are often approximated by simplified approaches [10–12]. In part-load operation, e.g. in summer, thermal losses in DHN account for up to 60% [13]. With energetic renovation of supplied buildings, network heat losses become even more important [13]. Nonlinear effects are particularly strong in part-load operation, so that optimization with linearized models becomes a challenge.

In decentralized operated heating systems with flexible operation scheduling, water does not necessarily flow through every pipe at every point in time and so modeling temporary standstill of water becomes relevant. In models with decentral supply, the flow direction in a pipe might not always be known, as shown in Figure 1. Modelling a pipe in such a way that it realistically represents bidirectional flows as well as hydraulic and thermal behavior can be a major challenge.

![Figure 1: Small example network with decentral supply. Flow direction in pipes AS, BS, AR and BR are not known prior to an optimization of the operation.](image-url)
In this paper we discuss different approaches to model thermal losses in DHN concerning model errors in both full load and part load operation. We show that standstill of water can lead to problems in some cases and introduce an approach that closely approximates the nonlinear properties over the whole operating range. In our approach, standstill can be modeled without risking infeasibility, enabling bidirectional modelling.

Our approach works with modern off-the-shelf optimization algorithms. Neither expert knowledge about likely operation points nor tight variable bounds are needed prior to the optimization.

The paper is structured as follows: In the second section of the paper, we explain the requirements of bidirectional thermal pipe modeling for decentral district heating systems. In the third section, we briefly introduce the standard exponential modeling approach and two approximations discussed in literature. In part four, we introduce our new approach. We then discuss the quality and restrictions of different approaches using a simple illustrative case in Section 5 and conclude in Section 6.

2. THERMAL MODELLING OF BIDIRECTIONAL PIPES

Temperature drops over the course of a thermal pipe depend on the flow direction. A possible approach to model this physical property is by splitting one bidirectional pipe \( p \) into two unidirectional pipes \( i \) and \( j \).

![Diagram](image)

**Figure 2:** Modeling one bidirectional pipe \( P \) by splitting it into two unidirectional pipes \( I \) and \( J \). Black arrows under \( \dot{m} \) and \( \dot{H} \) indicate direction of positive flow. Blue arrows indicate possible flow direction.

Both \( I \) and \( J \) are via a big-M approach with two binary variables \( b_i \), indicating activity of one unidirectional pipe. Only one of both pipes can be active at a time, forcing a standstill in the counterpart. Both pipes allow mass flow \( \dot{m} \) in only one direction.

\[
0 \leq \dot{m}_i \leq b_i M \quad \forall i \in \{I,J\}, \quad b \in \{0,1\}, \quad M \gg \dot{m}_i
\]

\[
b_i + b_j = 1
\]

For mass flow, a simple balance holds:

\[
\dot{m}_p = \dot{m}_i - \dot{m}_j
\]

Energy flowing through of a pipe can be modeled by introducing a flow of enthalpy \( \dot{H} \), coupling \( \dot{m} \) and temperature \( T \) via thermal capacity \( c_p \) of the fluid:

\[
\dot{H} = c_p \dot{m} T
\]

Note that \( c_p \) is assumed to be constant.

The energy balance of the bidirectional pipe can be calculated by combining enthalpy flows of the two unidirectional pipes:

\[
\dot{H}_p^a = \dot{H}_i^{in} - \dot{H}_j^{out}
\]

\[
\dot{H}_p^b = \dot{H}_j^{out} - \dot{H}_i^{in}
\]

\( T^a \) and \( T^b \) are given by combining (3), (4) and (5) resp. (6).

We now want to find a function \( T_i^{out} = f(\dot{m}_i, T_i^{in}) \) that satisfies following requirements:

- Closely approximating nonlinear behavior over the whole range of \( \dot{m}_i \), including 0
- Not causing numerical problems e.g. by divergence, for any possible value of \( \dot{m}_i \), including 0
- Solvability to global optimum with reliable standard solvers
3. COMMON MODELLING APPROACHES OF THERMAL LOSSES

In this Section, we present different modeling approaches provided in the literature. In the following, the thermal loss coefficient of the pipe $U$, the pipe length $L$, the ambient temperature $T^a$ and the specific heat capacity of water $c_p$ are assumed to be constant.

2.1. Multi variate exponential approach

A standard approach to model heat losses of a fluid flowing through an insulated pipe is given by (22) by modeling outlet temperature $T^{out}$ as a function of the inlet temperature $T^{in}$ and mass flow $m$. $T^{out}$ depends on the $T^a$, $c_p$, as well as $U$ and $L$.

$$T^{out} = (T^{in} - T^a)e^{-\frac{\dot{m}_{\text{char}}}{m}} + T^a$$

(7)

with $\dot{m}_{\text{char}} = \frac{LU}{c_p}$

(8)

This is a multi-variate exponential term, which is a great challenge to standard optimization solvers if global optimality is requested. Nonetheless, similar approaches find frequent use in simulation frameworks such as Modelica [9]. This approach is referred to in the following as EXP.

With (7) heat loss $\dot{Q}^{loss}$ can be calculated as

$$\dot{Q}^{loss} = c_p \dot{m}(T^{in} - T^{out}).$$

(9)

2.2. Linear approximation via first order Taylor series

(7) can be linearized by a Taylor series of first order. The assumption $\dot{m} \gg \dot{m}_{\text{char}}$ [12,14–16] leads to the expression as shown in (22). This approach is referred to in the following as APRXA.

$$T^{out} \approx T^{in} - \frac{\dot{m}_{\text{char}}}{\dot{m}_0}(T^{in} - T^a)(\dot{m} - \dot{m}_0)$$

(10)

2.2. Approximation via simplifying exponential term

Under the assumption $\dot{m} \gg \dot{m}_{\text{char}}$, we approximate the exponential term in (7) following

$$\lim_{x \to x_0} \exp(-x) = 1 - x.$$ 

(11)

(7) becomes

$$T^{out} \approx T^{in} \left(1 - \frac{\dot{m}_{\text{char}}}{m}\right) + T^a \frac{\dot{m}_{\text{char}}}{m}$$

(12)

This approximation leads to the approach proposed in [12]. The authors develop an optimization model for operational planning in district heating networks. Mixing of water flows at junctions of multiple pipes and thermal losses are considered in the model, for details consider [12]. The authors aim to minimize the number of bilinear terms (terms of the form $z =$
\((x \cdot y)\) in the model to speed up computation time, by using enthalpy flow \(\dot{H}\).

By inserting (4) and (8) in (12), we can transform (12) to the approximation of thermal losses presented by [12]:

\[
\dot{H}^{\text{out}} = \dot{H}^{\text{in}} - U L (T^{\text{in}} - T^a).
\]  

(13)

(22) depicts an energy balance over the pipe, so that losses can easily be calculated:

\[
\dot{Q}^{\text{loss}} = \dot{H}^{\text{in}} - \dot{H}^{\text{out}} = U L (T^{\text{in}} - T^a).
\]  

(14)

Physically speaking, this approach supposes that the temperature difference between the fluid and the ambient, causing heat losses, is constant across the pipe length. The approach is equal to that used in the classic design of district heating networks [17,18], where constant water temperature is the main assumption while approximating heat losses.

This approach is referred to in the following as \(APRXB\).

2.2. Neglecting influence of ambient temperature

Further simplification of (12) is possible by neglecting the influence of \(T^a\):

\[
T^{\text{out}} \approx T^{\text{in}} \left(1 - \frac{\dot{m}^{\text{char}}}{\dot{m}}\right).
\]  

(15)

We can show that this leads to the approach to model thermal losses that has been presented by [10], which has been adapted in following works such as [11,19]. We introduce transit time \(\tau\) and \(\tau^{\text{char}}\), which can be used to substitute \(\dot{m}\) and \(\dot{m}^{\text{char}}\) considering pipe cross-section \(A\) and water density \(\rho\):

\[
\tau = \frac{\rho LA}{\dot{m}}
\]  

(16)

\[
\tau^{\text{char}} = \frac{A \rho c_p}{U}
\]  

(17)

\[
\tau = \frac{\dot{m}^{\text{char}}}{\dot{m}}
\]  

(18)

(15) can therefore be written as follows, equivalent to the approach by [10]:

\[
T^{\text{out}} \approx T^{\text{in}} \left(1 - \frac{\tau}{\tau^{\text{char}}}\right).
\]  

(19)

This approach is referred to in the following as \(APRXC\).

4. PROPOSED MODELLING APPROACH

In this Section, our new approach is presented. First, we analyze the results of outlet temperatures for all models shown in Section 2. We then develop the new modelling approach.

4.1. Analysis of outlet temperatures and thermal losses

With approaches \(EXP, APRXA, APRXB\) and \(APRXC\), outflowing temperatures can be calculated. For \(APRXA\), a point of interest \(\dot{m}_0\) must be chosen, around which the linearization takes place.

Figure 3 shows that the upper bound of \(\dot{m}\) should be chosen as \(\dot{m}_0\): Otherwise, for mass flows \(\dot{m} > \dot{m}_0\), the resulting tangent of a Taylor approximation \(T^{\text{out}}\) would exceed \(T^{\text{in}}\), which would represent a nonphysical energy gain. With a high \(\dot{m}_0\) thermal losses are heavily underestimated, see Figure 3 and Figure 5.

If no tight boundaries for \(\dot{m}\) are known in operational planning, \(APRXA\) results in nearly constant \(T^{\text{out}}\) and very low energy losses.

\(APRXB\) and \(APRXC\) show a much better approximation to the reference model \(EXP\), see Figure 4. Both approaches result in...
diverging $T^{\text{out}}$ for $\dot{m}$ close to zero, which can lead to problems in numerical optimization:

$$\lim_{\dot{m} \to 0} T^{\text{in}} \left( 1 - \frac{\dot{m}^\text{char}}{\dot{m}} \right) + T^a \frac{\dot{m}^\text{char}}{\dot{m}} = -\infty \quad \forall \; T^{\text{in}} > T^a \quad (20)$$

$$\lim_{\dot{m} \to 0} T^{\text{in}} \left( 1 - \frac{\dot{m}^\text{char}}{\dot{m}} \right) + T^a \frac{\dot{m}^\text{char}}{\dot{m}} = \infty \quad \forall \; T^{\text{in}} < T^a \quad (21)$$

$$\lim_{\dot{m} \to 0} T^{\text{in}} \left( 1 - \frac{\dot{m}^\text{char}}{\dot{m}} \right) = -\infty \quad (22)$$

This might lead to problems in some model formulations: Standstill in a sub-pipe $i$ of a bidirectional pipe $p$ modeled with $APRXB$ or $APRXC$ as introduced in Section 2 would cause an unbounded variable $T^{\text{out}}_i$.

![Pipe Output Temperature](image1)

**Figure 3:** Output temperature of an exemplary district heating pipe with different modeling approaches. $T^{\text{in}} = 90^\circ\text{C}$, $T^a = 10^\circ\text{C}$. Pipe specifications in annex.

![Pipe Output Temperature - Detail](image2)

**Figure 4:** Detailed view for small mass flow of output temperature of an exemplary district heating pipe with different modeling approaches. $T^{\text{in}} = 90^\circ\text{C}$, $T^a = 10^\circ\text{C}$. Pipe specifications in annex.

Figure 5 shows that some approaches result in constant heat losses, while $APRXC$ significantly overestimates the losses over the whole operation range. Constant heat losses explain the resulting negative temperatures at low mass flow in Figure 4.
4.2. New modeling approach

APRXB and APRXC show very similar behavior, with better approximation than APRXA. As the difference in both approaches is a computationally inexpensive linear term, APRXB forms the starting point for further developments.

Comparing APRCB and EXP in Figure 3, $T_{\text{out}}$ has an almost horizontal course for high mass flow, and significant underestimation for low mass flow. At mass flow of $\dot{m}_{\text{kr}}$ and lower, $T_{\text{out}}$ falls to non-physical negative values. An approach to correct $T_{\text{out}}$ is to shift the curve associated with APRXB to the left by the value of $\dot{m}_{\text{kr}}$. To calculate $\dot{m}_{\text{kr}}$, we set $T_{\text{out}}$ to $T_a$ in (9) and (14) and equate both expressions, which leads to:

$$\dot{m}_{\text{kr}} = U_L \frac{T_{\text{in}} - T_a}{T_{\text{in}} - T_{\text{in}}} * \frac{UL}{c_p} = \dot{m}_{\text{char}}$$  \hspace{1cm} (23)

It shows that $\dot{m}_{\text{kr}}$ equals $\dot{m}_{\text{char}}$, a term constant for all $T_{\text{in}}$ and $\dot{m}$. (14) and (12) can now be corrected, which result in model NEW:

$$\dot{H}_{\text{in}} - \dot{H}_{\text{out}} = U L (T_{\text{in}} - T_a) + c_p \dot{m}_{\text{char}} (T_{\text{in}} - T_{\text{out}})$$  \hspace{1cm} (24)

With (4), this leads to a closed expression for $T_{\text{out}}$:

$$T_{\text{out}} = \frac{T_{\text{in}} m_{\text{char}} + T_a}{1 + m_{\text{char}}}.$$  \hspace{1cm} (25)

This approximation closely follows EXP over the whole operation range and results in $T_{\text{out}} = T_a$ for $\dot{m} = 0$, see Figure 4. When both $\dot{m}$ and $T_{\text{in}}$ are variables, (24) is of bilinear type. This type of equation can be solved by modern solvers such as Gurobi 10.0.0 [20] to global optimality without dependency on starting points. (24) can be used to refine the optimization model proposed by [12]. For further speed up, [12,14,21] describe iterative solution methods for bilinear models.

5. MODEL ERROR ANALYSIS IN AN ILLUSTRATIVE CASE

In this Section, we compare the results obtained with the approaches presented in Section 3 and 4 when applied to a small use case. We discuss the results with regard to energetic efficiency and compliance with temperature requirements of consumers both for a full-load and part-load operation as well as an effect of standstill in pipes. We only analyze model errors, so a system with known mass flow direction is used. All temperatures are restricted to positive values.

We use SCIP 6.0.0 to solve systems using approach EXP, which can find a solution of with a well estimated starting point. For all other discussed approaches, we use Gurobi 10.0.0., which can solve quadratic and bilinear systems as well as treating binary variables [20].
Figure 6: Small use case with one producer pro, one active consumer dem and one optional consumer without demand zero. Note that pipes supzero and retzero and consumer zero only occur in Section 4.2

5.1. Model errors in operation

First, we evaluate a case where one consumer dem is supplied by one heat station pro. Both are connected via a pair of pipes, as shown in Figure 6. First, we analyze a high load scenario Winter and a partial load scenario Summer. Detailed specifications are found in the annex. Target temperatures for both seasons are chosen according to the analysis of a real district heating network presented in [13]. Demand $\dot{Q}_{\text{dem}}$ is chosen so that following constraints are fulfilled:

- **Winter**: The resulting mass flow meets exactly nominal mass flow $\dot{m}^{\text{nom}}$ specified by the pipe vendor (Table 8) with model EXP.
- **Summer**: Cumulated heat losses amount to 60% of produced heat with model EXP.

### Table 1: Winter scenario specifications

<table>
<thead>
<tr>
<th>$m_{\text{dem}}$ (kg/s) with EXP</th>
<th>$\dot{Q}_{\text{dem}}$ (kW)</th>
<th>$T_{\text{dem}}^{\text{in/min}}$ (°C)</th>
<th>$T_{\text{dem}}^{\text{out}}$ (°C)</th>
<th>$T^a$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>23.61</td>
<td>3422</td>
<td>90</td>
<td>55</td>
<td>7</td>
</tr>
</tbody>
</table>

### Table 2: Summer scenario specifications

<table>
<thead>
<tr>
<th>$\dot{Q}^{\text{loss}}/Q_{\text{pro}}$ with EXP</th>
<th>$\dot{Q}_{\text{dem}}$ (kW)</th>
<th>$T_{\text{dem}}^{\text{in/min}}$ (°C)</th>
<th>$T_{\text{dem}}^{\text{out}}$ (°C)</th>
<th>$T^a$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>19.36</td>
<td>78.23$^a$</td>
<td>70.23$^a$</td>
<td>7</td>
</tr>
</tbody>
</table>

We use each model approach discussed in Sections 3 and 4 to calculate produced heat and output temperatures at production so that the constraints defined in Table 1 and Table 2 are met, see Table 3 and Table 4, and heat production is minimized for Winter and maximized for Summer (to avoid a trivial solution). To evaluate whether temperature requirements of each schedule would be met in the reference system EXP, we recompute the system and check actual input temperature at dem $T_{\text{dem,act}}^{\text{in}}$ with model EXP with the determined operation points, see Table 5 and Table 6.

Comparing $\dot{Q}_{\text{pro}}$ for all approximate approaches with approach EXP, we can see that all modeling approaches except APRXA manage to schedule a sufficient amount of heat production, with a minor overproduction by approach APRC (Table 3, Table 4). This behavior matches the observations made in Section 4, with APRXA underestimating and APRXC overestimating thermal losses. Table 5 shows a corresponding temperature deviation for APRXA.

In Summer, model errors become more significant. APRXA and APRXC show significant deviations in $\dot{Q}_{\text{pro}}$ (Table 4) and $T_{\text{dem}}^{\text{in}}$ (Table 6).

$^a$ Calculated with model EXP according to temperatures at production $T_{\text{pro}}^{\text{in}} = 65^\circ C$ resp. $T_{\text{pro}}^{\text{out}} = 85^\circ C$, as presented in [13]
<table>
<thead>
<tr>
<th>Table 3: Operation points in Winter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
</tr>
<tr>
<td>$\dot{Q}_{\text{pro}}$ (kW)</td>
</tr>
<tr>
<td>$T_{\text{out}}^\text{pro}$ (°C)</td>
</tr>
<tr>
<td>$T_{\text{in}}^\text{pro}$ (°C)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4: Operation points in Summer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
</tr>
<tr>
<td>$\dot{Q}_{\text{pro}}$ (kW)</td>
</tr>
<tr>
<td>$T_{\text{out}}^\text{pro}$ (°C)</td>
</tr>
<tr>
<td>$T_{\text{in}}^\text{pro}$ (°C)</td>
</tr>
</tbody>
</table>

5.2. Model errors at standstill

The effect of stand still is demonstrated in case Standstill. It is an extended version of scenario Winter.

Two consumers dem and zero are supplied by one heating station, see Figure 6. Temperatures are constrained to non-negative values to avoid divergence. Consumer zero has no heat demand at the evaluated timestep. Mixing at junctions is modeled via enthalpy- and mass-balance as described in [12]. Temperature propagation at junctions is explicitly modeled as well, see [12].

<table>
<thead>
<tr>
<th>Table 5: Temperature validation in Winter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
</tr>
<tr>
<td>$T_{\text{dem,act}}^{\text{in}}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6: Temperature validation in Summer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
</tr>
<tr>
<td>$T_{\text{dem,act}}^{\text{in}}$</td>
</tr>
</tbody>
</table>

With approaches APRXB and APRXC, a small mass flow must flow through pipe supzero and retzero to avoid negative temperatures and therefore infeasibility. To fulfill the condition of no heat power at consumer zero, either no temperature difference or no mass flow over the edge zero must occur. Both APRXB and APRXC result in the smallest feasible mass flow over supzero and retzero to minimize losses over the pipes. A modelling of true standstill not possible with approaches APRXB and APRXC. Still, this leaking mass flow causes additional losses of about 35 kW to 39 kW in both models, on top of the model errors discussed in 5.1. NEW allows to compute a realistic system state. At standstill, water temperature must fall to ambient temperature: $T_0^\text{in} = 7\,^\circ\text{C}$. A modelling of true standstill necessary for bidirectional models as stated in Section 2 is not possible with approaches APRXB and APRXC.
Table 7: System state at consumer zero in scenario Standstill

<table>
<thead>
<tr>
<th>Value</th>
<th>APRXA</th>
<th>APRXB</th>
<th>APRXC</th>
<th>NEW</th>
<th>EXP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{in\ zero}$ ($^\circ$C)</td>
<td>89.83</td>
<td>55</td>
<td>55</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>$T_{out\ zero}$ ($^\circ$C)</td>
<td>55</td>
<td>55</td>
<td>55</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>$\dot{m}_{zero}$ (kg/s)</td>
<td>0</td>
<td>0.0636</td>
<td>0.0636</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\dot{Q}_{loss\ zero}$ (kW)</td>
<td>0</td>
<td>22.15</td>
<td>24.02</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\dot{Q}_{r\ zero}$ (kW)</td>
<td>0</td>
<td>12.77</td>
<td>14.64</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\dot{Q}_{p\ zero}$ (kW)</td>
<td>3460.69</td>
<td>3526.47</td>
<td>3533.94</td>
<td>3491.45</td>
<td>3491.5</td>
</tr>
</tbody>
</table>

7. CONCLUSION AND OUTLOOK

We have discussed several approaches to model heat losses in operational optimization models. We could show that linear modeling of losses APRXA show significant deviations from the reference model EXP. We showed that bilinear approximations of show satisfying results to schedule heat production and meet temperature requirements at customers, while being less challenging so solve than the original multi variate exponential approach. We introduced a new bilinear approach NEW, which allows accurate modeling, so that realistic system states can be calculated even for pipes with no mass flow, enabling accurate bidirectional nonlinear modeling for numerical optimization with standard solvers such as Gurobi 10.0.0.
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ANNEX

Table 8: Pipe specifications

<table>
<thead>
<tr>
<th>Nominal Diameter</th>
<th>$U$ (W/m.K)$^b$</th>
<th>$L$ (m)</th>
<th>$\dot{m}^{max}$ (kg/s)$^b$</th>
<th>$\dot{m}^{nom}$ (kg/s)$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DN150</td>
<td>0.3369</td>
<td>790</td>
<td>27.29</td>
<td>23.61</td>
</tr>
</tbody>
</table>
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ABSTRACT

This paper presents a comprehensive evaluation of six machine learning algorithms, including artificial neural network (ANN), support vector machines (SVM), decision trees (DT), random forests (RF), Extreme Gradient Boosting (XGboost), and Naïve Bayes (NB), for detecting small and large leaks in district heating networks (DHN). The methodology employed in this study utilizes a comprehensive dataset encompassing network topology, temperatures, consumer demands, and pressure differentials. This dataset consists of 23 features, and it boasts an impressive number of samples, with a total of 9,009,630 samples for each feature. A simple network model from the CEA internal DistrictHeating library is utilized to simulate network faults, incorporating hydraulic fluid loss and insulation degradation. The results indicate that the random forests algorithm achieved remarkable accuracy rates of 98.38% during training and 97.99% during testing, demonstrating high precision and recall. Decision trees exhibited high accuracy but a slight potential for overlearning. The ANN algorithm demonstrated consistent and balanced performance across all metrics. XGBoost showed potential overlearning but maintained good recall rates. SVM and NB had lower overall performance. The findings highlight the random forests algorithm as the top performer, aiding in the selection of suitable machine learning algorithms for leak detection in DHN. Automating leak detection using these algorithms minimizes heat loss, improves energy efficiency, and reduces maintenance costs. Continuous monitoring and real-time detection enable proactive maintenance strategies, preventing heat supply disruptions and optimizing system performance.

Keywords: District heating networks, leak detection, machine learning algorithms, district heating system simulation.

1. INTRODUCTION

District heating and cooling systems, also referred to as district energy systems, efficiently distribute thermal energy for heating and/or cooling purposes across multiple buildings or sites within a district using insulated pipes. These systems are designed to be energy-efficient by utilizing waste heat from various sources, such as industrial processes, power production, or renewable energy sources. However, these complex systems may encounter a variety of issues that compromise their reliability and efficiency, including pipe leaks, heat exchanger failures, energy supply interruptions, and more. Therefore, regular monitoring, maintenance, and troubleshooting are necessary to ensure dependable and efficient operation.

Among these issues, pipe leaks are a significant concern in district heating and cooling systems and can occur due to various factors, such as corrosion, wear and tear, ground movement, joint failures, material degradation, and external damage [1]. These leaks can cause heat or cooling loss, decreased efficiency, increased energy consumption, and service disruptions. To mitigate the risk of pipe leaks, regular inspections, preventive maintenance, and prompt repair or replacement of damaged pipes are necessary.

To detect and address pipe leaks in district energy systems, two methods are commonly used, hardware-based and software-based. Hardware-based methods use sensors or meters to monitor flow rates, pressure levels, temperature profiles, abnormal sounds, or vibrations [2]. In contrast, software-based methods use data analytics, modeling, and simulation to predict system behavior and remote control and monitoring platforms for real-time information dissemination and triggering of alerts or notifications [3]. However, these methods have some limitations, such as false alarms, data interpretation challenges, and cost concerns. To address these gaps, several measures are recommended, including improvements in sensor technology, algorithm refinement, expansion of sensor coverage, utilization of automated decision-making algorithms, integration of expert knowledge, and meticulous planning, and technology selection. Furthermore, regular monitoring, maintenance, and continuous improvement of leak detection methods are essential in optimizing their performance and effectiveness in identifying pipe leaks in district energy systems.

A limited number of studies have investigated the detection and localization of leakage faults in district heating systems,
utilizing different approaches and sources of data. One approach is based on the propagation of pressure waves that occur as an initial reaction to the occurrence of a leakage [4]. This approach involves recognizing the leakage entry based on measurement data, evaluating pressure measurement data to find the time at which pressures dropped due to leakage, and using theoretical wave propagation calculations to attribute the leakage to the exclusion area where the wave propagation fits best. Another approach is a machine learning-based method that uses simulated network models and training data to train machine learning models for leakage localization [5]. This approach utilizes operational data such as pressure and flow rate measurements for training and can provide real-time results for leakage localization. Pierl et al. proposed a method that combines model-based numeric-analytical techniques with sensor data from the actual network to locate leaks [6]. This approach involves comparing and contrasting three different methods, including pressure wave detection, model-based numeric-analytical, and machine learning approaches, to exploit different properties of simulation models and sensor information for leakage localization. Manservigi et al. [7] and Bahlawan et al. [8] both describe an approach that couples a DHN simulation model with an optimization algorithm for detecting and identifying thermal and hydraulic faults. This approach provides outstanding performance on the presented case study, however it is limited by the availability and accuracy of the model input parameters. Additionally, some studies investigate optimal sensor placement and the influence of noise on pressure wave evaluation for leakage localization in district heating networks (DHNs) [9]. These studies focus on identifying the optimal locations for sensors in the network and evaluating the impact of measurement noise on the accuracy of pressure wave-based leakage localization.

Other studies have utilized sensors and observation data, data analytics tools, and remote sensing techniques for leakage fault detection in district heating systems. One study proposed a machine learning-based leakage fault detection (LFD) method that utilized variation rates of observation data from installed flowmeters and pressure sensors [3]. Another study focused on developing methods for district heating leakage measurement, which included pressure measurements and direct measurement of water loss using fixed metering devices [2]. One study used an object-oriented program to construct a DHN representation and combined it with sensor data to calculate residual values, and Bayesian Network was then used to determine the possibility of different operating outcomes [10]. In another study, a saliency analysis method was proposed for leakage detection in district heating systems using remotely sensed infrared imagery, visible imagery, and geographic information system (GIS) data [11]. A different approach was proposed in a study that used unmanned aerial vehicle (UAV) image analysis for leakage detection in district heating systems [12].

These studies highlight the importance of fast and accurate leakage detection and localization in DHNs to prevent energy losses, maintain network stability, and minimize shutdowns. Different approaches, including pressure wave detection, model-based numeric-analytical methods, and machine learning, are being explored and evaluated using real network data to improve the effectiveness and efficiency of leakage detection and localization in DHNs. Further research and development in this area may lead to improved methods for identifying and localizing leaks in real-time, resulting in more reliable and efficient operation of district heating networks. It is worth mentioning that while some of the studies mentioned in both sections have used machine learning (ML) and other forms of artificial intelligence (AI), there does not seem to be any large-scale research specifically focused on using AI for pipeline leak detection in heating and cooling networks. This could be an area for future research and development, as AI has shown great promise in other industries and could potentially improve the accuracy and efficiency of leak detection in district heating and cooling systems.

The objective of this study is to evaluate the efficiency of prominent ML algorithms, namely deep neural network, decision trees, random forests, extreme gradient boosting, naïve bias, and support vector machine, in detecting leakages in DHNs. These algorithms have demonstrated remarkable performance across various industries, making their evaluation in the context of district heating and cooling systems significant. The outcomes of this research contribute to the knowledge base of academic researchers and industrial engineers specializing in the digitalization of district heating and cooling systems. The findings provide valuable insights into the effectiveness of different ML algorithms for detecting leakage faults. This information guides the development of cost-effective smart detection techniques, offering practical solutions to identify and address leakages in heating and cooling networks.

Academic researchers can leverage the insights from this study to advance their understanding of the applicability of machine learning algorithms in district heating and cooling systems. Industrial engineers can utilize the research findings to inform their decision-making processes and develop efficient strategies for implementing leak detection technologies in real-world scenarios. Ultimately, the aim is to enhance the reliability and sustainability of district heating and cooling systems by effectively detecting and mitigating leakage faults using state-of-the-art machine learning approaches.
2. METHODOLOGY

2.1. District Heating Network Model Presentation

For a representative yet not too complex simulation of DHN faults, we used a linear network model available in the DistrictHeating library [13], developed internally at CEA. Figure 1 presents a schematic view of this model. It is composed of a thermal plant providing heat to a number of consumer \( N_c \), placed linearly along the network (no branches, equal distance between consumers). The plant and consumer 1 are considered to be connected at the same location. The diameters for the different sections are calculated so that the nominal velocity is 2m/s and the pressure gradient is constant. The DHN supply temperature \( T_{s,DHN} \) is calculated based on an expert law as a function of the external temperature. The plant pump imposes a differential pressure \( \Delta P \) so that consumer \( N_c \) always has a local differential pressure \( \Delta P[N_c] \) equal to a given setpoint \( \Delta P_{sp} \). The secondary side return temperature \( T_{r,DHN} \) and supply temperature set point \( T_{OUT,s,SP}[c] \) at each consumer are considered known. The demand at each consumer \( Q_{dem}[c] \) is defined by distributing a global demand \( Q_{dem,DHN} \) among all consumers. The normalized distribution weights \( w_c \), defined in Equation (1), can be fixed or computed randomly dynamically.

\[
Q_{dem}[c] = w_c \cdot Q_{dem,DHN}, \forall \ c \in [1: N_c],
\]

The desired mass flow rate \( \dot{m}_{dem}[c] \) at each consumer is calculated so that the local demand \( Q_{dem}[c] \) is satisfied depending on the secondary side temperatures, the local primary side supply temperature \( T_{s}[c] \) (affected by heat losses) and the local differential pressure \( \Delta P[N_c] \) (affected by charge losses). Depending on the heat exchanger and valve characteristics, the required mass flow rate is either achieved \( (\dot{m}_{dem}[c] = \dot{m}[c]) \) or not. In the former case, the valve opening \( O[c] \) is calculated to ensure this flow depending on its characteristic curve. In the latter case, the valve is fully open and the resulting secondary supply temperature \( T_{OUT,s}[c] \) and primary mass flow rate are calculated \( (\dot{m}[c] < \dot{m}_{dem}[c]) \).

Figure 1. Schematic representation of the linear network model used for hydraulic leaks modeling

For fault simulation, we extended the model to include the option of introducing hydraulic fluid loss at the beginning of each pipe \( (N_c - 1 \) possible locations). This was accomplished by incorporating hydraulic valves connected to the entrance of each pipe (supply or/and return), with one side connected to ambient air. Figure 1 illustrates this arrangement. The unfaulty opening \( f_{leak} \) of this valve is set to zero. The characteristic curve of the valve is linear with a nominal point calculated with a flow rate calculated as shown in Equation (2) for a differential pressure of \( \Delta P_{v, nom} \) with \( \dot{m}_{nom,DHN} \) the DHN flow rate for peak sizing demand \( Q_{dem,DHN, nom} \) and nominal supply \( T_{s,DHN, nom} \) and return \( T_{r,DHN, nom} \) temperatures.

\[
\dot{m}_{v, nom}[p] = \dot{m}_{nom,DHN} \cdot \left(1 - \frac{P}{N_c} \right), \forall p \in [1: N_c - 1]
\]

With such a model, the leaked flow rate depends on the local network pressure. Moreover, for a similar value of \( f_{leak} \), the leaked flow rate value will depend on the location along the linear network. It is worth mentioning that no new fluid is added at the main plant into the network when a leak occurs. The assumption is thus made that a compressor group with a membrane can hold the pressure in the network without the need of backup fluid injection.

2.2. Considered DHN and performed simulations

The DHN considered in this study has the following characteristics:

- A nominal sizing demand \( Q_{dem,DHN, nom} \) of 6MW;
- A yearly demand of 28 GWh and a linear density of 4.3 MWh.mL\(^{-1}\).yr\(^{-1}\) leading to a supply line length of 6.5km (same for return line);
- 10 customers distributed equally along these 6.5km with the first one at the same location as the central plant;
• The external temperature observed by the piping is the one of the gallery and is set constant at 15°C;
• All piping have a base insulation thickness of 15 cm with a conductivity of the insulation material considered to be 0.04 W.m⁻¹.K⁻¹;
• All the substations are sized for 0.6 MW, primary supply and return temperatures of 90 and 55°C, and secondary supply and return temperatures of 70 and 50°C.

The operating conditions common to all the simulations are the following:
• The set point for differential pressure at customer 10 is 1.5 bar;
• The fixed absolute pressure at the entrance of the thermal plant is set to 5 bar;
• The secondary return temperature \( T_{\text{OUT,SP}}[c] \) at each consumer is set to 48°C while the set point for secondary supply temperature \( T_{\text{OUT,SP}}[c] \) is set constant at 70°C.

The specific operating conditions for the performed simulations are the following:
• Each simulation is performed over 4 weeks, with predefined boundary conditions for external temperature \( T_{\text{ext}} \), thermal load \( Q_{\text{dem,DHN}} \), and supply temperature \( T_{\text{sup,DHN}} \);
• Six different time series are used for boundary conditions, corresponding to the first 6 periods of 4 weeks of a typical year (January 1st to June 18th);
• For each of the nine possible locations, a leak is imposed on the return line with a random start time (between hours 0 and hours 672) and a random intensity \( f_{\text{leaks}} \in [0-1] \) (an intensity of 1 corresponds to 10% of the opening for the valve representing the leak, see section 2.1);
• One reference simulation (without fault) is performed for each possible location and boundary condition (54 references in total);
• A total of 1134 simulations is obtained. Each simulation yields a dataset of 8065 recorded instant (every 5 minutes) with more than 30 recorded variables each.

More details on the simulation methodology and produced data set can be found in [14]. The produced dataset itself is available online as Open Data [15].

Only part of the recorded data is used for the machine-learning algorithms. In particular, the following variables are used:
• Boundary conditions for the whole system (\( T_{\text{ext}} \), \( Q_{\text{dem,DHN}} \), \( T_{\text{sup,DHN}} \));
• Pressure in the return line at each substation (\( P_{\text{ret,1}} \) to \( P_{\text{ret,10}} \));
• Temperature in the return line nearby each substation (\( T_{\text{ret,1}} \) to \( T_{\text{ret,10}} \)).

It should be noted that the pressure and temperature at the substations is not measured in general, and would require installing additional sensors. However, they are considered in a first approach before trying to reduce the amount of information required.

2.3. Machine learning algorithms presentation

2.3.1. Artificial neural network

The fully connected artificial neural network (ANN) is a widely used machine learning model consisting of interconnected layers of neurons [16], [17]. Each neuron computes a weighted sum of inputs from the previous layer, which is then passed through a non-linear activation function [16]. The output of a neuron in a given layer is determined by the weights and biases associated with its connections to the previous layer. During training, the ANN adjusts these weights and biases to minimize the error between predicted and target outputs [18]. The process involves updating the weights and biases based on the calculated partial derivatives of the loss function [19]. Once the network is trained, it can be used to predict outcomes for new inputs by propagating the inputs through the network and generating the corresponding output vector. For a more detailed understanding of the ANN model, please refer to the references [16], [19].

2.3.2. Support vector machines

Support vector machines (SVMs) are supervised learning algorithms used for classification and regression tasks. They aim to find a hyperplane that can effectively separate data points while maximizing the margin between different classes [20]. This hyperplane is described by a linear equation, where the input vector is denoted as \( x \), the output label as \( y \), and the normal vector to the hyperplane as \( w \). SVMs solve an optimization problem that strikes a balance between maximizing the margin and allowing for classification errors. This trade-off is controlled by a parameter \( C \), which determines the importance of margin maximization versus the tolerance for misclassified points, represented by variables \( \xi_i \) [20]. In cases where the data is not linearly separable, SVMs employ a technique known as the kernel trick. By mapping the input vectors to a higher-dimensional feature space using a kernel function, SVMs can effectively separate the data using a linear hyperplane in the transformed space. The decision function of SVMs involves the dot product of the weight vector, Lagrange multipliers \( \alpha_i \), output labels \( y \), and the kernel function \( K(x,x') \) [20]. For more detailed information about SVMs, please refer to the associated reference [20].
2.3.3. Decision trees

The decision tree technique is a versatile algorithm used for classification and regression tasks. It builds a model by making sequential decisions based on input variables to estimate the target variable [21]. The mathematical aspect of decision trees involves determining the ideal split by computing purity or error measures at each algorithmic step. The choice of measure depends on whether the task is classification or regression. For classification tasks, two popular purity measures are the Gini index and entropy. The Gini index can be calculated using the formula $1 - \sum_{j=1}^{C} (p_j)^2$, where $p_j$ is the proportion of data points in a subset that belong to class $j$. On the other hand, entropy can be expressed as $-\sum_{j=1}^{C} -p_j \log_2(p_j)$, where $p_j$ is the proportion of data points in a subset that belong to class $j$ [21]. For regression tasks, the common error measure is mean squared error, defined in [18].

2.3.4. Random forests

Random Forest is an ensemble learning algorithm that combines the predictions of multiple decision trees to make accurate predictions. It constructs a "forest" of decision trees by selecting random subsets of the training data through bootstrapping. This diverse sampling allows each tree to learn from a different portion of the dataset. Random Forest also introduces randomness in feature selection, considering only a subset of features at each split, which promotes diversity and reduces overfitting. The trees are built independently using impurity measures like Gini impurity or error metrics like mean squared error. Predictions are made by aggregating the predictions of all trees, with the majority vote (classification) or average (regression) determining the final prediction. Random Forest is advantageous for its robustness, feature importance estimation, and capability to handle high-dimensional data. Overall, Random Forest is a powerful algorithm that leverages multiple decision trees to deliver accurate predictions while addressing overfitting through random sampling and feature selection [22], [23].

2.3.5. Extreme Gradient Boosting

Extreme Gradient Boosting (XGBoost) is a high-performance algorithm that combines weak models, typically decision trees, into a strong ensemble. It optimizes an objective function $Obj(\Theta)$, Equation (3), which consists of a loss term $\mathcal{L}(\Theta)$ and a regularization term $\Omega(\Theta)$ [24]. By iteratively adding trees and utilizing gradient descent, XGBoost minimizes the loss function to improve predictions.

$$Obj(\Theta) = \mathcal{L}(\Theta) + \Omega(\Theta)$$

Mathematically, XGBoost updates the ensemble predictions by fitting new trees based on the negative gradient of the loss function. The learning rate determines the contribution of each new tree. The algorithm continues until a stopping criterion is met [24].

2.3.6. Naïve Bayes

Naïve Bayes is a classification algorithm that applies Bayes’ theorem and makes the naïve assumption of feature independence [25]. Bayes' theorem allows us to calculate the posterior probability of a class given the features. The algorithm assumes that the features are conditionally independent of each other given the class [25]. To predict the class of a new sample, we calculate the probabilities of each class based on the observed features and select the class with the highest probability. This is done using the argmax function, which returns the value of the class that maximizes the expression [25]. Laplace smoothing is often employed to handle unseen feature values and ensure non-zero probabilities. To gain a more in-depth understanding of Naïve Bayes, it is recommended to consult the relevant references [25], [26] for detailed information.

3. RESULTS AND DISCUSSION

In this study, a comprehensive evaluation of six machine learning algorithms was conducted to detect both small and large leaks in DHNs. The algorithms assessed included artificial neural network (ANN), support vector machines (SVM), decision trees (DT), random forests (RF), XGboost, and Naïve Bayes (NB). These algorithms were trained, validated, and tested using a substantial dataset consisting of a total of 9,009,630 samples for each feature. This dataset covered a wide range of leak prevalence, ranging from 0% to 10% of the considered pipe nominal flow. With a diverse set of 23 features, the algorithms’ ability to detect leaks was thoroughly evaluated across various scenarios.

To create the training, validation, and testing datasets, the data was initially grouped based on the intensity level of each leak. Then, each resulting dataset was divided into three portions: 60% for training, 20% for validation, and 20% for testing. This splitting process ensured that the training, validation, and testing datasets had a balanced distribution of leak intensities. After the initial split, the datasets were grouped again to form distinct training, validation, and testing sets.

To ensure optimal performance, a randomized search cross-validation (CV) approach was employed to identify the most suitable hyperparameters for each algorithm. The randomized search CV technique played a crucial role in optimizing the
performance of the machine learning algorithms.

For the ANN, we explored various combinations of hyperparameters, including hidden layer sizes, activation functions, dropout rates, and learning rates for the Adam optimizer. The Adam optimizer, known for its efficiency according to previous literature, was chosen for training the ANN weights and biases. Through this process, we identified the optimal hyperparameters for the ANN, comprising two hidden layer size of $\{91, 89\}$, a sigmoid activation functions in both hidden layers, dropout rates $\{0.2, 0.2\}$, and a learning rate of $0.01$. In the SVM experiments, different combinations of kernel types, regularization parameter values, and gamma values were tested. It was determined that a linear SVM achieved the best performance, considering the complexity increase caused by nonlinear kernels in the presence of large datasets. As a result, a linear SVM with a regularization parameter value of $8.76$ was adopted based on the findings. In the case of the DT algorithm, a thorough exploration of diverse combinations of maximum tree depth and minimum sample split values was conducted. This process enabled the identification of optimal hyperparameters for the DT, which were determined to be a maximum tree depth of $298$, a minimum sample split value of $14$, and a minimum sample split value per leaf of $7$.

Furthermore, the RF algorithm was subjected to experimentation involving various combinations of the number of trees and maximum tree depth. Through this process, it was ascertained that the RF model with 386 trees and a maximum tree depth of $272$ yielded the best results. Additionally, the optimal hyperparameters for the RF model were determined to be a minimum sample split value of $6$ and a minimum sample split value per leaf of $3$.

In the case of XGboost, combinations of hyperparameters such as learning rate, maximum depth of trees, and subsample ratio were explored. After careful evaluation, the optimal hyperparameters for XGboost were determined to be: colsample_bytree: $0.783$, gamma: $0.415$, learning_rate: $0.273$, max_depth: $9$, min_child_weight: $7$, and subsample: $0.755$. Regarding NB algorithm, Gaussian NB was selected as the most suitable variant with a var_smoothing value of $1.59 \times 10^{-4}$, based on the characteristics of the dataset and the leak detection problem in DHNs.

By employing the randomized search CV approach, a comprehensive assessment of numerous hyperparameters for each algorithm was efficiently conducted, leading to the identification and implementation of optimal configurations.

During the comprehensive analysis of various machine learning algorithms in the training and testing phases, the effectiveness of these algorithms in detecting leaks was evaluated using multiple evaluation metrics. To compare their performance and identify potential overlearning, evaluation metrics such as accuracy, precision, recall, and the F1 score were considered.

Upon examining the results, the random forests algorithm emerged as a standout performer. It achieved remarkable accuracy rates of $98.38\%$ during training and $97.99\%$ during testing, showcasing its ability to make highly accurate predictions. Moreover, the precision rates of $99.72\%$ during training and $99.34\%$ during testing demonstrated its capability to correctly identify positive instances. The recall rates of $96.84\%$ during training and $96.41\%$ during testing further indicated its effectiveness in capturing actual positive instances. These exceptional performance metrics position the random forests algorithm as a top contender for leak detection tasks.

In comparison, while other algorithms also demonstrated strong performance in certain aspects, they showcased varying degrees of limitations. The decision trees algorithm displayed high accuracy rates of $98.70\%$ during training and $94.87\%$ during testing, and precision rates of $99.90\%$ during training and $92.91\%$ during testing. However, it exhibited a slight decline in performance during testing, suggesting a potential for overlearning. The ANN algorithm consistently performed well across both training and testing phases, exhibiting accuracy rates of $83.44\%$ during training and $83.45\%$ during testing, precision rates of $96.72\%$ during training and $96.53\%$ during testing, recall rates of $67.23\%$ during training and $67.59\%$ during testing, and F1 scores of $79.33\%$ during training and $79.51\%$ during testing. This suggests that the ANN algorithm is less prone to overlearning and provides reliable performance for leak detection tasks.

XGBoost demonstrated relatively high accuracy rates of $89.09\%$ during training and $61.78\%$ during testing. However, its performance noticeably dropped during testing, indicating a potential for overlearning during the training phase. Its precision rates were $91.73\%$ during training and $55.66\%$ during testing, recall rates were $84.54\%$ during training and $96.07\%$ during testing, and F1 scores were $87.99\%$ during training and $70.48\%$ during testing, highlighting its effectiveness in accurately detecting positive instances. On the other hand, SVM and NB exhibited lower overall performance compared to other algorithms, with accuracy rates of $54.92\%$ during training and $54.85\%$ during testing for SVM, and $55.46\%$ during training and $55.31\%$ during testing for Naïve Bayes. Their precision, recall, and F1 scores were also comparatively lower, indicating their limitations in effectively detecting leaks.

Figure 2 presents the performance metrics of the developed machine learning algorithms for leak detection in DHN, highlighting their accuracy, precision, recall, and F1 scores.
In conclusion, the analysis highlights the random forests algorithm as the top-performing algorithm, demonstrating exceptional accuracy, precision, recall, and F1 scores. The decision trees algorithm showed a slight tendency for overlearning, while the ANN algorithm exhibited consistent and balanced performance. XGBoost displayed potential overlearning during training but maintained good recall rates. On the other hand, SVM and NB showed lower overall performance in leak detection. These findings offer valuable insights for selecting the most suitable machine learning algorithm for leak detection tasks, with random forests standing out for its robust performance.

4. CONCLUSION

The present study highlights the effectiveness of machine learning algorithms in detecting leaks in district heating networks. Through the evaluation of various algorithms, such as artificial neural networks, support vector machines, decision trees, random forests, XGBoost, and Naïve Bayes, valuable insights have been gained regarding their performance in detecting both small and large leaks. Notably, random forests demonstrated the highest accuracy and precision during testing, indicating its effectiveness in accurately identifying leaks. The potential for further improvement lies in adopting hybrid machine-learning approaches that leverage the strengths of different algorithms or incorporate ensemble methods. These hybrid approaches can enhance leak detection performance by improving accuracy, reducing false positives and false negatives, and increasing overall system efficiency. In addition, the performance of these approaches should be evaluated using more diverse data from real systems and simulation, in particular, using tools for large-scale simulation of DHN [27].

In conclusion, the adoption of machine learning algorithms, particularly through hybrid approaches, can revolutionize leak detection in district heating networks. By utilizing data and advanced analytics, engineers can enhance accuracy, efficiency, and reliability, resulting in reduced energy losses, improved operational performance, and increased sustainability. The ongoing advancement of machine learning in this field holds promising prospects for the future of district heating systems, driving improvements in energy efficiency and supporting the transition to more sustainable heating solutions.
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ABSTRACT

For hydraulic radiator district heating system (DHS) of multi-family buildings in China, heating enterprises hesitate to implement new regulation strategy, as they are worried about the heat imbalance between supply and demand after adopting the new control strategy. It may cause end-users to complaint about the government. And the lack of pre-simulation platform of the new method makes their practical application more difficult. Besides that, there were many issues during the test period, such as the lack of the consumer cooperations and the damage of the temperature sensors or flow rate meters. Therefore, it is necessary to establish a simulation test bed of the secondary DHS and create a digital twinning, which can simulate and analyze the performances of multi-family buildings with hydraulic radiator heating system under various control strategies and operation modes. In this study, a digital DHS is established by co-simulation of the EnergyPlus and the Matlab, where the multi-family buildings system is simulated by EnergyPlus and the mathematic describt of radiator and hydraulic network is constructed by Matlab. The simulation test bed was validated by measured data and used as a simulated test bed. A series of analyzes are being performed on this platform, such as the effect of hydraulic coupling and the different control strategy. Result shows that efficient terminal flow rate control can save 8.4% - 13% energy, which indicates that the installation of terminal control devices in existing communities is of great significance.

Keywords: digital twinning, district heating system, thermal-hydraulic couple

1. INTRODUCTION

In China, the energy consumption of district heating systems (DHS) accounts for 40% of the building sector. With the acceleration of urbanization, the proportion is still increasing [1]. According to survey statistics, the overheating problem of end users is prominent due to the lack of effective control measures for the secondary network, which accounts for 23% of the total heat consumption, and has great potential for energy saving [2]. Compared with countries of advanced heating technology in Europe, such as Denmark, there is still much space of Chines space heating for improvement [3]. However, the forms of DHS in two countries are not the same, which leads to some mature technologies in Europe may not be applicable in China [4]. The scale of Chinese secondary DHS is more complex with larger heat substation, and the typical of end users are mostly high-rise multi-family buildings, which brings new problems [5],[6]. On the other hand, heating enterprises are hesitant to easily implement advanced control strategy for flow rate regulation and supply temperature regulation, although most secondary networks have achieved the intelligent transformation. This is because they are worried about the imbalance between heat supply and demand after adopting the new regulation strategy, which will lead to complaints from users. Besides that, there were many issues during the test period, such as the lack of the consumer cooperations and the damage of the temperature sensors. Therefore, it is necessary to establish a simulation test bed of the secondary DHS and create a digital twinning. However, there is still a lack of simulation methods considering both the network hydraulic coupling performances and multi-family building thermal dynamics to analyze the radiator heating system performances under various control strategies and operation modes.

Researches on modeling and simulation methods for the multi-family building thermal dynamics are sufficient. Jiang et al. obtained an analytical solution using the state space method [7]. The thermal-electrical analogy approach, namely the RC network method is widely adopted to model the building thermal dynamics, in which resistances and capacitances were used to describe the heat dissipation and heat storage effect of the wall, emitter, and the indoor air [8],[9]. System identification method was also adopted to regress the unknown parameters by measured data. The effectiveness of such type of modeling methods have been proved by several researches [10],[11]. Besides that, there are also many commercial software that can simulate the dynamic thermal process of buildings, EnergyPlus (EP) is one of them and has been proved by several research [12],[13]. However, the hydraulic coupling effects of the network are not fully considered in the modeling of the building thermal dynamic process, especially for radiator heat dissipation, which depends on the supply temperature and flow rate distributions. There are many studies on hydraulic simulation of network and has been proved by many cases
Guelpa et al. described the hydraulic performances of the DH pipelines using the mass and momentum conservation equations to construct the SIMPLE hydraulic simulation algorithm for the DH network [18]. Wang et al. established a meshed DH network hydraulic model, which adopts the Newton-Raphson iteration algorithm to solve the equations [19]. Combined simulation of the network hydraulics and the thermal dynamics of multi-family buildings is essential for analyzing the operation performances of the radiator heating system. Xu et al. developed a thermostatic radiator valve (TRV) controlled radiator space heating system [20] with a simplified topology of the network. Huang et al. proposed a modeling method considering both the network hydraulic and building thermal dynamics to analyze the energy consumption of the heating system [21]. But neither of them can test the different control strategies, and the topology of network has been too simplified to reflect the influence of the topology on the hydraulic distribution.

The current advanced control methods mainly focus on the temperature control and terminal flow control strategies. Regarding the temperature control strategy, the regulation frequency [22] and supply water temperature [23],[24] can be optimized to reduce operating costs and accommodate more renewable energy or low temperature waste heat. Yuan et al. used room temperature as an indicator to regulate the supply temperature and achieved 5.8% energy saving rate [25]. Zwan et al. proposed a control strategy for temperature-constrained renewable energy sources and considered the thermal inertia of buildings as well as acceptable indoor temperature when regulating the heat supply [26]. For the terminal flow rate control strategy, Liu et al. adopted a wireless on-off strategy for adjusting [27], results show that energy consumption can be reduced about 30% compared with an uncontrolled system. Dan et al. used the model predictive control (MPC) as an adjustment method to regulate the flow rate and achieved a better tracking effect on the set point [28]. However, there is still a lack of simulation methods considering both the network hydraulic coupling performances and multi-room thermal dynamics to analyze the radiator heating system performances under various control strategies and operation modes.

As the hydraulic coupling effects of the valves cannot be ignored in the hydraulic heating system, when the valve opening of a room radiator reduces, the flow rate of the adjacent room will increase, which leads to a rise of its air temperature. As the temperature difference between the two rooms increases, the heat transfer through inner wall will cause the temperature of adjacent rooms to decrease. Analysis of such effects need effective thermal-hydraulic coupling simulation model. For a hydraulic radiator heating system, all the following factors need to be fully considered: the temperature distribution of the radiator; the heat capacity of the envelope; the heat transfer between adjacent rooms; the hydraulic coupling effects of the network and the effect of the control valves on the flow rates.

In this paper, a digital twinning of secondary district heating system (DHS) is created, which considers both thermal dynamic of multi-family buildings and hydraulic radiator characteristics. It can be used to simulate and analyze the performances of multi-family buildings with hydraulic radiator heating system under various control strategies and operation modes, which enables the pre-simulation of different strategies before the practical application. The multi-family buildings are simulated by EnergyPlus, whose environment can not only simulate the building thermal inertia, but also can simulate the influence of occupant behavior on indoor temperatures. The mathematic description of hydraulic radiator heating systems is established by Matlab. Both software exchange data through Ptolemy II for co-simulation [29]. A case study of multi-family building with hydraulic radiator heating system is conducted using the proposed method. Performances of the one layer of constructed building under different operation strategies are analyzed.

2. METHODOLOGY

2.1. Radiator model

As the thermal capacity of water is about more than 10 times larger than that of the steel radiator shell, the thermal capacity of the shell is neglected. The temperature distribution of the radiator is uniform along the horizon and varies with the vertical direction [30]. Therefore, the dynamic heat transfer of the radiator is considered as a one-dimensional heat transfer process, as shown in Fig. 1. The equation of radiator heat transfer process can be fully described by partial differential equation (PDE), which is written as Eq. (1).

![Figure 1. Radiator heat transfer model](image-url)
\[
\frac{\partial t(\tau, h)}{\partial \tau} + u \frac{\partial t(\tau, h)}{\partial x} = k_F c_w \rho_w V \left[ t_i(\tau) - t(\tau, h) \right]
\]

(1)

where \( t(\tau, h) \) (°C) represents the temperature distribution along the vertical direction of the radiator; \( \tau \) (s) denotes the time; \( h \) (m) represents the vertical location of the radiator; \( F \) (m²) is the heat transfer area of the radiator; \( k_F \) [W/(m²-K)] is the heat transfer coefficient of the radiator; \( c_w \) [J/(kg·K)] denotes the heat capacity of water; \( V \) (m³) is the volume of the radiator; \( \rho_w \) (kg/m³) is the density of the water; \( t_i \) (°C) is the indoor air temperature; \( u \) (m/s) represents the speed of the water in the radiator, which can be derived according to the following formula,

\[
u = \frac{H}{V / q}
\]

(2)

where \( q \) (m³/s) represents the volume flow rate, \( H \) (m) is the height of the radiator.

Along the vertical direction, the Eq. (1) is discretized into “M” segments by first-order upwind scheme, which yields the following ordinary differential equation (ODE):

\[
\frac{dt(\tau, i\Delta h)}{dt} = K t_i(\tau) - \left[ K + \frac{u}{\Delta h} \right] t(\tau, i\Delta h) + \frac{u}{\Delta h} t_{i-1}(\tau)(i - 1)\Delta h
\]

(3)

where \( K \) equals to \( k_F(c_wuV) \); \( \Delta h \) denotes the spatial step size, which is related to the number of discrete segments; \( i \) is the control volume number. And \( t(\tau, 0) \) is considered to be equal to the supply temperature \( t_s \) (°C).

After obtaining the temperature distribution of the radiator, the heat dissipation from the radiator to the indoor air can be calculated by the following formula:

\[
Q = \sum k_{ij} f_i [t_i - t_a]
\]

(4)

where \( f_i \) (m²) denotes the area of the discrete radiator parts.

The fourth order Runge-Kutta method [30] is adopted to solve these equations in Matlab and the inputs are the indoor air temperature, supply temperature and flow rate of the radiator, which can be obtained form EP, different supply temperature control strategies and hydraulic modules respectively.

2.2. Hydraulic model

The topology of the network can be described by graph theory, which can be regarded as a directed graph [32]. The DH topology can be described by the basic incidence matrix \( A \). Element \( a_{ij} \) represents the relationship between the \( i^{th} \) node and \( j^{th} \) branch. If the node and branch are adjacent, \( a_{ij} \) equals 0. For the \( j^{th} \) branch, if the water flows into the \( i^{th} \) node, the \( a_{ij} \) is 1. If the water flows out of the \( i^{th} \) node, \( a_{ij} \) is -1. According to the Kirchhoff’s first law, the net flow of a node can be written as the Eq. (5).

\[
AG = 0
\]

(5)

where \( A \) is the basic incidence matrix. The elements of vector \( G \) (kg/s) represents the flow rate of each pipeline.

According to the Kirchhoff’s second laws, the algebraic sum of the pressure drops equals to zero along the clockwise of the loop and can be written as follows.

\[
C_{li} (\Delta P - H_p) = 0
\]

(6)

where \( C_l \) is the independent loop matrix whose rows represent the independent loops and columns represent the branches. The element \( c_{lj} \) of the matrix \( C_l \) equals 0 when the \( j^{th} \) branch is not on the \( i^{th} \) loop. If the flow direction of water within the \( j^{th} \) branch is the same as the direction of \( i^{th} \) loop, the \( c_{lj} \) is 1. On the contrary, the \( c_{lj} \) is -1, when the flow direction is inverse. The element of vector \( \Delta P \) (Pa) equals the sum of pressure drop of the pipeline, radiator and programmable electric control valve, which can be written in the form of Eq. (7). \( H_p \) (Pa) is the vector of pressure difference provided by pump, whose element equals 0 if there is no pump on the \( j^{th} \) branch.

\[
\Delta P_j = \Delta P_{p,j} + \Delta P_{v,j} + \Delta P_{s,j}
\]

(7)

where the subscript ‘\( j \)’ denotes the number of branches; \( \Delta P_{p,j} \) is the pressure drop of \( j^{th} \) pipeline, which can be calculated according to the Darcy-Weisbach formula as the form of Eq. (8); \( \Delta P_{s,j} \) is the pressure drop of radiator and \( \Delta P_{v,j} \) represents the pressure drop of valves, which equals 0 if there is no radiator or CRV on the \( j^{th} \) branch.
\[ \Delta p_{p,j} = s_j \cdot |g_j| \cdot g_j \]  \tag{8}

where \( s_j \, (s^2/m^5) \) is the hydraulic impedance, \( g_j \, (kg/s) \) is the flow rate of \( j \)-th branch.

The relationship between the pressure drops and valve opening of the valve adopted in this paper can be depicted by Eq. (9).

\[ \Delta p_{v,j} = s_{v,j} \cdot R^{2(\cdot-1)} \cdot g_j^2 \]  \tag{9}

where \( s_{v,j} \, (s^2/m^5) \) is the hydraulic impedance of the \( j \)-th valve with the degree fully open; \( R \) denotes the rangeability of the valve; \( x \) is the valve opening, which varies from 0 to 1.

As the hydraulic questions of the network is nonlinear, the Newton–Raphson iteration method is adopted to solve the equations in Matlab. The inputs are the opening degree of each valve, which can be obtained according to different terminal flow rate control strategies. The outputs are the radiator flow rates.

2.3. Building model

The Sketchup is used to build physical model of the building and divide each room into one single thermal zone. Then some specific details are needed to set in the EP, such as lighting schedule, equipment schedule and occupant behavior. Especially for the radiator system, it is also necessary to set the radiator distribution ratio of convection and radiation in EP. The inputs are radiator heat dissipations and the outputs are temperatures of outdoor air and indoor air.

2.4. Development of simulation test bed

The integrated model of multi-family building with hydraulic radiator heating system is formed by connecting the radiator model, hydraulic model and building model. The radiator and hydraulic model are constructed and solved in Matlab and the building model is simulated by EP. Implementation of co-simulation required correctness to handling the exchange data between two software and configuring the integrated environment, which is listed in Table 1.

**Table 1. The exchange data between two software through BCVTB**

<table>
<thead>
<tr>
<th>Matlab to EP</th>
<th>EP to Matlab</th>
</tr>
</thead>
<tbody>
<tr>
<td>ExternalInterface: Actuator</td>
<td>HeatPower</td>
</tr>
<tr>
<td>Output: Variable</td>
<td>Site Outdoor Air Drybulb Temperature</td>
</tr>
<tr>
<td></td>
<td>Zone Mean Air Temperature</td>
</tr>
</tbody>
</table>

Matlab obtained the temperatures of outdoor and indoor air from BCVTB, which are provided by EP. The outdoor temperature is used to calculate the supply temperature by different source strategies. The valve opening degrees are calculated by different terminal strategies according to the indoor air temperature. Once the supply temperature and the radiator flow rate are obtained, the heat powers of the radiator can be calculated according to equation (4). Then the calculated heat powers are transferred from Matlab to the EP through BCVTB. From the above analysis, the BCVTB is essentially a platform with global simulation parameters (begin time, end time, time step) for transmitting data between different software, so the configuration file (*.cfg) must be set correctly to guide what data could be transmitted. The Fig. 2 shows the process of how it works.

![Figure 2. Simulation process of the co-simulation between Matlab and EnergyPlus](image-url)
3. Model validation

The surveyed building is located in Tianjin, China with total floor area of 1420 m$^2$. Radiator systems are used for heating during the winter period, and the building physical model is shown in figure 3. Temperature sensors were installed in 4 typical spaces which were selected from 12 households to record indoor temperature, and intelligent control valve was installed at heating inlet of the building to record supply and return temperature. The areas of three arrow pointed rooms in are 14.4 m$^2$, 14.4 m$^2$, and 58.79 m$^2$, respectively and the orientation of the building are plotted in the Fig. 3.

![Figure 3. Building physical model](image)

The constructed model was validated using the average indoor air temperature and return temperature from the four typical users, which were measured hourly between December 20th and January 3rd. The supply temperature and outdoor temperature during the tested are shown in the Fig. 4. And the Fig. 5 shows the comparison between the average indoor temperature and the simulated values, while the Fig. 6 shows the comparison between the average return temperature and the simulated values.

![Figure 4. The measured supply temperature during the test period](image)

![Figure 5. Comparison of the indoor air temperature](image)

![Figure 6. Comparison of the return temperature](image)

The average relative error of indoor air temperature and return temperature are 2.74% and 1.13% respectively, which indicates the simulation test bed of multi-family building with hydraulic radiator heating system is accurate.

4. Results and discussion

4.1. Analysis of the coupling effect

To analyze the coupling effects of the radiator valves, certain condition was considered. The openings of all the radiator valve were maintained 100% at first, and at the 8th hour the valve opening of Room$^{101}$ was set to 0, with the outdoor temperature and supply temperature remaining unchanged at -7$^\circ$C and 65$^\circ$C, respectively. The simulated flow rates and indoor temperatures of Room$^{101}$, Room$^{102}$ and Room$^{104}$ were displayed in Fig. 7.
Figure 7. Calculate flow rate and temperature of ROOM\textsuperscript{101}, ROOM\textsuperscript{102}, and ROOM\textsuperscript{104}.

The flow rates of the adjacent Room\textsuperscript{102} and Room\textsuperscript{104} increase by 6.0% and 11.4%, respectively, as the valve of ROOM\textsuperscript{101} is closed. As a result, the temperatures of Room\textsuperscript{102} and Room\textsuperscript{104} increase in a short time, which was displayed as the solid line in Fig 7. However, the temperature decreases again after 4-8 hours due to the heat transfer through inner wall. 64 hours later, the temperatures of Room\textsuperscript{101}, Room\textsuperscript{102} and Room\textsuperscript{104} become 11.6 °C, 20 °C and 18.4 °C respectively. The average declines are 43%, 9.1% and 5.3%. Results show that the hydraulic coupling effect is stronger than that of the heat transfer effect between neighboring rooms in a short time. But from a long-term view, the influence of the heat transfer through adjacent rooms is dominant.

4.2. Energy consumption of different control strategies

Since the simulation platform can freely set the control strategies, the following common scenarios were selected for simulation: (1) weather compensator without terminal control; (2) weather compensator plus on/off control; (3) weather compensator plus proportion control with frequency 10min; (4) weather compensator plus proportion control with frequency 30min. The Fig. 8 shows the total energy consumption of each heated room on the first floor under the above control strategies during the whole heating period. The layout of each layer is depicted in figure (9).

Figure 8. The energy consumption histogram
Fig. 8 shows the energy consumption of each heated room under the above control algorithm during the whole heating period. No matter which terminal flow rate control was adopted, the heated room has a reduction of energy consumption compared with supply temperature regulation. The implementation of terminal flow rate control could save about 8.4%-13% energy compared with weather compensator. Therefore, it is meaningful for the existing communities to install terminal control devices.

5. CONCLUSION

A novel simulation platform of secondary DHS is proposed by co-simulation of EnergyPlus and the Matlab, where the multi-family building is simulated by EnergyPlus, and the mathematic description of radiator dynamic performances and network hydraulic characteristics are established in Matlab. The fourth order Runge-Kutta and Newton-Raphson iteration numerical method are adopted to solve the constructed model in Matlab. The proposed test bed can be used to simulate and analyze different control strategies. The advanced control strategies did not test or develop in this paper and only Four common operation modes are compared. The results showed that energy saving rate is 8.4%-13% after adopting the terminal flow rate control.
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**ABSTRACT**

With the deepening of digital transformation and the continuous development of new generation information technology, applying the "digital twin" technology to heating systems is an important approach to achieve intelligent heating. Information data is a key component of the entire digital twin and serves as the driving force for the proper operation of the whole heating system. Therefore, a universal information model for heating systems based on the Open Platform Communications unified architecture (OPC UA) is proposed for digital twin-oriented heating systems. By adopting the core technologies of OPC UA specification, nodes, and references, an information model framework for the heating network is presented. Furthermore, an information model design method for the facility level is proposed using pipeline component as an example, and the standardized definition of the information involved in the model is addressed to provide complete information for more accurate hydraulic and thermodynamic reflection of the actual system in the digital twin. This approach aims to effectively address the problems of lack of standardization and comprehensiveness of information required for digital twin development in heating systems. The UaModeler is used to output visualized information models and XML description files. Additionally, an OPC UA server is developed to test the established information model, validating the correctness and feasibility of instantiating the information model for the heating network system based on the OPC UA standard.

**Keywords:** Central heating; Digital twin; OPC UA; Information model

0. PREFACE

Currently, new generation information technologies such as industrial Internet and cloud computing have demonstrated powerful capabilities in the operation management and scheduling control of complex production systems. The construction of smart cities has become an important task and goal for local economy and social development in China[1]. Developing smart heating has become a consensus in China's heating industry[2]. "Digital twin" as an emerging concept, is gradually becoming a research hotspot in various fields and is considered a technological pathway for achieving smart heating in the heating domain. The core element of a Digital Twin is the twin data, which drives the operation of different components and serves as the "lifeblood" of Digital Twin applications[3]. Therefore, the design of an OPC UA information model is crucial as it provides standardized data exchange and communication interfaces necessary for implementing digital twins. This model forms the foundation for the construction and realization of digital twin platforms, enabling seamless integration of different devices and subsystems from centralized heating systems into the digital twin environment, facilitating comprehensive management and intelligent control of physical systems.

1. FUNDAMENTALS OF INFORMATION MODELING FOR CENTRALIZED HEATING SYSTEMS

1.1. Digital Twin

The concept of Digital Twin was initially proposed by Professor Grieves in 2003 and defined as a three-dimensional model composed of a physical product in the real space, a virtual product in the virtual space, and the connection between them[4]. A Digital Twin system involves creating a digital replica of a physical object and simulating its various processes through the collection of node information. In the case of heating systems, the development of each process in the Digital Twin relies on the exchange of information data. Therefore, in order to meet the requirements of Digital Twin, it is necessary to establish a relatively universal information model for multi-level centralized heating systems. This will enable unified data representation, strengthen application development and resource integration, and address the challenge of connecting "information isolation islands" in the system.

1.2. OPC UA information model

In order to meet the information transmission needs of Digital Twin, this paper establishes an Open Platform
Communications unified architecture (OPC UA) information model for heating systems. OPC UA is the latest generation of data exchange technology standard for industrial communication, created by the OPC Foundation. It is independent of manufacturers and platforms, enabling horizontal information integration such as data collection and device interoperability at the device level across different domains.[5].

According to the concept of the OPC UA information model, real-world entities and their related information can be mapped as nodes. Nodes have different categories based on their purposes, such as object types, objects, and variables. Nodes are described by attributes such as name, data type, and data value, and their relationships are established through references. Therefore, the modeling process involves defining node attributes and node relationships.

According to the OPC UA modeling specification, this paper presents the information modeling process for centralized heating systems oriented to Digital Twin. The process consists of four stages: requirements analysis, type model creation, model instantiation, and document export, as shown in Figure 1.

**Figure 1. Modeling process**

### 2. REQUIREMENTS ANALYSIS FOR INFORMATION MODELING OF CENTRALIZED HEATING SYSTEMS

This section will focus on the application of digital twin technology in heating systems and systematically analyze the requirements for information modeling in heating systems. Specifically, the requirements will be obtained from the following aspects:

Firstly, analyze the operational characteristics and processes of the heating system, divide the centralized heating system into different levels, and determine the types of objects that need to be modeled.

Secondly, gather relevant operational data, mathematical modeling parameters, and descriptive information for each device based on their functional requirements in the digital twin system.

#### 2.1. Composition and division of centralized heating systems

Based on the digital twin demonstration project "Huanghua Centralized Heating System" shown in Figure 2, the system has been divided. At the system-level, the centralized heating system is divided into the heat source system, heating network system, intermediate station system, and heat user system. In the Huanghua Centralized Heating System, the pressure isolation heat exchange stations and heat exchange stations share similarities in their operational processes and equipment composition. Therefore, they are classified as the "intermediate station system" level. At the equipment-level, an object-oriented approach is adopted to establish object types for the main equipment components of each system. For example, in the heating network system, object types such as pipe section, pipe connectors, and valves are established. Based on the requirements, further refinements can be made under each object type. For example, the valve object type can be further refined into categories such as shut-off valves, control valves, and safety valves. These components and subsystems coordinate with each other to achieve the efficient and safe operation of the heating system.

**Figure 2. Location map of the centralized heating network in Huanghua City**
2.2. Acquisition of requirements of information model oriented to Digital Twin

The comprehensiveness of information is crucial for an information model as it impacts the accurate representation of the physical world and the proper functioning of digital twin systems. This paper focuses on the analysis of pipe-section objects within a centralized heating system to fulfill the requirements of acquiring a pipe-section information model. In this paper, a pipe is defined as a straight conduit that does not exhibit changes in diameter, branching, or redirection, and possesses identical specifications and materials. The utilization requirements of pipe information can be considered from the following four aspects:

1. Design Information: In order to accurately position objects in the actual physical world for digital twin systems, it is necessary to obtain location information such as number, start location, and end location. Additionally, equipment descriptive information such as pipe outer diameter and wall thickness is essential for pipe thermal calculations. All of these details can be acquired from design documents, which encompass the aforementioned information.

2. Pipe Heat Loss: To fulfill the requirements of pipe heat loss calculations, an analysis of the mathematical model for heat dissipation per unit length of centralized heating pipelines[6] reveals that the information model should include details such as the thermal conductivity of the pipe material, soil surface temperature, and the distance between supply and return pipes' centers.

3. Hydraulic Calculation: Hydraulic calculation is a fundamental aspect of the design and operation of centralized heating systems, and it is an essential component of a digital twin system. An analysis of the mathematical model for hydraulic conditions in heating pipe networks[7] indicates that the information model should encompass data such as the flow velocity of the heat transfer medium and the dynamic viscosity coefficient of the medium.

4. Dynamic Simulation: To achieve online simulation of the centralized heating pipe network in a digital twin system and determine the optimal operation of the heating system, an analysis of the mathematical model for dynamic simulation of the pipe network[8] reveals that the pipe segment information should also include parameters such as the density of the pipe material, specific heat capacity of the pipe material, and specific heat capacity of the heat transfer medium.

Through the requirement analysis for pipe-section oriented to digital twin, comprehensive acquisition of object information can be achieved. This enables the model to better describe and depict the attributes, methods, behaviors, and other characteristics of physical objects. It facilitates combination and expansion of different object information models within the centralized heating system.

3. INFORMATION MODELING OF CENTRALIZED HEATING NETWORK SYSTEM

In the digital twin implementation of centralized heating systems in other projects, the time constraints of the projects often limit the information models to specific projects, in order to avoid any impact on subsequent digital twin modeling of heating systems. Although information models have been applied for some centralized heating digital twin systems, the information is often incomplete and lacks generality. This paper aims to establish a more generic information model that can serve as a basis for establishing information models for digital twin systems of all heating systems. It can integrate various data sets from existing centralized heating systems, forming a comprehensive and systematic heating information model to support real-time monitoring, analysis, and optimization of the heating system.

In this section, we will focus on constructing an overall information model framework for the centralized heating system and provide a detailed introduction to the information modeling of the heating network system. By establishing a rational information model, we can effectively describe the diverse data and information pertaining to the heating network.

3.1. Overall information model

The information model should comprise both the basic descriptive information of the heating system and the digital twin's required parameters. In terms of extensibility, the information should be open and modifiable. Following the OPC UA information modeling principles and specifications, an abstract analysis of the constitution and operation process of the centralized heating system is conducted to establish the overall information model, as depicted in Figure 3. It primarily consists of the static information set, the dynamic total parameter set, and the component set.
The static information set is a collection of static attribute data for each system. Static data refers to information that does not change or changes infrequently, such as number, name, type, etc. It reflects the inherent properties of each system. The dynamic total parameter set is defined as the collected data that undergoes changes during the overall operation of the system, reflecting the variations occurring throughout the operational process. It includes information such as supply water temperature, return water temperature, etc. The component set consists of equipment component objects owned by each system. These objects are also constructed by information models that describe their own attributes.

Within this framework, subsets can be nested within sets, and components can also have a similar nesting structure, allowing for extensibility\[9\]. Following the information modeling rules and based on the aforementioned information model framework, the centralized heating system can be effectively modeled. This model can comprehensively cover the information related to centralized heating projects.

### 3.2. Establishment of type model

Based on the overall information model framework for the centralized heating system, in addition to establishing a system-level information model for the heating network, an information model for the equipment-level included in the heat network system should also be created.

Mapping the system-level information model of the heating network to OPC UA object node types is shown in Table 1. The modeling rule "M" indicates that it is mandatory, meaning that this node must be present during the modeling process and cannot be omitted.

![Figure 3. Overall information model framework](image)

#### Table 1. System-level object node types in the heating network

<table>
<thead>
<tr>
<th>Node Class</th>
<th>Node DisplayName</th>
<th>Node BrowseName</th>
<th>TypeDefinition</th>
<th>ModellingRule</th>
</tr>
</thead>
<tbody>
<tr>
<td>ObjectType</td>
<td>热网类型</td>
<td>HeatingNetworkType</td>
<td>BaseObjectType</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>静态信息集</td>
<td>StaticInformationSet</td>
<td>FolderType</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>动态总参数集</td>
<td>DynamicTotalParameterSet</td>
<td>FolderType</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>组件集</td>
<td>ComponentSet</td>
<td>FolderType</td>
<td>M</td>
</tr>
</tbody>
</table>

The heating network system has an object type named "HeatingNetworkType" derived from the BaseObjectType in the OPC UA standard. Under this object type, objects, variables, and methods can be established. Therefore, under the HeatingNetworkType, three objects – StaticInformationSet, DynamicTotalParameterSet, and ComponentSet - are created, with their types defined as FolderType in the OPC UA standard. After analyzing the information and parameter requirements in the heating network information model, variables, methods, or objects can be further established under the respective sets. The OPC UA graphical representation of HeatingNetworkType in system-level is depicted in Figure 4. The reference relationships between nodes are represented by different arrows.
The Static Information Set of the heating network includes data that does not change over time, such as the network type, heating area, and heat medium type. These data are used to describe the fundamental characteristics and performance of the heating network.

The Dynamic Total Parameter Set of the heating network includes overall data that changes over time, such as the total flow and total heat load of the heating network. These data are used to describe the operational status and efficiency of the heating network.

Taking the example of the Static Information Set object under the HeatNetworkType, the established variables include pipe material, pipe density, heat medium type, etc. The standardized definitions for some variables are provided in Table 2.

<table>
<thead>
<tr>
<th>Node Class</th>
<th>Node DisplayName</th>
<th>Node BrowseName</th>
<th>DataType</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>variable</td>
<td>管网类型</td>
<td>Type</td>
<td>String</td>
<td>Does the heating network belong to the primary network or the secondary network</td>
</tr>
<tr>
<td></td>
<td>供热区域</td>
<td>HeatingArea</td>
<td>String</td>
<td>The scope of the heating network's operation</td>
</tr>
<tr>
<td></td>
<td>热媒种类</td>
<td>HeatMediumType</td>
<td>String</td>
<td>The medium for heat transfer</td>
</tr>
<tr>
<td></td>
<td>热媒比热容</td>
<td>MediumSpecificHeatCapacity</td>
<td>Float</td>
<td>Specific heat capacity of the fluid in the pipeline</td>
</tr>
<tr>
<td></td>
<td>管道材料</td>
<td>PipeMaterial</td>
<td>String</td>
<td>Materials used for the heating network pipelines</td>
</tr>
<tr>
<td></td>
<td>管道密度</td>
<td>PipeDensity</td>
<td>Float</td>
<td>Density of the heating network pipelines</td>
</tr>
<tr>
<td></td>
<td>管道比热容</td>
<td>PipeSpecificHeatCapacity</td>
<td>Float</td>
<td>Specific heat capacity of the heating network pipelines</td>
</tr>
</tbody>
</table>

The Component Set encompasses the components of the heating network, such as pipe sections, valves, and others. These components are also treated as objects and derived from the corresponding equipment-level information models that have been created. The mapping of some equipment-level information model for the heating network to OPC UA object node types is shown in Table 3.

<table>
<thead>
<tr>
<th>Node Class</th>
<th>Node DisplayName</th>
<th>Node BrowseName</th>
<th>TypeDefinition</th>
<th>ModellingRule</th>
</tr>
</thead>
<tbody>
<tr>
<td>ObjectType</td>
<td>管段类型</td>
<td>PipeSectionType</td>
<td>BaseObjectType</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>三通类型</td>
<td>TeeType</td>
<td>BaseObjectType</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>弯头类型</td>
<td>ElbowType</td>
<td>BaseObjectType</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>过滤器类型</td>
<td>FilterType</td>
<td>BaseObjectType</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>阀门类型</td>
<td>ValveType</td>
<td>BaseObjectType</td>
<td>M</td>
</tr>
<tr>
<td>Object</td>
<td>动态参数集</td>
<td>DynamicParameterSet</td>
<td>FolderType</td>
<td>O</td>
</tr>
</tbody>
</table>

Due to the excessive amount of information in the PipeSection object information model and the fact that not every pipe section requires monitoring of dynamic parameters, the dynamic parameter set object is established under the PipeSectionType. The dynamic information of the pipe sections is created within this set. Its modeling rule is set as Optional, meaning that by default, the DynamicParameterSet is not created when a pipe section is established. It is only created for pipe sections that have monitoring requirements.
As an example, the OPC UA graphical representation of PipeSectionType in equipment-level is shown in Figure 5. The object type is derived from BaseObjectType, and it defines the characteristic variables of a pipe section, including position, number, nominal diameter, and others. The reference relationships between nodes are represented by different arrows.

![Figure 5. OPC UA graphical representation of PipeSection types in equipment-level](image)

3.3. Instantiation of the information model

Instantiation refers to converting the abstract device information model into specific object information that represents the actual functioning heating system. Taking the valve as an example, a partial instantiation information model for the Valve Type is shown in Figure 6. Since the valve belongs to the control device category, the definition of the valve type is divided into two parts: attributes and methods. The attributes include the number, type, and others, while the methods include start and stop operations. For method nodes, the information model only defines the nodes, and the method functions are written during application development. The initial value for a readable variable like the degree of opening is set to 0.0 during instantiation. Once the variable node is bound to a data source, the readable variable will be updated with the actual value.

![Figure 6. Instantiation of VavleType](image)

4. DESCRIPTION OF THE INFORMATION MODEL FOR CENTRALIZED HEATING NETWORK SYSTEM

For information model design, graphical representation is the most intuitive and easy-to-understand approach. However, computers cannot interpret the meaning of graphical representations. Therefore, it is necessary to use XML files to provide a standardized description of the established centralized heating network information model, representing it in a format that can be understood and parsed by computers.

4.1. Generation of the information model

After the instantiation of the information model, the UaModeler tool can be used to create the information model for the heating network system. UaModeler is a visual modeling generator for OPC UA that can parse custom information models and output them as XML files compliant with the OPC UA specification. Figure 7 illustrates the visual model of the heating network system under the functional requirements using UaModeler.
4.2. XML description of the information model

The provided XML snippet in Figure 8 depicts the textual description of the heating network system information model. It is evident that using XML files for structuring the information model enables a standardized description and representation of the components and devices within the heating network system. This facilitates compatibility and interoperability of the information model across different systems and platforms[10].

5. VALIDATION OF THE INFORMATION MODEL FOR THE CENTRALIZED HEATING SYSTEM

The compiled result of parsing the heating network system XML file into OPC UA server-readable code using tools such as Python, Open62541, and Cmake is illustrated in Figure 9.

After successfully running the OPC UA server in a C++ environment using the open-source library Open62541, the OPC UA client software UaExpert is used to establish a connection with the OPC UA server. The server's address space node types are obtained, and the success of the information model creation is determined based on the changes in the nodes. The test result is shown in Figure 10.
The provided figure displays the instantiated information model of the heating network system. The node browsing area successfully shows the valve’s properties, such as its number, type, and status. The test results indicate that the created information model can be mapped to the OPC UA server's address space. It enables access to the server's address space through an OPC UA client, allowing retrieval of the properties of any object within the heating network system.

6. CONCLUSION

This paper presents a general information model for heating systems, designed specifically for their operational characteristics and digital twin requirements. The information model is developed using the OPC UA modeling approach, encompassing both the system-level and equipment-level models for heating networks. The model defines standardized representations of the included information, ensuring scalability and comprehensive description of the heating system. The proposed information model framework offers a viable technical solution for applying digital twin technology in heating systems, addressing the lack of standardized and comprehensive information required for digital twin development. It serves as a valuable reference for instantiating and standardizing information models for different heating systems.
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ABSTRACT

This article introduces a new scalable thermal-hydraulic modeling framework for dynamic simulation of small to large-scale District Heating (DH) and Cooling (DC) networks. The roots of this new development are to be found in the need for a more efficient solver including an accurate substation model. Following a comprehensive literature review, the solver is presented and validated using existing dynamic experimental data for a straight pipe. In a following step, a real large DH network, from the city of Metz (FR), is modeled and simulated, with results showing good consistency with field data. The numerical efficiency of the proposed approach is then assessed, leading to a quasi-linear scaling of the algorithm up to sizes comparable to the largest DH systems in Europe and to performances that compares very favorably to other models described in the literature. This work opens pathways towards the definition of advanced network architecture and the optimization of design and control strategies. To illustrate these new possibilities, the last section briefly presents real life use cases addressed with the tool such as the evaluation of an innovative 3-tubes architecture, the network resizing for lowering the temperature and the real time control optimization of the supply temperature.

Keywords: District Heating, Dynamic simulation, Thermal-hydraulic solver, innovative District Heating concept

1. INTRODUCTION AND STATE-OF-THE-ART

Due to their inherent ability to integrate waste heat and renewable energy, District Heating (DH) networks are cost efficient systems for any policy targeting a reduction of greenhouse gas emissions [1]. Defining transition scenarios for DH networks towards higher generation systems [2], designing and refining new networks as well as optimizing the operation of existing systems are crucial tasks to meet the ambitions associated to the deployment of these DH technologies. Thermal-hydraulic simulation and more specifically predictive simulation should play a key-role in those processes. By predictive, we mean the ability to simulate accurately situations and arrangements that go beyond those already characterized by existing operational data. Among various methodological options, physical models relying on an explicit representation of every component are particularly relevant. Brange et al. [3] showed how network simulation could help to identify and solve bottlenecks issues. Tol and Svendsen [4] proposed a simulation-based methodology for improving the dimensioning of piping networks and network layout. Wang [5] and Hirsch et al. [6] both relied on heuristic optimization approaches combined with network simulation capabilities for the appropriate selection of relevant design and operating parameters. In all these approaches, the obtained results are sensible to the accuracy of the underlying network model, as evidenced by Guelpa [7] for district heating networks and Yiruka et al. [8] in the more general context of energy systems models. Our contributions consist in presenting and evaluating a scalable and precise thermal-hydraulic model for dynamic simulation of fully described DH networks.

The models related to the present work are of 1-D nature and of the pseudo-dynamic type, an approach combining steady-state simulation of the hydraulic part and transient simulation of the temperature and passive flow tracers transport problems. Three main difficulties characterize the current research efforts for obtaining accurate models of this kind: a fine resolution of the transportation problem, a consistent and predictive description of substation operation, and a good scalability and CPU performances for full representation of large-scale DH networks.

On the temperature transport problems, we can group available methodologies in two main categories, depending on whether the computational grid remains at the node level, i.e. the pipe extremities, or meshes the pipe. The former category groups smart plug-flow models, sometimes labeled node methods, which compute transportation times between pipe extremities for modeling temperature profiles. Heat storage in the solid part of the pipe is accounted for by lumping a mass related to a pipe and modeling it at one extremity [9]. Some of the schemes proposed can be unconditionally stable ([10], [11]). However, the
lack of a computational grid inside the pipe decouples the internal temperature profile from other parts of the system. This is quite limiting when significant heat flow can occur between pipes, such as in the twin-pipe arrangement. Concerning methodologies equipped with in-pipe computational grids, the main issue mentioned in the literature concerns numerical stability; many proposed schemes can ensure a contained numerical diffusion, but are limited in regions where a suitably defined Courant number is lower than one ([12], [13], [14], [15]). On the opposite, an unconditionally stable, but quite diffusive stable implicit first-order upwind Finite Volume scheme (hereafter denoted UFV), has been described [16].

On the substations side (assumed here as indirectly-connected type substations), the primary outlet temperature at the substation level, hereafter denoted $T_{out,p}$, is of prime order on the thermal-hydraulic behavior of a DH network. Many tools available today ([17], [18], [19]) will rely on the setting of this $T_{out,p}$ variable in one way or another by the user; this, in particular in order to ease the numerical process of solving a thermal-hydraulic state. Another possibility consists in relying on a heat exchanger model to evaluate $T_{out,p}$. Benonysson et al. [20] and Giraud et al. [21] followed a grey-box modelling approach and proposed various forms of explicit empirical models linking inflow/outflow temperatures and flow variables. First principles models relying on the ε-NTU (i.e. effectiveness-number of transfer units) formulation or the mean logarithmic temperature difference formulation have been also proposed ([22], [7]). However, the integration of such models in a thermal-hydraulic simulation engine suitable for large-scale systems, comprising several hundreds or even thousands of substations, remains undone.

Finally, concerning scalability, several authors have developed DH simulation models at the district-scale using general-purpose environments. The equation-based Modelica language and the Dymola platform have been extensively used ([23], [21], [24]). A meshed DH network simulator in MATLAB/Simulink [25] and a plug-flow model for the TRNSYS software [26] have been developed. However, to simulate large-scale systems, a tool specifically crafted for this task is required. Guelpa et al. [27] proposed a dedicated thermo-fluid model to this end but the obtained computational costs were too high for the direct simulation of the DH system of the city of Turin, which is the largest in Italy. Omitting the imposed $T_{out,p}$ issue mentioned in the previous paragraph, existing commercial software could be used, but they additionally are limited by their capacity to handle dynamical scenarios [19] or architectures beyond the classical two-tube designs ([17], [18]).

The present paper reports on our work to design, implement, validate and demonstrate the usage of DistrictLab-H, a new software targeting predictive thermal-hydraulic simulation of small to large-scale DH systems. The main design options for DistrictLab-H are the preference for “first principle” models, i.e. mass, momentum and energy balances, over empirical models, the use of unconditionally stable calculation schemes and the formulation of a compact yet generic modeling language. The key strengths and novelties of the tool are its abilities i) to model innovative architectures that go beyond the classical 2-tubes configuration, ii) to solve efficiently large-scale and meshed systems and iii) to compute accurately the primary outlet temperature at the substation.

The following sections of the paper are structured as follows. In section 2, the thermal-hydraulic models and equations are presented together with the solving strategy. In section 3, the temperature transport solver is validated and the model scalability is studied. In section 4, real-life case studies are presented. Finally, section 5 summarizes the obtained results and concludes the paper.

2. OVERVIEW OF DISTRICTLAB-H™

The present section presents the core equations of the models. Although, these are described from a District Heating network point of view, similar equations are used when dealing with District Cooling networks.

2.1. Model structure and definitions

The DH network model is structured using an oriented graph in which a node acts as a thermal-hydraulic connector and an edge represents either a distribution pipe or a substation. This formalism allows expressing the governing equations in matrix form. In this context, the connectivity matrix between two ensembles, say $U$ and $V$, respectively of cardinality $N_U$ and $N_V$, is defined as the $N_U \times N_V$ matrix whose non-zero entries all equal 1 and correspond to $(i, j)$ pairs where element $i$ of $U$ is “linked” to element $j$ of $V$. The exact meaning of the “link” is case dependent.

In this approach, several edges are connectable to a unique node but each edge must be connected to exactly one “inlet” and one “outlet” node. A “fixed grade” node is a point of known head or pressure, i.e. a node connected to a Boundary Condition of the Pressure Imposed type (BCPI), where flow can enter or exit the network. To increase expressivity of the formalism, distribution pipes can host modeling gadgets (e.g. pumps, heat generators, valves etc.) and a variant exists to represent substations. These elements allow modeling classical two-tube networks and more innovative architectures, as the one presented in Figure 1.
In the laminar regime, the BCPI external temperature, the connectivity matrix where the "link" means "is the upstream node of" (respectively "is the downstream node of"). Similarly, to derive the pressure is imposed for "is connected to". With \( \vec{m}_e \) and \( \vec{m}_{BCPI} \) respectively the edge and BCPI mass flow-rate vectors, mass conservation for all the nodes in the network reads in the matrix form as shown in Equation (1).

\[
(\mathbb{A}_+ - \mathbb{A}_-) \cdot \vec{m}_e + \mathbb{B} \cdot \vec{m}_{BCPI} = \vec{0}
\]  

Pressure is imposed with Equation (2) in all fixed-grade nodes (BCPI ensemble), where \( P_{st} \) and \( P_{st,BCPI} \) respectively stand for the node and BCPI stagnation pressure vectors.

\[
\mathbb{B}^T \cdot P_{st} - P_{st,BCPI} = \vec{0}
\]  

To derive the energy balance equations at the node level, let \( \mathbb{A}_+ \) (respectively \( \mathbb{A}_- \)) be the (node - edge) flow dependent connectivity matrix where the "link" means "is the upstream node of" (respectively "is the downstream node of"). Similarly, let \( \mathbb{B}_+ \) and \( \mathbb{B}_- \) be the equivalent matrices for the (node - BCPI) ensembles. Energy conservation for all the nodes in the network reads as shown in Equation (3) with \( T_{f,edge,out} \), \( T_{f,BCPI,ext} \), \( T_{f,node} \) and \( D( ) \) standing for the edge outlet temperature, the BCPI external temperature, the node temperature and the operator transforming a vector to the corresponding diagonal matrix respectively.

\[
\mathbb{B}(T_{f,node}) \cdot (\mathbb{A}_+ \cdot \vec{m}_e + \mathbb{B}_+ \cdot \vec{m}_{BCPI}) = \mathbb{A}_- \cdot \vec{m}_e \cdot T_{f,edge,out} + \mathbb{B}_- \cdot \vec{m}_{BCPI} \cdot T_{f,BCPI,ext}
\]  

2.3. Momentum and energy balance for a distribution pipe

In matrix form, the momentum balance equation written for the distribution pipes is shown in Equation (4), with \( g, \rho_f, z, D, \lambda_f, \) and \( \Delta H_z \) standing for the gravity constant, the fluid density, the node altitude, the pipe diameter, the pipe cross-sectional area and the momentum source associated to pumping elements, respectively and \( \xi \) and \( f \) are non-dimensional factors respectively representing singular and regular friction losses.

\[
(\mathbb{A}_{pipe,+} - \mathbb{A}_{pipe,-})^T \cdot (P_{st} + g \cdot \rho_f \cdot z) - \frac{1}{2} \cdot \mathbb{D} \left( \xi + f \cdot \frac{L}{D} \right) \cdot \frac{\vec{m}_{pipe}}{\rho \cdot A_f^2} \cdot \vec{m}_{pipe} + \Delta H_z = \vec{0}
\]  

In the laminar regime, \( f \) is computed using the classical \( 64/Re \) law where \( Re \) corresponds to the Reynolds number. In the turbulent regime, \( f \) is evaluated using the law formulated by Swamee and Jain [29] as a function of \( Re \), pipe diameter and roughness. Finally, the transition regime is approximated using a cubic polynomial designed such that the first derivative of
f remains continuous. Hydraulic singularities (e.g. bend, elbow ...) are accounted for considering constant singular pressure loss coefficients cumulated in the $\xi$ factor.

To model temperature transportation, concentric “fluid” and “pipe wall” domains are included, surrounded by an insulation layer submitted to a user-defined external temperature. The model considers a convective heat transfer coefficient at the fluid-wall interface (denoted $h_w$) and a user defined heat loss coefficient representing the insulation layer (denoted $h_{ins}$) but neglects the thermal resistances through the pipe wall. The $h_w$ coefficient is derived from correlations defining the Nusselt number ($Nu = h_w \cdot D/\lambda$) as a function of the flow regime. A standard value of 4.36 is chosen for the laminar regime while in the turbulent regime, $Nu$ is evaluated through an improved version of the original correlation [30], described in [31], and depends on Prandtl and Reynolds non-dimensional numbers.

The 1D energy balance equation along the $x$ coordinate for the fluid domain follows the classical formulation, shown in Equation (5), with $C_p$, $\chi_{fw}$ and $S_f$ respectively standing for the specific capacity, the heating perimeter and a conditional source term used to model the effect of a heat generator. The ‘$w$’ and ‘$f$’ indices respectively relate quantities relative to the wall and fluid domains.

$$\frac{\partial}{\partial t} \left( A_f \cdot \rho_f \cdot C_p \cdot T_f \right) + \frac{\partial}{\partial x} \left( A_f \cdot \rho_f \cdot C_p \cdot u \cdot T_f \right) = \chi_{fw} \cdot h_{fw} \cdot \left( T_w - T_f \right) + S_f$$

Similarly, the 1D energy balance equation along the $x$ coordinate for the wall domain is shown in Equation (6).

$$\frac{\partial}{\partial t} \left( A_w \cdot \rho_w \cdot C_p_w \cdot T_w \right) = \chi_{fw} \cdot h_{fw} \cdot \left( T_f - T_w \right)$$

2.4. Momentum and energy balance for a substation

The model considered here represents a substation of the indirectly connected type composed of a service pipe and an ensemble consisting of a counter-current plate heat exchanger, a secondary temperature controller and an active two-way valve positioned on the primary side (see Figure 2).

![Figure 2. Schematic of the substation model.](image)

From the hydraulic viewpoint, the model is similar to that of a distribution pipe so the corresponding equations set is similar to that already presented in Equation (4), with ‘pipe’ replaced by ‘sst’, $\Delta H_i$ removed and the $\xi$ factor representing the presences of the two-way valve and heat exchanger.

From the thermal viewpoint, 1D energy balance equations are written for both the primary and the secondary fluid streams within the heat exchanger. These streams are thermally coupled through a series of heat transfer coefficients accounting for conduction through the plate ($h_w$) and fluid-wall convection (hereafter denoted $h_{fw,p}$ and $h_{fw,s}$). Equation (7) shows this balance for the primary stream. The same equation is written for the secondary stream with index ‘$p$’ replaced by ‘$s$’.

$$\frac{\partial}{\partial t} \left( A_{fp} \cdot \rho_{fp} \cdot C_{pf,p} \cdot T_{fp} \right) + \frac{\partial}{\partial x} \left( A_{fp} \cdot \rho_{fp} \cdot C_{pf,p} \cdot u_p \cdot T_{fp} \right) = \chi_{fw} \cdot \frac{1}{1/h_{fw,p} + 1/h_w + 1/h_{fw,s}} \left( T_{fp} - T_{fp} \right)$$

The present model relies on a parametric law to estimate the fluid-wall heat transfer coefficients ($h_{fw,p}$ and $h_{fw,s}$) where the parameters are inferable from the values provided in typical heat exchanger data sheet. A two-coefficient power law with respect to the Reynolds number is therefore considered, as shown in Equation (8) with $e$, $K$ and $q$ respectively standing for the channel height, the constant and the power exponent of the law and the index ‘$j$’ is an alias for either ‘$p$’ or ‘$s$’. This equation can be viewed as a simplified version of the laws proposed by [32] and [33], discarding some dependencies to the plate geometry and Prandtl number. Typical values for $q$ fall within the 0.6 – 0.8 range.
\[ \frac{h_{fw,i} \cdot (2 \cdot e_i)}{\lambda} = \max(B; K_j \cdot Re^q) \]  

(8)

2.5. Solving strategy

The global thermal-hydraulic model is computed relying on a hydraulic solver and a temperature transport solver, as shown in Figure 3. On the one hand, the hydraulic problem, which expresses mass and momentum conservation throughout the network, is a non-linear static problem and solves the pressure in the nodes and mass flow rates in the edges. On the other hand, the temperature transport problem, which expresses energy conservation throughout the network, is a quasi linear-problem and solves the temperature in the nodes, edges and substations.

Specifically, for each time-step, DistrictLab-H™ triggers several resolutions of the aforementioned two sub-problems in order to obtain a converged thermal-hydraulic solution. Optionally and after convergence of the thermal-hydraulic problem, DistrictLab-H™ can solve a scalar field linear dynamic transportation problem (transportation time, influence zone, etc.).

Figure 3. Main computation steps within the thermal-hydraulic solver

3. VALIDATION AND SCALABILITY

3.1. Transient temperature transport validation

The present section focuses on the error analysis for the temperature transport inside a single pipe submitted to varying inlet temperature. The main objectives here are i) to validate the temperature transport solver and ii) to evaluate an innovative discretization scheme based on donor-cell classical finite volume approach combined with a cell profile assumed as bilinear, coherent with what is expected in DH systems. The experimental data used for this validation were first presented by Sartor and Dewalef [34], and generously provided by one of the authors. Appendix A described the specific dataset used here.

Figure 4 (left) presents the results for Dataset 1 for which 2 steps are applied to the incoming water temperature. It highlights in the upper panel, the envelopes related to the imposed mass flow rate accuracy (+/- 3%) and in the lower panel, the uncertainty range for temperature measurement (0.9 K). The results are obtained for a converged mesh and a time step of 1s. A very satisfactory match between simulation and experimental results is proven with an instantaneous error remaining within the measurement system uncertainty range. It is worth emphasizing here that the transportation time is accurate even though the operating conditions simulated are extreme in terms of temperature ramp (about 90°C/min) with respect to normal operating conditions of heating grid production units (typically 5°C/min).

In order to compare the classical discretization scheme, denoted UFV, and the innovative one introduced above, denoted UFVbl, a mesh convergence analysis was conducted for different datasets and time steps. The resulting graphs are shown in Figure 4 (right) for both calculation schemes. Results show clearly that mesh convergence is attained for a Courant number (respectively cell size) one order of magnitude lower (respectively larger) for the UFVbl scheme. The latter results show the decisive advantage of the UFVbl scheme when dealing with large numbers of edges, since only a rather coarse grid is needed to obtain convergence. For both schemes, the error is shown to be the highest for the highest velocity dataset (Dataset 3), which is expected with finite volume schemes subjected to numerical diffusion. In Figure 4 (right), numerical diffusion clearly saturates the attainable accuracy, however, we believe that this accuracy is sufficient to conduct real-case studies on large-scale DH networks, as will be presented in the following section.
3.2. Large scale performances

The city of Metz, France, hosts a 2nd generation two-tube DH system with a yearly heat production of 450 GWh and 366 substations. Figure 5 (left) shows the layout of the Metz High Pressure Network (HPN) along with the position of the two supply units, namely SU1 and SU2, and five important substations, namely HPBP1 to HPBP5. Appendix B presents additional details of the HPN and describes the developed validation methodology.

To verify the model, the numerical and experimental data were compared at the production level (see Figure 5 right) and at the consumer level (see Table 1) where the mean and standard deviation of a set of errors are denoted $\mu$ and $\sigma$ respectively. These elements show that reasonable accuracy is obtained for such a large scale DH system. On-going work such as local pressure drop calibration helps to reduce the model uncertainties and will lead to a fully representative simulator.

Table 1. Error indicators obtained at the substation level for a two-week simulation of the Metz HP network.

<table>
<thead>
<tr>
<th>Substation</th>
<th>$\mu[T_{in,pr}]$ [K]</th>
<th>$\sigma[T_{in,pr}]$ [K]</th>
<th>$\mu[T_{out,pr}]$ [K]</th>
<th>$\sigma[T_{out,pr}]$ [K]</th>
<th>$\mu[\Delta H]$ [bar]</th>
<th>$\sigma[\Delta H]$ [bar]</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPBP 1</td>
<td>-2.44</td>
<td>1.31</td>
<td>-0.01</td>
<td>0.88</td>
<td>-0.06</td>
<td>0.42</td>
</tr>
<tr>
<td>HPBP 2</td>
<td>-2.24</td>
<td>1.88</td>
<td>+0.1</td>
<td>1.0</td>
<td>-0.46</td>
<td>0.48</td>
</tr>
<tr>
<td>HPBP 3</td>
<td>+1.47</td>
<td>3.06</td>
<td>+0.01</td>
<td>1.67</td>
<td>+0.19</td>
<td>0.43</td>
</tr>
<tr>
<td>HPBP 4</td>
<td>+1.00</td>
<td>1.35</td>
<td>-0.00</td>
<td>1.6</td>
<td>-0.44</td>
<td>0.18</td>
</tr>
<tr>
<td>HPBP 5</td>
<td>+1.74</td>
<td>0.82</td>
<td>+0.00</td>
<td>0.39</td>
<td>+0.02</td>
<td>0.05</td>
</tr>
</tbody>
</table>

3.3 Scalability

The scalability of the tool is now evaluated. Similarly to [27], the number of nodes $N_n$ is used to quantify the problem size. Figure 6 presents first the results obtained with the tool on a single core of an Intel i7@2.11GHz processor for a 10 minutes time-step. The number of nodes was artificially increased using replication of the Metz DH system (see section 3.2) with the replicas connected to nodes located close to the main production unit of this DH system. Interestingly, the proposed model scales quasi-linearly with $N_n$, at least up to $N_n = 6.5 \times 10^4$, which is the highest value tested. For illustration, this figure exceeds the size required to model the DH system of the city of Turin, which is among the largest in Europe.
The present results are also compared to available simulators and models published in the open literature.

Figure 6 plots the results obtained with the model described in Giraud et al. [35] and its larger-scale variants produced using the same method as previously, programmed using the Modelica language and simulated with the Dymola® simulation engine. In this case, the simulation time scales as $\propto N_n^2$.

Figure 6 also presents the CPU times reported in Guelpa et al. [27]. In this case, the execution time corresponds to a single iteration of a dynamic thermo-fluid model programmed and executed in Matlab®, using a 3.3 GHz CPU. Again, the CPU time scales as $\propto N_n^2$ and the results exhibit a cliff effect for $N_n$ greater or equal to $2 \times 10^4$. It can therefore be concluded that for a given problem size, the execution of the present model is several orders of magnitude faster than with the other assessed tools.

![Figure 6](image)

Figure 6. Influence of the problem size on CPU time for dynamic DH network simulation. The results concerning the Modelica and the present model have been obtained on the same computer using a 10 minutes time-step.

4. USE CASES

This last section illustrates the main use cases of DistrictLab-H™ with existing projects as example, pointing out the practical impact of the tool on the field. The following use cases share the common goal of improving energy efficiency of foreseen or existing DH systems by numerical means. These cases all rely on the development of a numerical model of the system. In practical terms, we relied on the tool’s automatic model builder allowing to set-up a network layout based on Geographical Information System (GIS) and to parametrize the consumers’ and substations’ models from energy consumptions. A few days of work is generally required to bring the model to a suitable readiness level. For each use case, the objectives and the approach are described, followed by the presentation of the main outcomes.

- **Use case 1: Assessing an innovative three-tube architecture to ease surplus heat integration.** District Heating networks have historically been designed to work in a context where energy sources where both abundant and flexible. These systems now face the challenge of abating carbon emissions of existing material. The “CADOuest” company [36], in cooperation with the “Services Industriels de Lausanne” [37], recently proposed an innovative concept based on an architecture allowing to connect new low temperature sources and consumers between the return line of an existing two-tube high temperature network (130 - 70) and a new third tube. Thanks to its versatility, DistrictLab-H™ was used to assess this architecture, to reveal and correct its potential weaknesses and establish its control rules. The project aims to deliver annually 11 GWh of low temperature heat, with a 90 % share of renewable energy [38].

- **Use case 2: Network resizing to lower operational temperature.** A large share of existing DH networks have been sized to operate at high temperature levels. However, in some cases, limited investments can be sufficient to ensure a transition towards lower network temperatures. The DistrictLab-H™ simulation engine is equipped with a resizing module allowing to automatically prescribe piping diameters required to satisfy local hydraulic design rules (velocity, pressure drop), in a multi-scenario context. This feature was recently applied to study the transition between an existing high temperature network to a lower temperature system for a French system. The results showed the techno and economic feasibility of the transition and helped to plan the project over a several years period.

- **Use case 3: Optimize the evolution of an existing network with respect to a temperature reduction target.** In the same context of a technical retrofit for existing, earlier generation DH networks, a methodology has been developed in order to tackle the design problem with a constraint in the network operating temperature target. Joint modifications of several elements at once (substations, pipes, hydraulic pumps) are assessed. This multi-asset perspective generalizes the approach of network resizing described above. With an objective set for the operating temperature, a multi-objective optimization problem is formulated for simultaneous minimization of investment costs and operation. This kind of study, implemented
through metaheuristics and using DistrictLab-H™ for evaluating operation costs of a solution candidate, takes advantage of the great performance of the simulator for its use in a typically costly optimization procedure (here an implementation of the NSGA2 algorithm [39]). After a thorough evaluation of the approach [40], a study in real, dynamical operating conditions for a DH network [41] showed its capacity to help decision makers on performing needed investment choices, by proposing sets of solution at different investment and operational costs.

- **Use case 4: Optimizing real-time supply temperature control.** Most two-tube DH Networks are operated relying on both variable supply temperature and differential pressure setpoints. These degrees of freedom are useful to secure the energy delivery to the consumers but can be very hard to set in practical situations. We developed and deployed two real-time supply temperature controllers on the DH systems equipping the French cities of Metz and Grenoble respectively [42]. These are based on the DistrictLab-H™ on-line module. As shown in Figure 7, in the Grenoble case, the systems works in tight connection with the Energy Optima 3™ production planner [43] (provided by Energy Opticon company) and targets a global production and distribution optimization. The installation of the system on the field to aid the decision of the operator revealed temperature reduction potentials of 15 degrees in some portions of the network.

![Figure 7. Optimizing real-time supply temperature control combining DistrictLab-H™ and Energy-Optima™](image)

**5. CONCLUSION AND PERSPECTIVES**

In this paper, we present a new tool, i.e. DistrictLab-H™, for the predictive simulation of district thermal networks. After reviewing the relevant scientific literature and available tools, the proposed thermal-hydraulic models and solver are detailed. In the present approach, the main models being of the first principle type, their validity is expected to go beyond situations and arrangements already characterized by existing operational data.

The innovative discretization scheme for the temperature transport solver is then validated and shown to behave favorably with respect to the classical first-order upwind finite volume scheme. The large scale performances of the solver are then evaluated with the modeling of the Metz (FR) DH network, which is the 3rd largest such system in France. The good accuracy of the model for the prediction of return temperatures, a crucial advantage, is shown. The quasi-linearity of the solver execution time with respect to the number of nodes in the model is demonstrated up to $6.5 \times 10^4$ nodes, which is the range for the largest DH systems in Europe. These performances compare very favorably to other models described in the literature.

To illustrate the new possibilities offered by the tool, the last section briefly introduced several real life use cases. An assessment for an innovative 3-tubes architecture for low temperature heat surplus integration has been performed. Additionally, network resizing for lowering the temperature could be tackled using a meta-heuristics approach with DistrictLab-H™ positioned as simulator. Finally, the predictive capabilities of the simulator allowed to perform real-time optimization of production supply temperature for two large DH networks; operational margins up to 15K were found in some portions of the networks.

On-going research efforts include further validation of systems including thermal energy storage and pairs of pre insulated pipes buried directly into the ground. Also, a methodology for automatic hydraulic calibration of pipes roughness based on field data is under development. Regarding the application, the meta-heuristics approach for network rezising will be extended with the integration of distributed storages as additional operation assets.

**REMARK**

All the models and the solver described in this article have been implemented in the commercial DistrictLab-H™ software tool dedicated to dynamic simulation of large scale thermal networks [44].
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**APPENDIX A – Experimental data description**

The test rig, built in the Thermodynamics laboratory of the University of Liège for the characterization of temperature transportation in water networks, consists in an insulated steel pipe of 39m long for an internal diameter of 52.48mm. The liquid is introduced at a constant mass flow rate and temperature steps are applied. All details on the apparatus are provided in [34].

We choose to present here results on three specific datasets of the original paper for which velocities (u), Reynolds (Re) and Peclet (Pe) numbers range from 0.58 to 1.06 m/s, 4.8 · 10^4 to 8.2 · 10^4 and 2.0 · 10^5 to 3.7 · 10^5, respectively. For these operational values, the flow is always turbulent and axial thermal diffusion is negligible. Moreover, the specific Richardson number, denoted $Ri_s$, accounting for the dynamic of the applied temperature step, remains very low, which according to Tanchine and Gauthé [45] rules out thermal stratification effects. Table 2 summarizes the information about these 3 datasets.

| Dataset 1 | PipeDataULg150801 | 0.58 | 41.4 | 4.8 · 10^4 | 2.0 · 10^5 | 6.3 · 10^{-5} | 4.22 |
| Dataset 2 | PipeDataULg151204_1 | 0.75 | 29.5 | 4.9 · 10^4 | 2.7 · 10^5 | 1.1 · 10^{-5} | 5.48 |
| Dataset 3 | PipeDataULg160118_1 | 1.06 | 38.1 | 8.2 · 10^4 | 3.7 · 10^5 | 8.6 · 10^{-5} | 4.51 |

**APPENDIX B – Metz DH network presentation and validation methodology**

The Metz DH consists of a High-Pressure Network (HPN) feeding customers and 7 secondary low-pressure networks. In the present work, we modeled the HPN, i.e. a pressurized water two-tube meshed network comprising two supply units and a booster pumping station. The HPN is operated with forward temperatures in the 105 to 160 °C range, relies on distribution pipes laid in concrete ducts and hosts substations of the indirectly connected type. The simulator was obtained by an automatic translation of a pre-existing model derived for a static simulation program comprising 3270 nodes, 3658 distribution pipes and 366 substations.

The formal validation of such large-scale simulator, affected by many sources of uncertainty including imprecisions on the network geometry and lack of experimental data at the consumer level, exceeds the scope of the present paper. However, for verification purposes, the model was simulated on a two weeks winter period using a time step of 10 min, which coincided with the measured data resolution. Based on the findings of section 3.1, the UVFvbl computational scheme was used together with a maximum mesh size of 40 m, leading to $Cu_{dx}$ numbers greater or equal to one for velocities greater or equal to 0.06 m/s. When possible, time series provided by the operating company were used as boundary conditions for the simulation. This is the case for the set-point temperature of the supply units, for the head gain or mass flow rate across the pumps and for the (initial, final, set-point, head) triplet of the monitored consumers (5 out of 366). For the other consumers, default laws
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provided by the operating company to model $T_{in,s}$ and $T_{out,s, set-point}$ were used and the heating load $\dot{Q}$ was deduced from the energy consumption provided by the billing system and a top down mechanism based on the total heating power of the production units.
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ABSTRACT

Implementation of Dual Carbon policy and requirements in the reduction of CO\textsubscript{2} emissions raise an awareness of improving the operational flexibility and energy efficiency of district heating. Digitalization of district heating systems plays an important role in the energy sector, as it provides a reliable and cost-effective way to provide heat for buildings and end users. This paper reviews the digitalization history of district heating in China, and assesses the current condition of district heating systems. District heating in China is complicated because of its vast territory and climate diversity. By examining the key components of digital systems, such as sensors, controllers, software, and communication networks, and how they interact with each other, the challenge and problems faced were addressed. With analyzing how digital technologies such as big data, artificial intelligence, digital twins, and Internet of Things (IoT) can be applied to improve efficiency, this paper provides the latest technical applications such as intelligence heat load forecasting, large-scale network hydronic balance, and accurate heating control. The conclusions obtained from case study and data analyzed show that district heating systems have strong potentials to be more efficient with digital technology in future. However, more efforts are required for assessment and optimization of these potentials in order to achieve benefits.
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1. INTRODUCTION

In September 2020, China proposed the goals of "peak carbon emissions by 2030" and "carbon neutrality by 2060" (Dual carbon goals) which have placed higher demands on China's response to climate change, promotion of ecological civilization, and the development of high-quality energy\cite{1}. In 2021, the total energy consumption for building in China was 1.11 billion tce, accounting for approximately 21% of the country's total energy consumption. The energy consumption for heating in northern China was approximately 212 million tce, making energy-saving and emission reduction in heating crucial for achieving the dual carbon goals\cite{2}. From 2001 to 2021, the district heating area in northern China increased from 5 billion m\textsuperscript{2} to 16.2 billion m\textsuperscript{2}, while the total energy consumption increased by less than double, mainly due to the development of building energy-saving technologies\cite{2}. The digitalization of district heating system (DHS) has played a crucial role in energy-saving and emission reduction.

2. DIGITALIZATION DEVELOPMENT OF CHINA DHS

The digital upgrade of DHS in China has accompanied the development of centralized heating systems. The earliest commercial cases of DHS can be traced back to Lockport in 1870 and New York in 1880 worldwide. China introduced centralized heating systems for the first time in 1950\cite{3}. In 1976, the Beijing Municipal Utilities Bureau collaborated with the 502nd Institute of the Ministry of Aerospace to develop a centralized system based on integrated circuits for monitoring the heating network in Beijing\cite{4}. In 1986, the thermal plant companies in China began using computers to monitor heating networks. Since then, different computer systems were installed for control and management in several cities, such as Beijing, Shenyang, and Hohhot\cite{3}. Most district heating companies adopted distributed SCADA systems at that time and public telephone lines for dial-up internet or radio stations were utilized for remote monitoring of heat stations because of the inadequacies of wireless communication\cite{6,7}.

Domestic research has been conducted on the application of computer-based automatic monitoring in DHS, and five functions were summarized as follows\cite{8}: real-time parameter detection to understand system conditions; uniform flow regulation to eliminate hydronic imbalances; proper matching of operating conditions to ensure demand-based heating; timely fault diagnosis to ensure operational safety; sound operational records for quantitative management. In early 2000, to improve the computer applications level in DHS, certain heating planning was implemented to synchronize the design and implementation of computer monitoring systems for DHS companies with more than one million m\textsuperscript{2} area\cite{4}. In 1989, the Chifeng Gas and Heating Company cooperated with Tsinghua University, developed and implemented a microcomputer-
based monitoring system for the district heating network in Chifeng city. Zhang Tao utilized computer distributed control systems, microcomputers, and programmable logic controllers (PLC) to control and optimize the thermal power plant's heating system, and the software developed had a certain degree of versatility for operating on Windows.

With the development of 2G and 3G communication, heating monitoring systems based on GPRS and PLC control have been applied. The stability and cost performance of GPRS allowed it to become an ideal communication for remote monitoring in heating system and encouraged more establishment. Shi Dengfeng has studied the system architecture and function requirements of local controls, raised that temperature and pressure were key aspects of heating system control, and proposed a control strategy based on temperature and pressure. A four-part architecture of remote monitoring system for DHS was formulated consisting of monitoring center, communication network, on-site monitoring equipment, and primary instruments.

The development of automation in the secondary network of DHS has been slow due to various factors such as economic development, technological level, communications, installation and ownership. Until 2017, manual balancing valves were primarily used for building balance and control. In 2017, intelligent building balance systems with remote control began to be applied. Electrical controlled valves were utilized and data such as water flow rates, temperatures, pressures, and other parameters were uploaded into the cloud for analysis. Algorithms embedded in cloud were implemented to regulate and control valve with precision remotely.

In 1995, scholars analyzed three methods of heat metering allocation used in foreign countries, and summarized the suitable forms of heating systems for heat metering. In 2010, the Ministry of Housing and Urban-Rural Development of China (MOHURD) issued the "Opinions on Further Advancing the Reform of Heating Metering", which required that during the 12th Five-Year Plan period, existing buildings in northern cities at or above the prefectural level should complete heating metering renovations to meet the mandatory energy-saving standard of 50%. The five methods of heat metering mentioned in the document were: heat meters method, on-off method, heat distribution meter method, flow-temperature method, and temperature-area method. Data such as flow rates, water temperatures, and heat consumption of end users was able to be collected into the monitoring system, improving the transparency of heating.

Providing users with suitable room temperature is the core objective of DHS. However, collecting room temperature for a large number of users has always been a challenge. Traditional manual sampling is unable to provide real-time feedback and often has significant errors. Some scholars have designed devices that utilize public telephone networks as a transmission medium to remotely collect user room temperature data, which has partially solved the problem. Wireless temperature collection devices based on GPRS or 3G have limitations in terms of cost and power consumption, making it difficult to promote on a large scale. While room temperature collection devices based on low power consumption NB-IoT meet the requirements, providing conditions for large-scale collection of users’ room temperature. Therefore, the complete digitization of the heating system, from heat source, heat exchange stations, heating networks to end-users, has become feasible.

Table 1. Development of DHS digitalization

<table>
<thead>
<tr>
<th>Phase</th>
<th>Time</th>
<th>Basic Function</th>
<th>Typical technic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early age of automation</td>
<td>1980-2000</td>
<td>Localized control Attended station</td>
<td>Local control Station Computer based Local data collection Telephone network</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Heating net monitoring Unattended Station</td>
<td>Monitoring Center GPRS, 3G PLC Field devices</td>
</tr>
<tr>
<td></td>
<td>2000-2010</td>
<td>Remote dispatch</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Failure diagnosis</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2010-2018</td>
<td>Heat Source, network, station, user monitoring End user heating metering Auto balance of Secondary network Digitalized Dispatch center</td>
<td>4G, Optical fiber SCADA Cloud based Whole network balance</td>
</tr>
<tr>
<td></td>
<td>2018-</td>
<td>Whole net intelligent control Room temperature collection Accurate control self-aware, self-analyzing, self-diagnosing, self-optimizing, self-regulating, and self-adaptable</td>
<td>Big Data Artificial intelligence Digital Twins Modeling &amp; Simulation</td>
</tr>
<tr>
<td>Intelligent District heating</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The management of DHS is transitioning from digitization to intelligentization. The "Blue Book of heating in China 2019-Smart Urban Heating" was released, providing an elaboration on smart heating and offering guidance for the digitization for DHS. The book states that "smart heating is based on heating informationalization and automation, and adopts the route of deep integration of information technology and physical systems. It utilizes Internet of Things, spatial..."
positioning, cloud computing, information security, and other "Internet+" technologies to perceive and connect various elements in the "source-network-load-storage" process of the heating system. It employs big data, artificial intelligence, modeling and simulation, and other technologies to comprehensively analyze and optimize various resources in the system. It utilizes advanced control technologies such as prediction model to precisely regulate objects at various levels and stages of the system based on demand. The goal is to create an intelligent heating system that is self-aware, self-analyzing, self-diagnosing, self-optimizing, self-regulating, and self-adaptable.

The digitalization process for China's DHS can be summarized into four stages, as shown in Table 1. It is accompanied by the development of technologies such as big data, Internet of Things (IoT), and artificial intelligence (AI), progressing from local automation, remote monitoring to digitalization and intelligentization.

3. KEY TECHNOLOGIES FOR THE DIGITALIZATION OF DHS

3.1 IoT Balance Valve

Hydronic balancing of the secondary network often relies on manual balancing valves, requiring personnel to regulate on site with special instruments, and real-time remote control is not supported. The new type of (Internet of Things) IoT smart balancing valve combines balancing control and data acquisition, as shown in Figure 1. The valve is equipped with a PT1000 sensor to collect water temperatures of the secondary network. The data is uploaded to the cloud through NB-IoT, LORA, CAT.1, etc., and receives instructions from the cloud. The cloud-embedded algorithm can perform real-time analysis based on parameters such as water temperatures, flow rates, etc., and send instructions to the valve with more accuracy.

![Figure 1. IoT balance valve](image1)

3.2 IoT Room temperature collector

Traditional heating control method focuses on regulating supply or return water temperature, lacking direct control over room temperature. Due to communication cost, large-scale room temperature acquisition systems were difficult to promote before 2018. With NB-IoT, room temperature collectors can be installed in conjunction with users’ switches and sockets, as shown in Figure 2. With stable power supply, the fixed installation prevents users’ movement from disturbing the temperature data. The room temperature can be collected every 10 minutes, providing a basis for temperature-based control algorithms.

![Figure2. NB-IoT Room temperature collector](image2)

3.3 Programmable Logic Controller (PLC)

PLC (Programmable Logic Controller) serves as the "brain" for the control of heat exchange stations and is a core device for local control. Through RS485 interface, the PLC communicates with field devices such as heat meters, valves, flow meters, and pumps. It collects real-time data such as supply and return water temperatures, pressures, flow rates, valve positions, and pump frequencies. With PID algorithms, the PLC can set the supply water temperature by controlling the valves or pump\[19\]. The domestically developed PLC controllers have been widely applied in the heating industry, as shown in Figure 3. Some researchers have used soft-PLC for distributed control of boiler systems, achieving automatic control and combustion optimization\[20\].

![Figure3. PLC and soft-PLC](image3)
3.4 Monitoring software for DHS

In the 1990s, the computer monitoring software and hardware used for district heating systems in China were mainly imported, with software solutions provided by countries such as Finland and Germany \[6\][21][22]. The development of domestic software started relatively late, and early automation software focused on self-control of boilers or optimization of certain stations \[23\]. However, for large-scale district heating networks with large area and numerous parameters, the coupled control between heat exchange stations and coordination between multiple stations and heat source scheduling were significant challenges to address. Tsinghua University proposed the concept of whole-network balance for automatic control of DHS, and the software developed has been successfully applied in some projects \[24\]. By combining whole-network balance with heat source optimization and adjustment of secondary circulation pumps, energy-saving effects have been achieved \[25\]. Considering the thermal storage capacity and thermal inertia of large-scale heating networks, researchers have proposed whole-network balance algorithms based on heat consistency. These algorithms have been used for real-time control of 1,500 heat exchange stations in Chengde DHS, stabilizing room temperature within an acceptable deviation and improving energy efficiency \[26\][27].

![Figure 3. Domestic developed PLC (Type- STEC1800)](image)

Most functions of smart heating software have been domestically developed and implemented, such as load forecasting, whole-network balance, energy analysis, fault alarms, billing service, digital twins, etc., as shown in Figure 4. However, significant challenges are posed when heating companies want to upgrade their systems. Due to varying scales and diverse demands, the automation implementation in district heating company is often complex in history. A heating company may be served by several software vendors, and a single module may involve 3 to 5 brands. The digital upgrade needs to be carried out in stages and should not affect normal operation, ensuring a certain level of compatibility with existing software. Innovative software architecture is needed and approaches are required in terms of database design, data integration. Software based on distributed systems, data middleware, which shows high scalability is favored in the market.

3.5 Summary

New communication technologies have changed the form of sensors and field instruments. As the components for
underlaying data collection and execution, sensors are the physical foundation of digitalizing, while programmable logic controllers (PLCs) serve as the core of local control. Lower instruments are connected to upper computer through communication. Upper computer analyzes the state of the heating and issue instructions as a brain, enabling centralized monitoring and local control to meet the requirements. Specialized algorithm has been developed for load forecasting and whole-network balance in large-scale DHS networks, enabling centralized control and unified scheduling. Local instruments, controllers, communications, and software mutually support and constrain each other. The operation of algorithm relies on the support of field devices, and well-designed algorithms can optimize the performance of the equipment and extend the system's lifespan. In the process of digitization, the harmonious integration of software and hardware is crucial for the smooth operation of the system.

4. FRONTIER DIGITALIZATION TECHNOLOGIES IN DHS

4.1 IoT and Big Data

The concept of the Internet of Things (IoT) was proposed in 1999. It was defined as connecting all objects, including people, to the Internet through information sensing devices such as radio frequency identification (RFID), enabling intelligent identification and management. The IoT has been predicted to be the next technological and economic wave in the global information industry after the Internet. Its core was to enable information exchange and communication between objects. In 2010, China identified the IoT as a strategic emerging industry and placed emphasis on its development, the research on the architecture and standardization of the IoT has been gradually advancing. On May 7, 2020, the Ministry of Industry and Information Technology issued a notice on promoting the comprehensive development of mobile IoT. It called for deepening the coverage of 4G networks and accelerating the construction of 5G networks. NB-IoT was identified to meet the demands of most low-rate scenarios, while LTE-Cat.1 was designated for medium-rate IoT requirements. Low-rate applications constitute the largest proportion of IoT, and LTE-Cat.1 and NB-IoT have become the mainstream technologies for the future development of the IoT.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>CAT.1</th>
<th>NB-IoT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper speed</td>
<td>5M/s</td>
<td>60kb/s</td>
</tr>
<tr>
<td>Download speed</td>
<td>10M/s</td>
<td>27kb/s</td>
</tr>
<tr>
<td>Scenario</td>
<td>Wearable devices, ATMs, POS, Retail kiosks, consumer electronics devices, smart metering</td>
<td>Intelligent Gas meters, water meters, Industry monitor, agricultural irrigation, street lights</td>
</tr>
<tr>
<td>Battery Powered</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The collection of environmental temperature and pressure in heating is suitable for the application of IoT. Although Cat.1 and NB-IoT differ in key technical parameters such as bandwidth, speed and coverage enhancement, as shown in Table 2, their application scenarios are not conflicting. Both technologies belong to low-power communication and are suitable for battery-powered scenarios. NB-IoT has longer communication delays and smaller data sizes, making it suitable for scenarios with longer waiting times and lower real-time requirements, such as room temperature collection. On the other hand, Cat.1 supports larger data sizes and provides better real-time performance, making it suitable for valve control. Research has shown that the signal strength coverage of both technologies is similar, and varies because of the distribution of base stations. In some areas, balance valves based on CAT.1 have been applied in well, as shown in Figure 5. By adding external antennas inside the well, the valves with communication boxes and battery can be installed underground. This low-cost approach eliminates the need for electric wiring and reduces impact on residents.

Figure 5. In-well installation of IoT balance valve with CAT.1 external antenna
4.2 Artificial Intelligence and Edge Computing

Artificial Intelligence (AI) is a discipline that focuses on the research and development of intelligent machines capable of simulating and extending human intelligence. In the early applications of AI technology in HVAC systems, neural network techniques were primarily used for load prediction. Researchers have utilized neural networks to study the cooling and heating loads of a specific area, analyzing different load patterns over the past 24 hours or a week to predict the load for each time period in the future 24 hours [33]. The previous heat load prediction methods can be grouped into two main groups, including physical energy and data-driven approaches. The physical energy approach relies entirely on analyzing functional correlations of building parameters to build the heat load profile. While the data-based approaches construct prediction models by learning the underlying relations of heat usage and other influential factors based on the DH historical data [34]. Due to the rapid development in Machine Learning, a substantial amount of work was found using ML algorithms for energy predictions in the investigated period, and it can be observed that ML algorithms in general produce more accurate predictions than traditional regression methods [35].

With the rapid increase in data generated by network, there is a higher demand for data transmission and real-time data processing. It was projected that by 2020, the global data volume will exceed 40 zettabytes (ZB), and 45% of the data generated by the Internet of Things (IoT) will be processed at the network edge, which is known as edge computing [36]. Edge computing can greatly alleviate the pressure on network bandwidth and data centers, reduce system latency, and lower the risk of user data leakage. Therefore, it is well-suited for applications in industrial IoT, virtual reality, smart cities, and other similar scenarios [36]. With the advancement of computer technology and sensors, as well as the improvement of data collection such as room temperature, it has become a reality to utilize room temperature to optimize the supply water temperature of heating stations or boilers. Some study in China have combined AI technology with edge computing to learn and analyze data from heat exchange stations, and directly guide the heating operation based on room temperature [37], as shown in Figure 6, and stable room temperature and energy-saving effects were achieved. Deploying AI algorithms on edge devices enables local data processing and decision-making, reducing reliance on cloud computing and minimizing data transmission delays. The application of edge computing devices can simplify the installation and debugging process, suitable for the intelligent transformation and enhancement of heating systems.

![Figure 6. AI edge computing device for heat control][37]

4.3 Digital Twins

Digital Twins refer to dynamic virtual models of physical entities that are established in a digitized manner, encompassing multiple dimensions, timescales, disciplines, and physical quantities. They simulate and depict the attributes, behaviors, rules, and other aspects of physical entities in their real environment. The concept of Digital Twins was initially proposed by Professor Grieves in 2003 during a product lifecycle management course at the University of Michigan. It was primarily applied in the fields of military and aerospace industries [38]. Since then, it has found extensive applications in various domains such as satellite/space communication networks, ships, vehicles, power plants, aircraft, complex electromechanical equipment, warehouses, healthcare, manufacturing workshops, and smart cities. Tao Fei has proposed a five-dimension model for Digital Twins and conducted studies on its compositional framework and application guidelines, which is applicable to different fields and various applications. Some companies have implemented Digital Twin-based intelligent health management systems for power plant generators, and has completely transformed the traditional "black box" operational mode of generator units, enabling realistic and transparent monitoring and accurate fault prediction based on multidimensional features [39].

In the heating industry, the primary application of Digital Twins is for hydraulic simulation, network scheduling and leakage analysis. It allows the visualization of underground pipeline operations and scheduling through Digital Twin techniques. Research has proposed an industrial heating scheduling platform based on a Digital Twin model, combining the
steam pipeline network in an industrial park with GIS map data, and optimizes the scheduling of the steam pipeline network to meet the steam pressure requirements at the user end. The closed environment within pipeline networks often poses challenges for direct problem-solving, and large-scale network scheduling lacks intuitive information representation. Beijing Shuoren Times technology Co., Ltd has released a Digital Twins application (ARH) in 2023 China International Trade Fair for Heating, Ventilation, Air-conditioning, Sanitation & Home Comfort systems (ISH), providing multidimensional data visualization and display for heating systems, enabling people to make informed decisions and conduct analysis in a more comprehensive manner, as shown in Figure 7.

Figure 7. Artificial Reality for Heating industry (ARH) in energy analysis and hydronic simulation by Beijing Shuoren Times technology Co., Ltd

5. CASE STUDY

Chengde Thermal Power Group has a large-scale heating system with total area of over 76 million m². At the end of 2019, the heating system underwent digital transformation with the implementation of functions such as load prediction, network balancing, and comprehensive monitoring. Precise load prediction, automatic network balancing, and coordinated operation between heat sources, networks, and users were achieved. More than 1,500 heating stations were automatically controlled and operated after the transformation. Automatic optimization of the entire network was realized, system faults can be diagnosed automatically, energy consumption was controlled with comprehensive benchmarking, system operation can be evaluated comprehensively, and entire heating process was managed digitally while providing personalized heating for end users. The software architecture was based on a multi-heat source network and distributed system, ensuring the integrity of underlying data and stability of communication. With AI algorithms, the system has achieved 5.8% reduction in heat consumption, 13% reduction in water consumption, 10% reduction in electricity consumption, 20% reduction in system failure rate, and 12% reduction in user complaint rate.

6. CONCLUSION AND PROSPECT

Digitalization of DHS faces several issues. First, the digitalization of heating requires a comprehensive review and upgrade of the existing equipment, a deployment of software based on needs, which require significant financial investment. Secondly, certain DH companies do not have sufficient understanding of the heating digitalization, and unclear about demand, which causes some digital cases failed for not effectively fulfilling the intended purpose. Thirdly, relevant technologies for DHS digitalization are still under continuous development, and their effectiveness needs further verification in practice.

The urban DHS is trending with more complexity and intelligence, posing challenge for control. The digitalization of DHS is important for energy-saving and carbon emission reduction. The digital development of DHS in China has been accompanied by the advancements in communication, software, and algorithm models. It has evolved from local control to intelligent heating that encompass the entire process of heating production and operation. The stability of underlying sensors provides reliable data, while advanced communication methods enable data collection from every aspect of the network. Cloud and distributed software architecture allow heating companies to apply the intelligent transformation step by step. With edge computing, artificial intelligence and digital twins, the operation of large-scale district heating scheduling become more precise.
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ABSTRACT
In the northern region of China, centralized heating is the primary method of supplying heat during the winter months, supplemented by new energy sources heating systems. The energy consumption of centralized heating accounts for as much as 57% of the total energy consumption of the whole society. However, traditional centralized heating systems suffer from low levels of information technology and intelligence, poor network coordination, significant waste of thermal resources, slow emergency response times and other issues. To address these concerns in Huanghua City's central heating system in Hebei Province, the authors propose a digital twin platform construction plan that applies digital twin technology to data acquisition and analysis; creation of digital models; prediction analytics; intelligent decision-making and optimization. This research designs specific functions such as operation monitoring, equipment management, energy consumption analysis and fault handling through coordinated optimization based on the digital twin platform. The paper also elaborates on how this platform deeply integrates physical systems with information systems by leveraging its advantages in data perception and human-computer interaction to achieve comprehensive management and intelligent control over the entire centralized heating system. Ultimately, this study aims to improve operational efficiency while reducing energy wasted and enhancing reliability and environmental protection for the centralized heating system. The proposed construction plan for a digital twin platform provides an effective solution to addressing current challenges faced by traditional centralized heating methods, and truly realizing transformation towards smart-heating.

Keywords: Intelligent heating; Digital twin; Digitalization of DHC systems; Industrial heating system;

1. Introduction
The northern region's frigid climate necessitates significant heating to sustain both human livelihoods and industrial production. Centralized heating remains the principal method of meeting this demand. However, traditional centralized heating systems face several challenges, including lengthy heating pipelines, high rates of leakage, and aging equipment, as illustrated in Figure 1.

![Figure 1. Challenges faced by traditional centralized heating systems](image)

Specifically, traditional heating system regulation techniques are relatively outdated, lacking coordination and exhibiting significant lag. Some heating stations still rely on manual experience to adjust, resulting in an imbalanced pipeline network and unstable heating for residents. Heating data collection is incomplete and susceptible to data loss or leakage. Aging and corrosion issues plague heating pipelines and equipment, with a lack of effective risk management and emergency response plans leading to potential safety hazards such as leaks and explosions, posing a threat to personal and property security. Additionally, fixed heating temperatures and heat supply provided, by traditional centralized heating system cannot meet the personalized needs of different users.
To address the above issues, achieving a "clean, low-carbon, safe, and efficient" transformation of the heating system has become a hot topic in the contemporary energy field. Digital Twin technology, as an emerging technology, offers bidirectional interaction between the actual system and the digital twin body, enabling real-time monitoring, fault diagnosis, intelligent control, and optimized decision-making support[6]. Designing a Digital Twin platform for a centralized heating system in northern China has significant research and practical application value.

2. OVERVIEW OF A CENTRALIZED HEATING SYSTEM IN NORTHERN REGION

As shown in Figure 2, the centralized heating system covers the entire Huanghua city area with a heating area of 7.5145 million square meters. It includes a total of 5.3982 million square meters for centralized heating and 0.6835 million square meters for clean energy heating. The heat source comprises three 70MW coal-fired hot water boilers and a 200MW pressure-isolation heat exchange station, with 82 block heat exchange stations and a primary heating network of 51 kilometers and a secondary heating network of 131 kilometers. Clean heating mainly involves air-source gas engine-driven heat pump energy stations and shallow geothermal water-source heat pump energy stations.

3. DESIGN FRAMEWORK OF CENTRALIZED HEATING PLATFORM BASED ON DIGITAL TWIN

The design framework of the centralized heating platform based on digital twin is shown in Figure 3, comprising four layers: data, model, simulation, and application.
3.1. Data Layer

The data layer serves as the foundation of a digital twin platform, aiming to provide comprehensive, accurate, and real-time data support. For a district heating system, the data that needs to be collected includes real-time monitoring data, system equipment parameters, user information, environmental temperature, and so on.

Data collection for centralized heating systems primarily involves the deployment of sensors, actuators, and controllers. The frequency of data collection is defined based on data type and characteristics to ensure real-time data acquisition. For this system, the following steps are taken:

Heat source station: a sampling interval of 2-5 seconds can be chosen to achieve high-precision monitoring of heating parameters, while at the energy station, a sampling interval of 10-30 seconds can be chosen to save energy and extend the sensor's lifespan.

Pipe network: different nodes such as pipe connections, branch points, and elbows can be selected for data collection. The sampling frequency can be adjusted according to the characteristics and operating conditions of the pipe network. Usually, data can be collected once every hour or half an hour.

For equipment such as boilers, heat exchangers, and pumps, sensors and intelligent controllers can be installed to collect data on the equipment's operating status and energy consumption. The sampling frequency can be adjusted according to the characteristics and operating conditions of the equipment. Data can be collected once every hour or ten minutes.

User data collection: smart thermostats, smart meters, and other devices can be installed at the user end to collect data on energy consumption and indoor temperature. Different types of users such as residential, commercial, and industrial can be selected for data collection. The sampling frequency can be adjusted according to the user's characteristics and energy use. Usually, data can be collected once every hour or half an hour.

3.2. Model Layer

The data for the model layer mainly comes from the data layer, and the operation status of the centralized heating system is simulated by establishing mathematical and physical models. Meanwhile, the application layer can optimize and adjust the system based on the predictive results of the model layer. Specifically, the model layer of the centralized heating system digital twin platform includes the following aspects:

Thermodynamic model: Used to describe the thermodynamic characteristics of the heating system, including models of heat transfer models, fluid dynamics models, and thermal balance models of pipeline networks.
transfer of heat source and heat exchanger, and heat balance of pipeline system. These models are based on the design and operation parameters of the actual system and are simulated using modeling software to achieve a digital description and simulation analysis of the physical system.

Fluid dynamics model: Used to describe the fluid characteristics of the heating system, including flow models of pipeline, heat exchanger, water pump, valve, etc. The model takes into account factors such as equipment geometry, material properties, and fluid flow state to predict parameters such as fluid velocity, flow rate, pressure, etc.

Statistical model: Used to describe the data characteristics and behavioral patterns of the heating system, including models of data distribution, trends, periodicity, correlation, etc. Examples of such models include feedforward neural network models and recurrent neural network models, which enable digital monitoring and analysis of the heating system's performance.

3.3. Simulation Layer

In the simulation layer, the first step is to create a model that considers the unique characteristics of the northern centralized heating system, such as the length, diameter, material, and heat dissipation of the heating pipeline, as well as the performance parameters of various equipment. Simulation tools and algorithms, such as OpenModelica and EnergyPlus, are commonly used for modeling and simulation experiments. After the model is established, simulation experiments and analysis are conducted using historical or real-time data to verify its accuracy and reliability. If the model does not match actual data, it is calibrated for increased accuracy and reliability. Simulation experiments are used to test different control strategies and optimization algorithms to find the best approach.

Overall, the simulation layer is an extension of the digital twin platform that creates simulation models and conducts experiments to provide accurate data and analysis for the model layer, which is essential for optimizing the digital twin model.

3.4. Application Layer

The application layer is the top layer of the digital twin platform and serves as the carrier of digital twin technology, providing users with a visual, interactive platform for simulation, prediction, and optimization. For the digital twin platform plan of a northern centralized heating system, the application layer utilizes a model library, simulator, and optimizer to achieve real-time monitoring, fault diagnosis, decision optimization, and other application functions.

4. FUNCTION DESIGN

Considering the need for smart and coordinated heating network intelligence, and based on the digital twin framework for the centralized heating system, the digital twin platform for centralized heating is designed with the following functions for the application scenario of smart heating:

4.1. Real-time Monitoring

Real-time monitoring function is shown in Figure 4, which achieves real-time dynamic parameter display, fault alarm, historical data retrieval, and data access control. The specific design strategies are as follows:
Data Collection: Different strategies can be used, for example, the pipeline network adopts a timed collection strategy of every hour or half an hour, while the equipment adopts a strategy of automatic triggered collection when faults or abnormalities occur.

Data Transmission and Storage: The heat source and district heating exchange stations use wired transmission and local storage methods to achieve fast access and processing of data, while the energy station uses wireless transmission to monitor the decentralized clean energy heating system in real-time. In the dispatch center, cloud storage is chosen to facilitate remote access and sharing of data.

Visualization Display: Real-time data is displayed in the form of charts or curves to show the real-time data of temperature, pressure, flow rate, and other equipment. At the same time, the pipeline network is simulated to display its structure, flow rate, and other information, allowing users to discover problems in a timely manner by simulating the operation of the pipeline network.

4.2. Equipment Management

The equipment management function achieves comprehensive information management of equipment, and the functional design of the equipment management system is shown in Figure 5.

The equipment management function provides a list of all equipment, including valves, water pumps, heat exchangers, and other types of equipment, with their names, technical parameters, and other details. In addition, equipment can be grouped and viewed based on different loops, categories, and operating statuses, which clarifies the composition and real-time status of equipment on the pipeline network loops.
It also has the ability to record maintenance records, including information such as maintenance time, content, results, personnel, and historical records of inspections and failures. Operators can view and add fault records and maintenance records at any time. When it is time for equipment maintenance, the system can automatically prompt and develop an annual maintenance plan, generate an annual fault statistics report, and other related functions.

4.3. Energy Analysis

As shown in Figure 6, the energy analysis function processes energy consumption data such as heat, electricity, and water consumption at various points in the heating system, and establishes an energy consumption model for the heating system. Through overall energy consumption levels, energy consumption structure analysis, energy consumption trend analysis, and energy consumption efficiency evaluation, a comprehensive evaluation of the energy consumption of the heating network can be achieved.

4.4. Intelligent Control

The intelligent control function refers to the use of artificial intelligence-related technologies to control the heating system intelligently. The intelligent control function includes the following features (as shown in Figure 7):

Temperature / pressure / flow regulation: The heating system's temperature is automatically or manually adjusted based on real-time data of temperature, pressure, and flow.

Load forecasting: Through data analysis and machine learning technologies of the digital twin platform, the heating system's load can be predicted and analyzed to adjust the system's operating parameters in advance.

Pump / valve control: The digital twin model is used to analyze the usage of pumps and valves, and to automatically adjust the working status of the pumps and the opening and closing of the valves.

Figure 6. Energy Analysis

Figure 7. Functional Design of Intelligent Control System
4.5. Fault Handling

Compared with traditional emergency fault handling, the digital twin platform comprehensively manages sudden events, including fault diagnosis, recording and statistical analysis of fault logs, intelligent recommendation of components, and a fault diagnosis knowledge base, as shown in Figure 8.

![Figure 8. Functional Design of Fault Handling System](image)

The fault diagnosis process, as shown in Figure 9, includes finding the cause of the fault, determining the fault type by the digital twin fault model, and locating the fault by a fault diagnosis algorithm. If the fault cannot be located, an alarm will be issued and professional assistance will be requested. Once the fault area is identified, the fault will be repaired based on the expert database, and the fault log will be recorded.

![Figure 9. Flowchart of Fault Diagnosis in Digital Twin Platform](image)

5. ANALYSIS OF APPLICATION PROSPECTS

The digital twin platform for heating systems enables real-time monitoring, prediction, and optimization, leading to improved heating efficiency, cost reduction, enhanced user experience, and sustainable development. It comprehensively monitors and intelligently controls the heating system, achieving precise heating, avoiding waste and irrational investment. Additionally, it can personalize heating according to user needs, providing real-time heating information and services. It also monitors and diagnoses the operating status of the heating system, promptly detecting problems. After the construction of the digital twin platform for centralized heating in northern China, its application prospects are extremely broad, supporting the transformation of centralized heating systems towards intelligent heating modes.

6. CONCLUSION

(1) In response to the transformation of centralized heating towards intelligent and information-based systems, this paper
proposes a general design scheme for a centralized heating platform based on digital twin technology, which provides a new approach for intelligent heating in centralized heating projects.

(2) This paper analyzes the key technologies of the digital twin platform for heating supply, discusses the main functional modules of the platform implementation, and constructs a centralized heating digital twin platform that helps improve the safety of the heating system, enhance the dynamic perception ability of heating supply, and improve the user's thermal comfort experience.

(3) The establishment of physical models for each component of the digital twin system for heating supply involves a significant workload, given the large-scale and multi-level coupling characteristics of the heating network. Therefore, the next research focus will be on optimizing the digital twin model by creating a more precise heating twin model.
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Abstract

District heating systems (DHS) are essential platforms for coordinating renewable energy with traditional energy sources and achieving flexible integration of renewable energy. However, the uncertainties in the output of renewable energy units and the total heat load of user clusters can impact the transport process of DHS. It is necessary to quantitatively analyze the thermal characteristics and the temperature response of nodes in the DHS under uncertainties in both the source and load sides. This paper presents a method for calculating the dynamic temperature response of nodes in a DHS under source-load uncertainty scenarios. It proposes prediction and combination methods for the supply-demand probability intervals of source and load nodes under different credible levels and analyzes the influence of source-load uncertainty boundary conditions on the transport process of the DHS. The dynamic DHS model is constructed to calculate the temperature response of each node under multiple source-load uncertainty scenarios. A case study and analysis were conducted on a Beijing DHS consisting of 90 nodes and 109 pipes. The simulation results demonstrate that the proposed model and algorithm can effectively quantify the probability intervals of thermal power at source and load nodes and analyze the dynamic temperature response of nodes under source load uncertainty.
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Abstract

Urban central heating is the main way of heating in the northern region during winter. However, there is excessive energy consumption and resource waste in the actual operation of central heating systems. Accurate prediction and control of heat load for urban central heating systems is a prerequisite for better operation and regulation. Meteorological factors have great research value as the main influencing factors in the prediction of heat load. Traditional heat load prediction calculations generally only use temperature as a variable, neglecting the influence of other meteorological elements outside of outdoor temperature on heat load, resulting in mismatch between predicted and actual heat load. Validated calculations show that the error between the traditional heat load model calculation value and the actual heat load is close to 15%. Especially when encountering abrupt weather changes, mismatched heat loads caused by sudden changes in meteorological factors can cause significant energy waste. In this paper, daily meteorological data and actual heat load data for Tai’an City from 2018 to 2022 were used. Through correlation analysis, five meteorological elements, including daily average temperature, daily maximum temperature, daily minimum temperature, daily maximum wind speed, and daily total sunshine hours showed a significant correlation with the daily heat load. They can be used as parameters for optimizing heat load calculation. Multiple regression was used to establish a regression model for the five meteorological elements and heat load. Using data from the 2022-2023 heating season for testing, the prediction error of the new model was reduced by 6.9% compared to the traditional model, especially improving the prediction accuracy in situations where heat load predictions were underestimated, with an error reduction of 9.1%. It effectively improves the accuracy of heat load forecasting.

Keywords: Energy saving of heat supply, Meteorological Forecast, Heating load forecast
ABSTRACT

The operational phase of buildings consumes large amount of energy. The traditional district heating system management, which relies on experienced maintenance personnel, is difficult to meet more and more strict energy-saving requirements currently. However, by integrating the optimal control strategy on the demand side based on digital twin modeling, the overall energy efficiency of the whole system can be effectively reduced. A digital twin model, obtained through the modeling simulation and system identification algorithms, can simulate the system performance under the actual operating conditions. Based on the digital twin model, the optimization algorithm such as particle swarm algorithm, is applied to conduct the multi-objective optimization of the district heating system operation. The optimized operation and control strategy is then applied to guide the subsequent operations in engineering. In this study, the proposed method was applied to a case study in Tianjin, which uses the sewage source heat pump as the heat source. The scale of the heating area is 480,000 m². The heat users are residential buildings with a design heat load of 11,571kW and the heating form is radiant floor heating. The design temperature of supply and return water is 50/40°C for the primary loop, and 45/35°C for the secondary loop. The signal of the temperature, flow rate, equipment start-stop status, energy consumption data and meteorological data were collected, so to establish the digital twin model with high accuracy. Combined with the optimization algorithm, the operation strategy can be optimized to reduce the system energy consumption.

Keywords: Low-temperature district heating; Digital twin; Operation optimization; sewage heat pump; Building energy efficiency

1. INTRODUCTION

The heating, ventilation and air conditioning (HVAC) system consumes great amount of energy in building sector, which ranges from 30% to 50% [1]. The energy-saving of HVAC system is achieved by two aspects: improving equipment performance and optimizing system operation strategy [2]. For existing systems, the improvement of equipment performance, e.g. replacing an high-efficiency heat pump, is usually costly. However, the traditional district heating system management, which relies on the experiences and knowledge of the maintenance engineer, is find to be more and more difficult to meet increasingly strict energy-saving requirements at present. Therefore, optimizing the existing operation strategy of the system is a feasible and low-cost way to save energy. In the previous research, there are two basic approaches to optimize the operation strategy: model-based method and data-driven method [3].

Data-driven method can efficiently analyze the hidden knowledge from data. Li et al. [4] searched for the optimal fan speed of the cooling tower through extreme value search control. Xue et al. [5] applied the unsupervised data mining to analyze operation data of district heating substations. Awan et al. [6] used Conditional Reasoning Tree, Aggregate Hierarchical clustering and association rule mining to analyze the chiller system. The results showed that the practical performance of chiller is strongly influenced by the temperature difference of evaporator. However, the performance of data-driven model depends on the quantity and quality of historical operation data of the system [7]. When the data is incomplete, the energy-saving effect of the data-based method will be much limited due to the poor performances of the control.

With the development of intelligent algorithms and simulation software, model-based optimization methods are gradually used. Generally, in the study of operation optimization using model-based methods, the simulation models of each
equipment are developed first, followed by an optimization model built with different goals, such as lower cost, better indoor comfort, higher system efficiency and etc., which can be conducted by finding the optimal set values of operation parameters. Fan et al. [8] developed a detailed simulation model of an airport building with its HVAC system by TRNSYS. The operating performance of HVAC system and the maximal potential of each equipment are analyzed. Karami et al [9] developed the dynamic simulation model with Modelica and the model is calibrated with actual data. The optimal control strategy is find using the particle swarm optimization search algorithm. Huang et al [10] used model library in Modelica to simulate the HVAC system and optimized it based on Hookes Jeeves algorithm. Niu et al. [11] built a full-performance simulation chiller plant model based on Modelica language and then hierarchically calibrated the model using the measured data. An optimization framework based on GenOpt-Dymola was established for the holistic optimization problem. Although the model-based method has shown the ability to improve the system operation, there are few studies conducted the calibrated digital twin model of the low-temperature central heating system with sewage heat pump as the heat source. The main difficulties include: (1) the configuration parameters of simulation model are usually difficult to obtain accurately due to the limited data measures and the difficult of parameter estimation [12]; (2) Optimization variables may not be controllable in engineering, which makes the optimization results difficult to apply. For example, due to the difficulty of sewage discharge, the sewage heat exchanger cannot be started and stopped frequently.

In this paper, a model-based optimization method of the operation strategy of a case LTDH (low-temperature district heating) supplied by the sewage heat is proposed. Dymola/Modelica, which can couple the hydraulic, thermal and control logic of the system, is selected as the modeling and simulation tool. The digital twin model is calibrated by the measurements of the case system. According to the characteristics of the system, the optimization variables and the constraints are determined to ensure that the optimization results can guide the actual operation.

2. METHODOLOGY

The proposed method is shown in Figure 1, which includes four processes: data preprocessing, construction of digital twin model, model calibration and optimization of operation strategies. The digital twin model can simulate the operation state of thermal, hydraulic and electrical parameters of the system under different operating conditions. The optimization method can find the optimal solution under certain objectives. By combining their advantages, the optimal operation strategy of the system can be obtained.

![Figure 1. Framework of the model-based optimization of system operation strategy](image-url)
2.1. Data preprocessing

Data reduction: Building automation system will collect many kinds of data. Based on the parameters needed for model calibration, data are classified and selected to reduce the workload of data preprocessing.

Data cleaning: Due to the failure of sensors and communication equipment, abnormal values and missing values always appear in the data set. Data cleaning is to clean up lost values, detect and delete abnormal values. In this study, missing values are handled using a simple moving average method with a window size of 5 samples. Moving average method takes the values in a rolling period before or after the occurrence of missing values and calculates their average or median to fill in the missing values. Duplicate value refers to the value that remains unchanged in continuous operation time. This paper will delete all the objects with duplicate values. Outliers will be detected using a simple filter, namely the quartile range rule.

2.2. Establishment of digital twin model

The digital twin model is established using the Modelica language of the Dymola platform. Modelica language can be used for unified modeling in multiple fields and collaborative simulation. Dymola is based on Modelica language, which not only provides a general platform for cross-domain modeling, but also provides convenience for multi-domain simulation modeling. Dymola platform has a variety of model libraries, which greatly reduces the difficulty of modeling. Another advantage of Dymola is that it can quickly solve complex multidisciplinary system modeling problems. Because Dymola uses nonlinear equations to describe the model, it is more robust and efficient. Its optimized parameter processing operation generates less codes for large data tables, so the speed of model conversion, simulation and post-processing will be improved.

The whole model can be divided into three parts: equipment model, control model and boundary conditions. The idea of hierarchical modeling is adopted to build the model, which can find the deviation and error in the modeling process more quickly. The system is divided into multiple loops, and the main equipment in the loop is modeled and tested first. Then the devices are connected into a loop and control logic is added. Finally, the multi-loop is connected into a whole model, and the boundary of the model is constructed.

2.3. Model calibration

In order to further ensure that the operating conditions and the energy consumption of the model were consistent with those of the actual system, model calibration was carried out based on measured data. In this paper, energy (e.g. power) and state (e.g. temperature) variables are calibrated to ensure that the model is consistent with the actual system in terms of energy consumption and operating conditions. In this way, the optimal control strategy obtained by model optimization is applicable in practice.

![Figure 2. Model calibration process](image-url)
model, it has strong universality. It can be used to calibrate not only a single equipment model, but also a system model. The normalized mean deviation error (NMBE) between simulation data and measured data is taken as the optimization objective.

\[
J = \min (\text{NMBE}) = \min \left( \frac{\sum_{i=1}^{m} |s_i - m_i|}{\sum_{i=1}^{m} m_i} \right)
\]

(1)

Where: \(J\) is the calibration objective; \(s_i\) is the simulated value; \(m_i\) is the measured value; \(m\) is the number of data points.

In addition, relying solely on error indicators is not sufficient to fully demonstrate the consistency between simulation results and actual results. It is also necessary to evaluate the similarity between the simulation result curve and the actual result curve through the square of the Pearson correlation coefficient \(R^2\):

\[
R^2 = \left( \frac{\sum_{i=1}^{m} (m_i - \overline{m}) \cdot (s_i - \overline{s})}{\sqrt{\sum_{i=1}^{m} (m_i - \overline{m})^2 \cdot \sum_{i=1}^{m} (s_i - \overline{s})^2}} \right)^2
\]

(2)

Where: \(\overline{m}\) is the mean of measured values; \(\overline{s}\) is the mean of simulated values.

2.4. Optimization of operation strategies

Optimization variable selection principle: (1) The coupling between variables should be considered to achieve global optimization. (2) The controllability of variables and ease of deployment of optimized results should be considered. For the manual control part of the system, the reset of the set-point and the start/stop of the equipment are directly manually operated by the operation engineers. Therefore, the value of set-point, the number of running equipment and the serial number of running equipment can be used as optimization variables.

This paper takes the total energy consumption of the system as the optimization goal, which can be expressed as follows:

\[
J = \min E = \min \left( \int_{t_1}^{t_2} P_{\text{total}}(t) \, dt + \mu \cdot \max (0, \Delta \Phi)^2 \right)
\]

(3)

Where: \(E\) is the total energy consumption (kWh) of the system, \(t_1\) and \(t_2\) are the starting and ending time (h) of optimization respectively, \(P_{\text{total}}(t)\) is the total power (kW) of the system at time \(t\), \(\mu\) is the penalty factor and \(\Delta \Phi\) is the penalty function. The penalty function uses the secondary side return water temperature as a constraint to avoid failing to meet the demand of heat users.

\[
\Delta \Phi = \int_{t_1}^{t_2} (T_{\text{re}} - T_{\text{re,lim}}) \, dt
\]

(4)

Where: \(T_{\text{re}}\) is the secondary side return water temperature (°C), \(T_{\text{re,lim}}\) is the minimum value of secondary side return water temperature, which is set according to the measured data. \(T_{\text{re,lim}}\) is set to 30 °C in this paper.

The model and the objective function are highly non-linear. The GenOpt optimization program was adopted in this paper. GenOpt is an optimization program, which can be coupled with external simulation software such as TRNSYS, EnergyPlus and Dymola to minimize the cost function or other objective functions. In GenOpt, there is a library with local and global multi-dimensional and one-dimensional optimization algorithms. In this paper, the GPS-PSO algorithm was used to optimize the variables for minimizing energy consumption and identifying the optimal solution. As shown in figure 3, the framework consists of an optimization layer and a simulation layer. In the optimization layer, the GenOpt calls for Dymola for optimization, and continuously generates feasible solutions of all the optimal variables. Then in the simulation layer, Dymola receives the feasible solutions from GenOpt, and carry out simulation. During the whole process, Python is employed as the tool for connecting the two layers and linking adjacent optimization/simulation periods.

![Figure 3. The Python-GenOpt-Dymola optimization framework](image)
3. DESCRIPTION OF THE LOW-TEMPERATURE DISTRICT HEATING SYSTEM

In this study, the proposed method was applied to a case study in Tianjin, which uses the sewage source heat pump as the heat source. The scale of the heating area is 480,000 m². The heat users are residential buildings with a design heat load of 11,571 kW and the heating form is radiant floor heating. The design temperature of supply and return water is 50/40 °C for the primary loop, and 45/35 °C for the secondary loop. The main equipment parameters in the system are shown in Table 1. It is worth noting that there are 20 sewage heat exchangers, which are divided into four groups.

Figure 4. The schematic diagram of the system

Table 1. Technical specifications of the system

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Quantity</th>
<th>Technical specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sewage pump</td>
<td>5</td>
<td>Rated power 55 kW, rated flow 450 m³/h, rated head 25 m</td>
</tr>
<tr>
<td>Sewage heat exchanger</td>
<td>20</td>
<td>Rated heat exchange capacity 720 kW</td>
</tr>
<tr>
<td>Intermediate water pump</td>
<td>4</td>
<td>Rated power 75 kW, rated flow 781 m³/h, rated head 25 m</td>
</tr>
<tr>
<td>Heat pump</td>
<td>4</td>
<td>Rated capacity 4000 kW, power 907.8 kW, Rated chilled water flow 530 m³/h, Rated cooling water flow 350 m³/h</td>
</tr>
<tr>
<td>Primary pump</td>
<td>4</td>
<td>Rated power 37 kW, rated flow 484 m³/h, rated head 18 m</td>
</tr>
<tr>
<td>Distributed pump</td>
<td>10</td>
<td>Rated power 24.8 kW, rated flow 200 m³/h, rated head 18.5 m</td>
</tr>
<tr>
<td>Heat exchange station</td>
<td>5</td>
<td>Rated heat exchange capacity 2400 kW</td>
</tr>
<tr>
<td>Secondary pump</td>
<td>10</td>
<td>Rated power 20 kW, rated flow 210 m³/h, rated head 15 m</td>
</tr>
</tbody>
</table>

The system is equipped with a monitoring platform. The monitoring variables are shown in Table 2. The available monitoring data range is from November 1, 2022 to March 15, 2023, and the data acquisition interval is 5 minutes.

Table 2. Data acquisition of the system

<table>
<thead>
<tr>
<th>Data acquisition location</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary water main pipe</td>
<td>Supply and return water temperature, flow, pressure, quantity of heat</td>
</tr>
<tr>
<td>Intermediate water main pipe</td>
<td>Supply and return water temperature, flow, pressure, quantity of heat</td>
</tr>
<tr>
<td>Sewage main pipe</td>
<td>Supply and return water temperature, flow, pressure</td>
</tr>
<tr>
<td>All pumps in the system</td>
<td>Start-stop state, operating frequency, current, power voltage, frequency setting value, circulating pressure difference setting, fault alarm signal</td>
</tr>
<tr>
<td>Sewage heat exchange</td>
<td>Temperature, pressure, start-stop state</td>
</tr>
<tr>
<td>Heat pump</td>
<td>Start-stop status, chilled water supply and return water temperature, cooling water supply and return water temperature, condensation pressure, evaporation pressure, current percentage, power, guide vane valve opening, chilled water inlet and outlet pressure, cooling water inlet and outlet pressure, fault alarm signal</td>
</tr>
<tr>
<td>Heat exchange station</td>
<td>Supply and return water temperature, flow, pressure, quantity of heat</td>
</tr>
</tbody>
</table>
4. RESULTS

4.1 Model calibration results

The result of model calibration is shown in Figure 5-8. According to the suggested hourly level value of $R^2$ given in ASHRAE Guide 14[13], when $R^2$ is not less than 0.75, the model meets the requirements.

Figure 5. Comparison between simulation data and measured data of heat pump electric power

Figure 6. Comparison between simulated data and measured data of water outlet temperature in sewage heat exchanger

Figure 7. Comparison between simulated data and measured data of secondary water supply temperature in heat exchange station
The optimization variables selected in this paper are as follows: the number and frequency of sewage pumps, the number and frequency of intermediate water pumps; the number of sewage heat exchangers; the number of heat pumps, the number and frequency of primary pumps, primary water supply temperature. Other equipment, such as distributed pumps, are not optimized because they are in the heat exchange station instead of the energy station and have different control platforms.

The system operation strategy of November 2, 2022 was optimized. The comparison of daily energy consumption before and after optimization is shown in Figure 9.

Because of the small fluctuation of daytime load in the early heating period, there is no optimization of the number of equipment. In the original operation strategy, the water pump keeps the maximum operating frequency to ensure the efficient operation of the heat pump. The optimization results show that by reducing the operating frequency of the pump and the supply temperature of the primary water, although the energy consumption of the heat pump is slightly increased, the total energy consumption is reduced, which can be reduced from 24,565 kWh to 22,386 kWh. The energy saving rate is 8.9%.

5. CONCLUSION

In this paper, a model-based optimization method is proposed to optimize the operation strategy of sewage heat pump system. The model is calibrated by the measured data to improve the accuracy. Considering the deployment of the operation strategy, the optimization variables are selected according to the system characteristics. Based on Python-GenOpt-Dymola, an optimization framework is constructed to solve the optimal operation strategy. After optimization, the energy consumption of the system can be significantly reduced.
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Abstract

The International Energy Agency states that in 2018, buildings and construction were responsible for 36% of energy use and 39% of carbon dioxide emissions. As people spend more time indoors, significant amounts of energy are required to maintain a comfortable temperature. District Heating Systems (DHS) are a safe and efficient way to provide heat to buildings. To reduce energy loss, it is essential to accurately predict and control the operations of DHS. Predicting a building’s heat requirement in advance enables DHS operators to adjust the supply temperature and flow rate accordingly. Therefore, accurate heat demand prediction is crucial for improving energy efficiency. With the rise in deep learning’s popularity, numerous new algorithms have been proposed for time-series predictions. This work aims to evaluate the performance of deep learning-based methods such as DeepAR, Temporal Fusion Transformer (TFT), and N-Beats, along with traditional sequence models such as Recurrent Neural Network (RNN), Gated Recurrent Unit (GRU), and Long Short-Term Memory (LSTM), in predicting heat loads. The study also seeks to explore the impact of seasonality on prediction accuracy.

Keywords: District Heating Systems; energy efficiency; deep learning; time-series predictions; Temporal Fusion Transformer (TFT); Recurrent Neural Network (RNN); Gated Recurrent Unit (GRU); Long Short-Term Memory (LSTM); heat load

1. INTRODUCTION

This research builds upon the authors’ previous studies in heat demand prediction and optimization. It references two published papers comparing real-life data models with simulated data models and exploring multi-energy system optimization software using hypernetworks and a micro-service architecture. Additionally, the authors have conducted research on optimizing heat consumption at a micro-level using a user-centric data-driven model. Drawing from this foundation, the present study aims to further explore and assess the potential of deep learning algorithms for accurate heat demand prediction \([1,2,3]\).

The building and construction sectors are recognized as major contributors to global energy consumption, accounting for approximately one-third of total energy consumption and nearly 15% of direct carbon dioxide emissions. With urbanization and population growth accelerating, these figures are projected to rise even further. Consequently, there is an increasing need for sustainable and efficient heating solutions to maintain comfortable indoor temperatures. Heating, Ventilation, and Air Conditioning (HVAC) systems are crucial for achieving optimal indoor conditions but contribute significantly to overall energy consumption. To improve energy efficiency, accurate prediction, and control of District Heating Systems (DHS) operations are essential. By accurately forecasting a building’s heat demand in advance, DHS operators can proactively adjust supply temperature and flow rate, thereby enhancing energy efficiency and sustainability.

Energy consumption prediction can be approached through physics-based models or data-driven methods. Physics-based models require detailed system information and expert knowledge, making them costly and time-consuming. In contrast, data-driven models, leveraging deep learning techniques, have gained popularity as an alternative solution. These models have demonstrated promising results in various domains, including time-series prediction.

In this research, our objective is to investigate the effectiveness of different deep learning algorithms for time-series prediction, specifically focusing on heat consumption prediction. The primary aim is to contribute to the reduction of energy consumption and CO2 emissions by exploring the potential of deep learning algorithms. We will employ advanced models such as Temporal Fusion Transformers, DeepAR, and NBeats to identify the most suitable model for accurately predicting heat demand in buildings. Furthermore, we will establish baseline scores for performance comparison by utilizing traditional models such as RNN, LSTM, and GRU.

This study will utilize heat and weather data to evaluate the performance of the selected deep learning models. We will
employ suitable evaluation metrics, including mean absolute error (MAE), root mean square error (RMSE), and mean absolute percentage error (MAPE), to assess the effectiveness of the models. The outcomes of the best-performing model will be visually presented, facilitating easier interpretation, and understanding of the results. Ultimately, the research aims to contribute to improved energy efficiency and sustainability in the building sector through accurate heat demand prediction.

The findings of this research carry immense significance for practitioners in the field. Accurate heat demand prediction achieved through deep learning algorithms offers a transformative potential for energy management and building operations. It enables practitioners to optimize heating systems, resulting in improved energy efficiency, cost savings, and sustainability. With precise predictions at their disposal, practitioners can make informed decisions regarding retrofitting strategies, enhance resource allocation, reduce carbon emissions, and elevate overall operational effectiveness. By leveraging the outcomes of this study, practitioners can embrace data-driven approaches, optimize energy usage, and contribute to a more sustainable and efficient building sector.

2. Literature Review

This section reviews techniques for heat and energy prediction in district heating systems. It emphasizes the importance of the building industry's energy consumption and the need for renewable sources. The following literature works are discussed.

In [4], a coordinated energy management method using LSTM and DRL is proposed. It reduces power costs and peak consumption while maintaining temperature regulation. SDS [5] presents a short-term heating load prediction algorithm using a feature fusion LSTM model. It achieves improved accuracy compared to other methods. [6] compares machine learning algorithms for district heating value prediction, finding that linear regression and decision trees perform best depending on the dataset.


These works contribute to understanding heat and energy prediction, showcasing effective techniques, and identifying areas for further research.

3. METHODOLOGY

3.1 Models

3.1.1 RNNs [15] are suitable for sequential data like time series and language data. They possess a memory that retains information from previous inputs, allowing them to capture temporal dependencies. RNNs employ the backpropagation through time (BPTT) algorithm for training, and different configurations such as one-to-one, one-to-many, many-to-many, and many-to-one are utilized.

3.1.2 LSTM [5] addresses the issue of long-term dependencies in traditional RNNs. It consists of four parts within each recurring structure: forget gate, input gate, cell state, and output gate. The forget gate determines the retention or discarding of previous information, while the input gate measures the relevance of fresh input. The cell state stores information, and the output gate determines the next hidden state.

3.1.3 GRUs [9] are newer variations of RNNs that address the problems of vanishing and exploding gradients. They employ two gates: reset gate and update gate. The update gate determines the information to be passed from previous time steps, while the reset gate controls the amount of previous data to forget. GRUs combine the use of tanh and sigmoid functions for information addition and discarding.

3.1.4 DeepAR [12] is a time series model that combines deep learning and autoregressive modeling. It excels in handling multiple time series with slightly different distributions. DeepAR builds a global model using the multiple time series, incorporating historical data and extra static features. It eliminates the need for explicit preprocessing steps like scaling, as the model internally scales the autoregressive input.

3.1.5 N-BEATS [13] is a modular deep learning architecture composed of stacked ensembled feed-forward networks. It leverages meta-learning to generalize across multiple time series datasets. Each N-Beats block consists of two residual branches: backcast and forecast. The forecast is updated based on the residual error from the reconstruction of the backcast, allowing for improved approximation of the backcast signal.

3.1.6 TFT [14] is a transformer-based time series forecasting model developed by Google. It supports multiple, heterogeneous time series and three types of features: temporal data with known inputs into the future, temporal data known only up to the present, and categorical data. TFT prioritizes interpretability and incorporates a Variable
Selection component to measure the influence of each feature. It also employs an interpretable Multi-Head Attention mechanism for emphasizing important past time-series steps.

3.2 Evaluation Metrics

In evaluating the performance of the forecasting models, the Mean Absolute Error (MAE) was chosen as the scale-dependent error metric. MAE is a commonly used metric as it is simple to understand and calculate. Since the evaluation focuses on forecasting a single variable, MAE is suitable for measuring the accuracy of the predictions. The MAE is computed by taking the mean of the absolute differences between the actual values and the predicted values. By using MAE, the forecasting models can be assessed based on the average absolute deviation from the actual values, providing insights into the accuracy of the predictions. Overall, the selection of MAE as the evaluation metric offers a straightforward and interpretable measure to assess the forecasting performance of the models.

3.3 Preprocessing

Two preprocessing steps were applied to the data before training the forecasting models. The first step involved normalizing the data using min-max scaling. By normalizing the data, the range of values was transformed to a standardized range of 0 to 1. This normalization ensures that variables with different scales do not bias the model fitting and learning processes. Additionally, min-max scaling aids in stabilizing and accelerating the backpropagation during the learning phase.

The second preprocessing step involved resampling the data to a daily basis. The original dataset contained 24 data points for each day, corresponding to hourly measurements. To simplify the data and increase the efficiency of training and testing, the values were averaged to obtain a single data point for each day. This resampling technique significantly reduced the size of the dataset while preserving the daily trends and patterns. Resampling the data on a daily basis facilitated smoother training and testing cycles for the forecasting models.

3.4 Training

The training phase involved comparing different representations of seasonality data, including one-hot encoding and numerical value encoding, and evaluating the impact of including or excluding monthly and day-of-week information. Hyperparameter tuning was also performed to optimize the models by adjusting key parameters. These steps were crucial in determining the most effective encoding methods and fine-tuning the models for improved performance.

3.5 Data Analysis:

The temperature values in the dataset range from a minimum of -10 to a maximum of 30, while the load values range from a minimum of 19 to a maximum of 383. Based on the range of load values, it is suspected that the data may contain some anomalies or outliers. To validate this assumption, a boxplot was generated for the load variable (Figure 2 Load Boxplot), revealing no outliers in the dataset.

However, to further verify the presence of outliers, a boxplot was also created for the temperature variable (Figure 3 Temperature Boxplot). The boxplot indicates the existence of outliers for the temperature variable, suggesting the presence of unusual or extreme temperature values.

Another aspect examined in the data analysis is the normality of the data distribution. This was evaluated by constructing histograms for both the temperature and load variables. The histogram for the temperature variable (Figure 4 Temperature Histogram) displays a bell-shaped curve, indicating that the temperature data follows a normal distribution.

Conversely, the histogram for the load variable (Figure 3 Load Histogram) does not exhibit a normal distribution pattern. This suggests that the load data does not conform to a standard Gaussian distribution.

![Load Histogram](image1)
These findings regarding outliers and data distribution characteristics are important considerations for further pre-processing and modelling steps. They help in identifying any potential data anomalies, determining appropriate pre-processing techniques, and selecting suitable models for predicting the heat load based on temperature and time variables.

Stationarity refers to the property of a time series where its statistical characteristics remain constant over time. There are different types of stationarities, including strict stationarity, first-order stationarity, second-order stationarity, trend stationary models, and difference-stationary models. However, strict stationarity is often too stringent for real-world models.

In first-order stationarity, the means of the time series remain constant over time, while other statistical properties like variance can vary. Second-order stationarity extends this concept by having a constant mean, variance, and autocovariance over time, allowing other statistics to evolve.

Trend-stationary models incorporate a deterministic trend, where the series mean changes over time, but the amplitudes of fluctuations remain constant. Difference-stationary models require differencing to achieve stationarity.

The importance of stationarity lies in the ease of analysis it offers. Many time series analysis tools and techniques rely on stationarity, allowing for straightforward application. Moreover, certain models require the absence of stationarity in the data, making it essential to check for stationarity.

To assess stationarity in our dataset, we can use the Augmented Dickey Fuller Test (ADF), which is a unit root test. A unit root signifies a stochastic trend in a time series, making its pattern unpredictable. The ADF test helps determine stationarity by testing for the presence of a unit root. The test involves formulating null and alternative hypotheses and checking if the p-value is less than a significance level (typically 0.05).
After conducting the ADF test on our dataset, we obtained a p-value of 0.079. Since the p-value is greater than 0.05, we fail to reject the null hypothesis. Therefore, we conclude that there is some degree of stationarity present in our dataset.

Seasonality in a time series refers to predictable and recurring patterns or variations that occur within a specific period, typically a year. It represents the regular cycles and changes in specific sectors or phenomena that are dependent on seasons or specific calendar periods. Seasonality can manifest in various forms, such as daily, weekly, monthly, or yearly patterns.

When examining seasonality, it is important to distinguish between additive and multiplicative seasonality. In additive seasonality, the amplitude of the seasonal pattern remains relatively constant, while in multiplicative seasonality, the amplitude of the seasonal pattern changes based on trends.

In the given dataset, two types of seasonality have been identified: monthly seasonality and day-of-week seasonality. By plotting the load and temperature columns over time, it becomes evident that during the summer season, the temperature increases while the load decreases (Figure 5 Load and Temperature Patterns Across Months). Conversely, during the winter season, the temperature decreases and the load increases. This indicates a monthly seasonality pattern. Additionally, considering the amount of time people spend at home on weekdays versus weekends, it is logical to assume that there is a possibility of higher load on weekends compared to weekdays, suggesting day-of-week seasonality.

To represent this seasonality in the dataset, two encoding methods have been tried: one-hot encoding and ordinal encoding. In one-hot encoding, the monthly and day-of-week data are represented by columns, where the selected column has a value of one and the remaining columns have a value of zero. In ordinal encoding, the month and day-of-week are represented by numerical values within a specific range (e.g., 1 to 12 for months and 1 to 7 for days of the week).

By incorporating this seasonality into the dataset using different encoding methods, it is expected that the models will be able to capture and utilize this information to improve their performance.

4. DISCUSSION and RESULTS

The focus of this work was to evaluate different neural network-based time-series forecasting algorithms for heat load prediction. We compared the performance of well-known models such as RNN, LSTM, and GRU, which served as our baseline models. Additionally, we explored advanced models including DeepAR, Temporal Fusion Transformers, and NBeats.

To assess the performance of each model, we conducted experiments with various configurations and parameters. We investigated the impact of incorporating daily and monthly data to improve predictive accuracy. Hyperparameter tuning was also performed to identify the optimal model configuration. Our goal was to evaluate the effectiveness of state-of-the-art time-series models and compare them against the baseline models.

The Mean Absolute Error (MAE) was employed as the evaluation metric to assess the accuracy of the predictions. To evaluate the model performance, we compared the predicted heat load values for the last two months of 2016 with the actual values. This comparison allowed us to gauge the models’ performance and determine the most effective approach for heat load prediction.

We initially experimented with three baseline models: RNN, LSTM, and GRU, using a common configuration. The RNN model had a hidden state size of 64 and a batch size of 16. We trained the model for 20 epochs without applying any dropout. The achieved MAE score for the RNN model was 0.0348. It is worth noting that the small MAE score was primarily due to the range of the predicted data being between 0 and 1, rather than solely reflecting the model’s performance.
Next, we applied the same configuration to the LSTM and GRU models. The LSTM model achieved an MAE score of 0.0325, while the GRU model obtained an MAE score of 0.144.

Figure 6 and Figure 7 illustrate the predictions made by the LSTM and GRU models, respectively.

To improve the baseline models’ performance, we explored two strategies: adding monthly data and conducting hyperparameter tuning. By incorporating monthly data and optimizing the hyperparameters, we observed significant improvements in the MAE scores.
For the RNN model, incorporating monthly data and conducting hyperparameter tuning resulted in an improved MAE score of 0.028. Similarly, for the LSTM model, the best performance was achieved when both monthly and day-of-week data were added, yielding an impressive MAE score of 0.021. In the case of the GRU model, incorporating monthly data during training led to a notable improvement, reducing the MAE score from 0.144 to 0.026.

Out of the three baseline models and their different configurations, the LSTM model with both monthly and day-of-week data exhibited the best performance, achieving an MAE score of 0.021. The prediction results of the best baseline model can be seen in Figure 9.

DeepAR is a powerful time series model that combines deep learning and autoregressive characteristics. With a two-layer architecture and a hidden dimension of 16, the initial DeepAR model achieved an MAE score of 0.0212. Through hyperparameter tuning and incorporating both monthly and day-of-week data, we improved the model's performance, reducing the MAE score to 0.018. The predictions made by the optimized DeepAR model are depicted in Figure 10.

NBeats is a deep learning architecture that utilizes a stacked ensemble of feed-forward networks interconnected through backcast and forecast links. Initially, when considering only the temperature as a feature, the NBeats model achieved an MAE score of 0.274 after training for 20 epochs. However, by incorporating the monthly data as an additional input, we observed a significant improvement in performance, reducing the MAE score to 0.124. The prediction generated by the optimized NBeats model can be seen in Figure 11.

Temporal Fusion Transformer (TFT) is a transformer-based time series forecasting model developed by Google. It represents an advancement over the DeepAR model. In our experiments, the TFT model with a single hidden layer and a hidden state size of 64 achieved an MAE score of 0.08525. However, after incorporating the monthly data as an additional input, we observed a slight improvement in performance, reducing the MAE score to 0.084. Figure 12 displays the predictions generated by the optimized TFT model.

In this experiment, we evaluated and compared various time series forecasting models including RNN, LSTM, GRU, DeepAR, NBeats, and TFT. The RNN-based models served as the baseline for comparison. Initially, predictions were made using only temperature as a feature. Subsequently, we enhanced the models by incorporating seasonal information such as month and day of the week data. Additionally, we performed hyperparameter tuning to optimize the models by adjusting parameters like layer size, hidden state size, and applying dropout.

The best performing model in terms of Mean Absolute Error (MAE) was DeepAR with an MAE score of 0.018, followed closely by LSTM. The table below summarizes the MAE scores of the base models and the fine-tuned models for each
approach:

<table>
<thead>
<tr>
<th>Model</th>
<th>Base Model Performance</th>
<th>Fine-Tuned Model Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN</td>
<td>0.0348</td>
<td>0.028</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.032</td>
<td>0.021</td>
</tr>
<tr>
<td>GRU</td>
<td>0.144</td>
<td>0.026</td>
</tr>
<tr>
<td>NBeats</td>
<td>0.274</td>
<td>0.124</td>
</tr>
<tr>
<td>TFT</td>
<td>0.852</td>
<td>0.084</td>
</tr>
<tr>
<td>DeepAR</td>
<td>0.021</td>
<td>0.018</td>
</tr>
</tbody>
</table>

Based on our comparison study, DeepAR emerged as the best model for predicting the heat load. The fine-tuned models consistently outperformed their respective base models, demonstrating the importance of incorporating seasonal information and optimizing model parameters.

6. CONCLUSION

In conclusion, this research paper aimed to address the crucial task of heat load prediction in the context of building energy efficiency. With the buildings and construction sector being one of the largest energy consumers and contributors to carbon dioxide emissions, accurate heat load prediction becomes vital for improving energy efficiency and reducing environmental impact.

Throughout the study, we explored and compared several time series forecasting models, including RNN, LSTM, GRU, DeepAR, NBeats, and TFT. These models were evaluated based on their ability to predict the heat load given parameters such as time and temperature. The baseline models provided initial insights, and subsequent enhancements were made by incorporating seasonal information and performing hyperparameter tuning.

The findings of this research revealed notable improvements in model performance through the addition of seasonal data and fine-tuning. The DeepAR model emerged as the best-performing model, achieving an impressive Mean Absolute Error (MAE) score of 0.018. This model demonstrated its capability to accurately predict heat load, which is essential for optimizing the operation of district heating systems and improving overall energy efficiency.

The significance of incorporating seasonal information, such as monthly and day-of-week data, was evident in enhancing the predictive accuracy of the models. Furthermore, hyperparameter tuning played a crucial role in optimizing the models, allowing for adjustments in layer size, hidden state size, and other parameters to achieve better performance.

The results of this research highlight the potential of advanced time series forecasting models in accurately predicting heat load, thereby enabling more efficient and sustainable energy management in buildings. The application of these models can assist HVAC system operators, district heating systems, and building managers in making informed decisions related to heat supply and energy consumption.

As future work, further exploration can be done to evaluate the models on larger datasets and expand the scope to include other factors that influence heat load, such as weather conditions and occupancy patterns. Additionally, the integration of real-time data and the development of an automated system for heat load prediction could be valuable for proactive energy management in buildings.

The research findings hold significant importance for practitioners in the field of energy management and building operations. Accurate heat demand prediction using deep learning algorithms can lead to improved energy efficiency, cost savings, and sustainability. It empowers practitioners to optimize heating systems, reduce carbon emissions, make informed retrofitted decisions, enhance resource allocation, and improve overall operational effectiveness.
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ABSTRACT

District heating (DH) is experiencing fast development in China with the expanding rate of 9% annually in the past 10 years. It has become the main heating method for the northern cities, while the worries of the huge energy consumption and CO2 emission force the current DH system to be upgraded towards smarter operated type. Concerning the very large scale of DH network in China in general, it can be labor intensive and costly to fully implement the digital facilities in the whole grid. Therefore, this study presents the optimal digitalization process of the case DH system with the complex layout and high heat density. We investigate the impacts of the amount and location of the smart meters on the control performances. Dynamic models of the case study are established by Modelica. Setting the indoor temperature as the control parameter, parametric analyses of the supplied heat, the supply temperature and the supply flowrate are conducted by varying the sampling time, the smart meter location in the thermal grid, and the selections of the indoor temperature as feedback signal. Moreover, in order to further simplify the installation of the indoor temperature sensors, a data-driven method to predict the indoor temperature is developed based on Multilayer Perceptron (MLP). By applying the control method to different heating cases, the system performances are compared, and the possible factors are characterized and discussed.

Keywords: Digitalization of district heating; Smart control technologies; Indoor temperature prediction; Smart meters

1. INTRODUCTION

The district heating industry in China is developed with high speed at present. During the past decade, the average expanding rate of the DH area is around 9% annually. In 2020, the heating area in northern cities of China has reached 15.6 billion m², along with an overall energy consumption of 214 million tons of standard coal equivalents (tce, where 1 tce= 29.307 GJ)[1]. Nowadays, transition from the fossil intensive type to the more sustainable type is promoted for the DH of China, so to achieve the goals of reaching carbon neutral in 2060[2]. Consequently, the digitalization of the DH system also progresses concerning the huge scale and the complex layout of the Chinese DH network.

Since the concept of the 4th generation DH was launched[3], more and more attention has been put into the digitalization and automation of the old labor intensive DH system. The data collection and transmission play an important role in the system upgrading process. Some EU countries have made relevant standards that require the smart meters to be installed at the DH consumer side with the coverage no less than 27% by 2025[4]. So far, the district heating system in China is still under the process from the 3rd generation to the 4th generation. The overall digitalization degree still needs to be developed. Moreover, as most DH company is mainly owned by the state, the promotion of digitalized DH strongly depends on the local policy.

Another issue that hinders the fast development of the digitalized DH in China is the economy and complexity of implement the facilities that required by the modern data collection and control system. From a recent survey of 85 DH companies in China (the heating area of the 85 DH companies covers 35% of the overall heating area of China), the scale of the Chinese DH network can be as much as tens of billion m².

Table 1 Survey of 85 DH companies in China in 2019

<table>
<thead>
<tr>
<th>no.</th>
<th>Business scale (heating area)</th>
<th>Amount</th>
<th>Share[%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&gt;100 million m²</td>
<td>5</td>
<td>6%</td>
</tr>
<tr>
<td>2</td>
<td>50-100 million m²</td>
<td>12</td>
<td>14%</td>
</tr>
<tr>
<td>3</td>
<td>30-50 million m²</td>
<td>17</td>
<td>20%</td>
</tr>
<tr>
<td>4</td>
<td>10-30 million m²</td>
<td>33</td>
<td>39%</td>
</tr>
<tr>
<td>5</td>
<td>&lt;10 million m²</td>
<td>18</td>
<td>21%</td>
</tr>
</tbody>
</table>
Therefore, it is hard to equip every end user with smart meters and local controller. How to establish effective management and control system with just necessary amount of the devices is of great value to be investigated.

In this study, we investigate the possible factors that would restrict the arrangement of the smart meters for the data collection and the system control. A case study model was built by Modelica. Parametric analyses were performed on the metering time step, the installation location in the network, and the selection of the appropriate consumer for the representative indoor temperature as feedback signal. Moreover, a data-driven method of the indoor temperature forecast was developed. The method was applied to improve the heating control for four case communities, and the energy saving performances in practice were demonstrated.

2. METHODOLOGY

2.1 Modelica model for the parametric analyses

In order to investigate the impact from different parameters of the data collection and processing on the DH digitalization, this study establishes a Modelica model for conducting the parametric analyses. The model include the primary side, the distribution network, and the residential multi-storey building as the demand side. The building and the heat supply are connected by the indirect form with the heat exchanger. The properties of the building envelope follow the standard of the “Thermal design code for civil building”[5] and “Design standard for energy efficiency of residential buildings in severe cold and cold zones”[6]. The reference design heat load is shown in Table 2:

<table>
<thead>
<tr>
<th>Design outdoor T for heating [°C]</th>
<th>Heating duration [days]</th>
<th>Accumulated heat load [kW·h/(m²·year)]</th>
<th>Total supplied heat [kW·h/(m²·year)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-9</td>
<td>125</td>
<td>30.4</td>
<td>37.5</td>
</tr>
</tbody>
</table>

According to the actual condition, the primary side and secondary side are indirectly connected. The supply/return temperatures of the primary and secondary sides are 95/70°C and 45/35°C respectively. The weather compensation is considered to regulate the primary side supply temperature. Correspondingly, the flowrate on the secondary side is adjusted according to the changes on the primary side.

<table>
<thead>
<tr>
<th>Outdoor temperature [°C]</th>
<th>-10~5</th>
<th>-5~0</th>
<th>0~5</th>
<th>5~10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flowrate (kg/h·m²)</td>
<td>3.0</td>
<td>2.8</td>
<td>2.6</td>
<td>2.4</td>
</tr>
</tbody>
</table>

The baseline DH system is built by the Modelica language. The schematic diagram of the system is shown in the following figure.

![Modelica model of the baseline heating system](image1.png)
The parametric analyses such as the time step, the location of the sensors, can be conducted by changing the component properties and the simulation settings.

2.2 Parametric investigations of the data collection and processing of digitalized DH system

2.2.1 Impact of the time step

The time step of the smart meters is of great importance for the control of the digitalized DH system. The small enough time step is helpful to identify the fluctuation in the system, while too small time step might catch the meaningless oscillation and result in redundant computation cost. The investigation of the time-step impact has been carried out regarding the electric load calculation, and found that the maximal power rate measured with the time step of 10 min is 6 times as much as that with the time step of 1 hour, while the minimal power rate is half of that of the 1-hour time step measurement[7].

In terms of the large scale DH network, the mismatch between the time step of the data collection and the transportation time of the heating media is of great importance for the control precision. Therefore, we performed parametric simulations of the primary supply temperature and transient flowrate by seven time lengths, including 4 hours, 2 hours, 1 hour, 30 min, 15 min, 5 min, 2 min, so that to quantify the differences.

2.2.2 Impact of the sensor location in the network

For large scale DH network, it is hard to install the sensor to every heat consumer, therefore, in most cases, the sensor is equipped at the heating entrance. However, such arrangement might result in the deviation of the DH supply properties along the distribution line. The deviation can be significant if the end user is far from the heat entrance. In order to investigate the of the sensor location in the DH network, the distances of 100 m, 500 m, 1000 m, and 2000m are tested by the models. The flowrate of the supply water is assumed to 1 m/s concerning the general operation, the heat conductivity was assumed to 0.0387 W/(m·K), and the simulation time step was set to 30 min.

2.2.3 Impact of the temperature feedback

As an important element for the automatic control, the feedback signal from the consumer side needs to be implemented as the input to the controller. In general, the indoor temperature is most widely used the feedback variable. However, for large scale DH network, it is complicated and costly to install the temperature sensors in every end consumer side. Therefore, most DH companies use the representative demand side temperature for simplification. It means, several consumers on the special locations are selected as the representative consumer, and the mean value of their indoor temperatures is utilized as the feedback signal. Such strategy is feasible for the cases that the operation principal is to guarantee the minimal indoor temperature. For example, in China, the DH regulation requires the indoor temperature to be at least 18 °C. So the consumers at the most severe locations, such as the top floor, the bottom floor, and the corner, are usually selected as the critical consumer for estimating the representative temperature. However, such estimation cannot demonstrate the actual indoor temperature in all relevant consumers, and it is possible to result in over heating or insufficient heating. Thus, we investigate the impact from the different estimation of the representative temperature on the actual amount of heat supply. The corner consumer with three external envelopes (04) and the middle consumer with only one external envelope (02) are chosen for comparison. The indoor temperature measurements of the flat 04 and flat 02, as well as the weighted temperature are applied as the input to the DH model. The corresponding flowrates and overall supply heat are simulated and compared.

![Floor plan of the measured case study](image)

Figure 2 Floor plan of the measured case study

2.3 Estimation of indoor temperature with Multilayer Perceptron

Multilayer Perceptron (MLP) is one kind of artificial neural network (ANN), which can be used for forecast for different
pursposes in the building energy field based on historical data. In order to minimize the installation of temperature sensors in the demand side and reduce the corresponding expenses, we investigate the possibility of estimating the indoor temperature by MLP with the measurements of the other parameters, such as the weather, the physical information of the building, the occupancy and etc. The architecture of the MLP estimation model for the indoor temperature is shown in Figure 3.

![Figure 3 Architecture of the MLP model for the indoor temperature estimation](image)

Four sets of input data are considered. Dat_1 represents the measured data from the primary side including the DH substation, such as the supply water temperature (T_sup_sec), the return water temperature (T_ret_sec), the supplied heat (Q_sup), the flowrate (Fl_sec). Dat_2 represents for the climate data, which plays an important role in the final heat consumption. Dat_2 includes the outdoor dry bulb temperature (T_out), the wind speed and direction (V_wind) and the solar radiation (I_sor). Dat_3 are basically physical information of the heated building, such as the heating area (A_area), the floor level (i_floor) and the orientation (D_direc). Dat_4 are the characteristic information of the heat consumer, such as the neighbors uses/ not uses heating.

### 3. RESULTS

#### 3.1 Simulated system performances with different time step

The same case study model was repeated by only regulating the settings of the time step. The comparisons of the crucial parameters are shown in the following figures.

![Figure 4a Maximal heat supply with different time steps](image)

![Figure 5b Maximal DH supply T with different time steps](image)

It is significant that the finer time step can capture more variated features of the parameters. While the computation cost also surges with the shorter sampling period, it is important to find the trade off time step with sufficient accuracy and fast simulation speed. From Fig 4a, the two curves of the heating energy reach the elbow at the time step of 1 hour and 30 min. Afterwards, neither the transient heating power nor the accumulated heating energy change insignificantly. Similarly, in terms of the maximal supply temperature which is affected by the weather compensation and the heat demand, the simulated values with the time step greater than 1 hour are apparently smaller compared to those with shorter time steps. It is because
the transient maximal temperature is efficiently even out by the longer sampling duration, which sometimes results in dropout of the necessary feature and insufficient dimension of the heat supply facilities. Based on the comparison results, the optimal time step can be 1 hour or 30 minutes.

3.2 Comparison of different meter locations in the network

By simulating the meter located by the distances of 100m, 500m, 1000m and 2000m away from the heat distributor site (either directly from the heat plant or from the DH substation), the results of the simulated secondary side supply temperatures are shown in the following figure.

![Figure 6 Supply temperature variations](image)

Due to the weather compensation settings, the secondary supply temperature correlates to the outdoor temperature strongly. Along with the decrease of the outdoor temperature, the sensor located farthest from the heat distributor requires the highest temperature to maintain the same level indoor temperature. It means, when the scale of the heat demand side is large, the proper location of the feedback sensor in the network is important. Too close distance might result in insufficient heating for the rest of the heat consumers, while too far distance can result in overheating for the heat consumers before the sensor in the same distribution line.

3.3 Comparison of different meter locations for the representative room temperature

Long-term performance was performed in the case building. The weather data and the actual indoor temperature measurements of a whole heating season from 2020/11/1-2021/4/1 were used as the input to model. By varying the different indoor temperature measurements as the feedback to the heat supply, the corresponding heating consumption of the whole building was simulated. Consequently, the impact of using the representative temperatures by different locations can be characterized by comparing the total heat supplied and the operation temperatures. Figure 7 and Figure 8 illustrate the results of using three different representative temperatures mentioned above as the feedback for control.

![Figure 7](image)
![Figure 8](image)

(a) Representative temperature from the corner consumer  
(b) Representative temperature from the middle consumer
In general, the thermostat maintains the indoor temperature above the setpoint by regulating the heat supply valve. The lower the feedback of the representative indoor temperature, the more heat is required to be supplied. From Figure 7, the required supply temperatures are higher than the other two scenarios. The reason is because the corner consumer theoretically requires more heat to maintain the same indoor temperature levels due to the more heat loss from the envelope. While for the scenario that uses the representative temperature from the middle consumer, the supply temperature levels are the lowest. However, the feedback from either the corner consumer or the middle consumer can result in overestimate or underestimate of the actual heat demand of other consumers who share the same distribution line. The effective weighted mean representative temperature is helpful to alleviate such deviation. As shown in Figure 7c, the DH supply temperature levels are between those of the side corner and middle corner, and are more stable. The comparisons of the energy consumptions of different scenarios are shown in

![Figure 8 Energy consumption using different representative temperature as feedback](image)

Taking the corner consumer scenarios as the reference, the middle scenario consumes the least energy to maintain the same indoor temperature settings, which only accounts for 75% of the corner scenario. However, such operation is risky to induce insufficient heat supply to other consumers. While the weighted mean scenario reduces the 13% energy consumption compared to the corner consumer scenario, but the supply safety as well as the stability are guaranteed.

3.4 data-driven forecast of the indoor temperature and the system improvement

The MLP model was applied to predict the indoor temperature for one month period, which was from 2nd Feb 2022 to 2nd Apr. 2022. The results of the prediction is shown in Figure 9 together with the measurements. It can be seen that the two curves are close to each other.
Figure 9 MLP prediction of the indoor temperature

From the error analysis in Table 4, the error between the prediction and the measurements are tiny. While the $R^2$ value is close to 1, which means the shape of the prediction curve is similar to the measured temperature curve. Therefore, it is reliable to use the predicted indoor temperature as the feedback signal for the control of the DH supply.

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP model</td>
<td>0.62</td>
<td>0.79</td>
<td>0.50</td>
<td>0.88</td>
</tr>
</tbody>
</table>

We have applied the proposed indoor temperature forecast method to improve the DH supply in four case residential communities in Tianjin, the results are shown in the following table.

<table>
<thead>
<tr>
<th>Number</th>
<th>Period</th>
<th>Heating Area ($10^4 \text{ m}^2$)</th>
<th>Energy Saving Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5th Mar-31st Mar</td>
<td>7.5</td>
<td>12.14%</td>
</tr>
<tr>
<td>2</td>
<td>5th Mar-31st Mar</td>
<td>7.8</td>
<td>19.18%</td>
</tr>
<tr>
<td>3</td>
<td>5th Mar-31st Mar</td>
<td>6.25</td>
<td>6.64%</td>
</tr>
<tr>
<td>4</td>
<td>25th Jan – 31st Mar</td>
<td>4.3</td>
<td>3.86%</td>
</tr>
</tbody>
</table>

The energy saving ratio by using the MLP indoor temperature forecast as feedback ranges from 3.86-19.18% during the test period, which proves the efficacy of the DH digitalization method. Case4 shows relatively less energy savings compared to the other cases. The reason is due to the large vacancy rate of the case building.

4. CONCLUSION

In this study, we investigate the possible factors that would affection the installation of the smart meters for the digitalization of large scale DH in China. A Modelica model of a case DH system was established for the parametric analyses. The main conclusion of the study can be drawn as follows:

1. Comparing 7 different lengths of time steps of the data acquisition, 30 minutes and 1hour are found to be sufficient to capture the significant behavior of the DH dynamics.
2. The locations of the heat meters in the network needs to be well planned, especially for the large scale network, otherwise overheating or underheating would occur.
3. Applying the representative indoor temperature from the corner consumer as the feedback signal to the DH supply would probably leads to overheating to other consumers that share the same distribution line, while representative indoor temperature from the middle consumer would leads to opposite results. Considering both the comfort and energy consumption, the weighted indoor temperature is recommended.
4. The MLP forecast of the indoor temperature can predict the indoor temperature with small error, and it helps to reduce up to 19.18% of the heating energy in the cases in Tianjin.
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ABSTRACT

80% of China's urban building heat demand is provided by the district heating systems. The rapid development of digital district heating in China has solved the problems of low heating efficiency and low user comfort to some extent. This paper analyzes and studies the operation control strategy of a digital geothermal cascade utilization heating system in Tianjin. The system is divided into high and low zones for heating, with the supply and return water temperatures of 70/50 ℃ and 45/35 ℃ respectively. The heating forms of users in high and low zones are radiators and radiant panels, which use the geothermal water for heating directly. In case of the insufficient heat supply, the users in low zones also use heat pump to heat up the geothermal water, with a three-way valve regulating the proportion of direct heating and indirect heating. This study built the digital simulation model of geothermal cascade utilization heating system by Modelica. The model is calibrated based on the collected power, flow, temperature and pressure data of each equipment from the case study. The combined optimal values of the geothermal water flow, the opening of the three-way valve, the outlet temperature and operating number of the heat pumps were optimized by Genopt, so to maximize the energy utilization efficiency of the cascade heating system. The results show that the optimized operation control strategy can save energy and improve the utilization rate of geothermal water compared with the original strategy.

Keywords: Geothermal energy, Cascade utilization, Operation strategy, Model simulation

1. INTRODUCTION

All activities in human society are inseparable from energy. Currently, building sector accounts for nearly 40% of the world's annual energy consumption and 40% of the total direct and indirect carbon dioxide emissions [1]. The increase in global greenhouse gas emissions has led to a series of environmental problems such as the climate change. Therefore, it is necessary to improve the energy efficiency in building energy supply system.

District heating supplies heat to large regions by one or more energy stations. Compared with decentralized heating, district heating can adopt some environment-friendly and efficient large-scale equipment. The heat source is centrally dispatched according to user demand and aggregate the low-grade heat that would be otherwise wasted, so to effectively improve the energy utilization. District heating systems has provided heat for 80% of urban buildings in China [2]. Despite the rapid development of China's heating industry, the overall efficiency of district heating systems is relatively low, which is reflected by unnecessarily wasting a large amount of energy to ensure indoor comfort [3]. With the development of science and technology, the emergence of digital district heating has played an important role in solving this problem. A grey-box model of end-users of large-scale district heating networks is developed, which is scale-free and suitable for district heating real-time control [4].

The geothermal cascade utilization heating system utilizes the heat of geothermal fluids by several stages to meet the temperature requirements of different heat exchange equipment, ensuring that the geothermal tail water temperature is within a reasonable range so as to avoid serious environmental pollution to the ground. Wu et al. [5] studied the performance impact of changing different parameters on geothermal cascade utilization heating systems, and conducted economic analysis and multi-objective optimization based on the TOPSIS decision-making method. Although geothermal cascade utilization systems can reduce carbon dioxide emissions and effectively reduce energy costs, the maximization of the systems’ energy-saving potential can only be achieved by adopting appropriate operating strategies. In the existing research, Ref. [6] determines the water supply temperature from the perspective of ensuring users’ thermal demand when analyzing the operation strategy of geothermal cascade utilization heating systems. The energy saving potential was not
completely reached since the impact of optimizing water supply temperature from the heat source side was not considered. To achieve the maximal energy-saving in geothermal cascade utilization heating systems, it is necessary to evaluate various operating strategies of the system with sufficient historical data, and finally characterize the optimal operating strategy. However, the data acquisition of actual engineering is difficult because of the lack of sufficient material and financial resources, and may be constrained by time and space. Therefore, the development of the accurate digital simulation systems is essential. The purpose of this study is to develop and establish a virtual digital simulation model based on the actual cascade geothermal heating system. Multi-scenario simulation is conducted, the system performances are analyzed and evaluated by different operating strategies, which is helpful to provide effective methodology of optimizing the operation strategies for practical engineering.

2. SYSTEM DESCRIPTION

This article selects the geothermal cascade utilization heating system (GCUHS) of a residential community in Tianjin as the reference case. The system layout is shown Figure 1, which includes the centralized energy station, heat exchange station and heat inlet. The heat exchange station is equipped with the plate heat exchangers for secondary heating. The total heating area supplied by the system is about 400000 square meters.

<table>
<thead>
<tr>
<th>Table 1. The parameters of main equipment in the GCUHS.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Heating capacity (kW)</strong></td>
</tr>
<tr>
<td>Primary PHE</td>
</tr>
<tr>
<td>Secondary PHE</td>
</tr>
<tr>
<td>Tertiary PHE</td>
</tr>
<tr>
<td>Quaternary PHE</td>
</tr>
<tr>
<td>Heat Pump1</td>
</tr>
<tr>
<td>Heat Pump2</td>
</tr>
<tr>
<td>Deep Well Pump</td>
</tr>
<tr>
<td>Pump1</td>
</tr>
<tr>
<td>Pump2</td>
</tr>
<tr>
<td>Pump3</td>
</tr>
<tr>
<td>Pump4</td>
</tr>
<tr>
<td>Pump5</td>
</tr>
<tr>
<td>Pump6</td>
</tr>
</tbody>
</table>

**Figure 1.** System flowchart of GCUHS
The heat source of this system is the geothermal water with a temperature around 80 °C. The cascade utilization of geothermal water is achieved through the series connection of four stage plate heat exchangers. According to the different water supply temperatures, it can be divided into high zones and low zones for heating. The high zones for heating include annexes and office buildings, with a designed supply and return water temperature of 70/50 °C and a designed heat load of 2450kW. The heating terminals of the users in high zones are radiators. The heat is supplied directly from the geothermal water through the primary plate heat exchanger. The low zones for heating include the commercial and residential buildings radiant heating from the radiation panels. The design supply and return water temperature is 45/35 °C and the design heat load is 8913kW. In case of the insufficient heat supply, the users in low zones also use the heat pump to heat up the geothermal water, with a three-way valve regulating the proportion of direct heating and indirect heating. The main equipment parameters of GCUHS are shown in Table 1.

3. METHODOLOGY

The purpose of this study is to establish a digital simulation model to simulate the operating states of thermal, hydraulic, and electrical parameters of the geothermal cascade utilization heating system under different operating conditions, so to find the optimal operating strategies to maximize energy savings. The overview of the entire research process is shown in Figure 2. The following sections are arranged according to the steps of this methodology.

3.1. Modeling and simulation

The digital simulation model of the geothermal cascade utilization heating system is constructed using the Modelica language of the Dymola platform. Modelica is a special language for describing physical systems. It adopts graphical object-oriented modeling, which can span different fields and disciplines and easily realize the unified modeling of complex systems. Modelica's modeling libraries are very large, including both the Standard Library for basic modeling and the Building Library specially developed for HVAC systems, which is convenient to use in modeling and simulation.

Hierarchical modeling is to decompose the modeling problems of multiple inputs and outputs into a series of modeling problems of single input and multiple outputs. The Dymola platform provides great convenience for hierarchical modeling. When the system structure is relatively complex, hierarchical modeling can make the model structure clearer, which is conducive to quickly identifying and resolving errors in the modeling process. Due to the existence of a large number of device models in the Building Library, the modeling process mainly starts from the device layer. The overall system construction plan is divided into three stages: the first stage is the selection and improvement of device models, and the control logic of the device layer is designed. The second stage is the connection of various devices in a single loop, as well as the design of loop layer control logic. The third stage is to construct a complete digital simulation model of the cascade geothermal heating system through the connection of various loops and the design of the overall control strategy, as shown in Figure 3.
3.2. Model calibration

The model calibration is the process of reducing model uncertainty by comparing the predicted output of the model under specific conditions with measured data under the same conditions. Due to the impact of changes in equipment performance during design, construction, and operation, if the parameters in the model are only defined based on the sample data of the equipment during modeling, there will be a significant deviation between the simulation results and the actual system operation results. Therefore, it is necessary to calibrate the simulation model through the actual operating data of the system to improve the accuracy of the simulation model.

In fact, calibration can be understood as an optimization process that continuously optimizes parameter values to calibrate the model. The calibration method adopts an optimization method based on the joint simulation of Dymola and Genopt. In the Genopt optimization program, a set of initial values of model parameters are customized, and the boundary of the simulation model is built using the measured data. The optimization algorithm continuously optimizes and inputs the optimized calibration values into the model for calculation until the difference between the measured and simulated values is minimized.

There are different stopping criteria for calibrating different objects in digital simulation models. In terms of energy consumption, the normalized mean bias error (NMBE) is used for evaluation:

$$NMBE = \frac{\sum_{i=1}^{n} (m_i - s_i)}{\sum_{i=1}^{n} m_i} \cdot 100\%$$  \hspace{1cm} (1)

Due to NMBE being a relative error indicator, errors may be offset when calculating temperature. Therefore, the root mean square error (RMSE) is used for evaluation in terms of temperature:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{n} (m_i - s_i)^2}{n}}$$  \hspace{1cm} (2)

In addition, relying solely on error indicators is not sufficient to fully demonstrate the consistency between simulation results and actual results. It is also necessary to evaluate the similarity between the simulation result curve and the actual result curve through the square of the Pearson correlation coefficient ($R^2$):

$$R^2 = \left( \frac{\sum_{i=1}^{n} (m_i - \overline{m}) \cdot (s_i - \overline{s}) \cdot \sum_{i=1}^{n} (m_i - \overline{m})^2 \cdot \sum_{i=1}^{n} (s_i - \overline{s})^2}{\sum_{i=1}^{n} (m_i - \overline{m})^2 \cdot \sum_{i=1}^{n} (s_i - \overline{s})^2} \right)^2$$  \hspace{1cm} (3)

Where:
- $\overline{m}$: the mean of measured values
- $\overline{s}$: the mean of simulated values
- $m_i$: the measured value
- $s_i$: the simulated value
- $n$: the number of data points

The recommended hourly level values for the above indicators are given in ASHRAE Guidelines 14[7], as shown in Table 2. When the calculated evaluation indicators are within the allowable range, it is considered that the model calibration work has been completed.

<table>
<thead>
<tr>
<th>Table 2. Recommended error range for calibration errors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hourly criteria</strong></td>
</tr>
<tr>
<td>NMBE</td>
</tr>
<tr>
<td>RMSE</td>
</tr>
<tr>
<td>$R^2$</td>
</tr>
</tbody>
</table>

3.3. Strategy optimization

This study selected four variables as optimization variables: geothermal water flow rate, the opening of the three-way valve, the outlet temperature and operating number of the heat pumps. First of all, the flow rate of geothermal water not only affects the energy consumption of the deep well pump, but also affects the utilization rate of geothermal energy, so it is necessary to optimize the flow rate of geothermal water under different working conditions. Secondly, the opening of the three-way valve determines the distribution ratio of flow between secondary PHE and tertiary PHE, namely the ratio of direct heating by geothermal water and indirect heating by heat pumps, thereby affecting the energy consumption of the
geothermal cascade heating system. Finally, heat pumps are the main power equipment of the geothermal cascade heating system, responsible for the majority of the energy consumption of the entire system. Optimizing the outlet temperature and operating number of heat pumps under different operating conditions can maximize the energy-saving potential of the system.

For the geothermal cascade utilization heating system in this study, the main energy consumption comes from heat pumps and water pumps. The cumulative time-varying total power consumption can be expressed as:

$$ P_{tot}(t) = \sum_{i=1}^{3} (P_{hp,i}(t) + P_{comp,i}(t) + P_{evap,i}(t)) + \sum_{j=1}^{3} P_{pri,j}(t) + \sum_{k=1}^{4} P_{secp,k}(t) + P_{dwp}(t) \tag{4} $$

Where:

- $P_{tot}$: Total power consumption (kW)
- $P_{hp,i}$: Power of heat pump (kW)
- $P_{comp,i}$: Power of condenser water pump (kW)
- $P_{evap,i}$: Power of evaporator water pump (kW)
- $P_{pri,j}$: Power of primary loop pump (kW)
- $P_{secp,k}$: Power of secondary loop pump (kW)
- $P_{dwp}$: Power of deep well pump (kW)

As mentioned earlier, the purpose of this study is to minimize the energy consumption of the geothermal cascade heating system. The objective function for this optimization problem is:

$$ J = \min \left( \int_{t_0}^{t_0+\Delta t} P_{tot}(t) dt + \mu \cdot \max(0,\Delta\theta)^2 \right) $$

$$ = \min \left( \int_{t_0}^{t_0+\Delta t} f(N_{hp}, N_{pri}, N_{secp}, T_{hpw, set}, T_{w, sup}, Q_{load}) dt + \mu \left( \max \left(0, \int_{t_0}^{t_0+\Delta t} (T_{re} - T_{re, lim}) dt \right) \right)^2 \right) \tag{5} $$

Where:

- $\mu$: Penalty coefficient
- $\Delta\theta$: Penalty function
- $N_{hp}$: Operating number of heat pumps
- $N_{pri}$: Operating number of primary pumps
- $N_{secp}$: Operating number of secondary pumps
- $T_{hpw, set}$: Outlet temperature set point of heat pumps (°C)
- $T_{w, sup}$: Supply water temperature of terminals (°C)
- $Q_{load}$: Heat load (kW)
- $T_{re}$: Secondary loop returned water temperature (°C)
- $T_{re, lim}$: Lower limit value of secondary loop returned water temperature (°C)

In this study, the thermal load is used as the boundary of the optimization. The static optimization method is used to optimize and calculate in the time section of a single working condition, obtaining the optimal set point value during this time period. Compared with dynamic optimization that considers the temporal changes of working conditions, static optimization is beneficial for reducing optimization time and difficulty. In addition, the thermal inertia of buildings ensures that using static optimization methods in a short period of time does not result in significant errors.

The implementation of the optimization framework involves calling Genopt and using the built-in GPS-PSO algorithm to find the optimal value of the optimization variables. Afterwards, the relationship between the optimization results and other variables are analyzed, so as to summarize rules for engineering embedding.

4. RESULTS

4.1. Calibration results

The electric power, flow rate, temperature and pressure data of each equipment during the heating season in 2022-2023 were collected in a 5-minute step. The data from January to February were selected for model calibration. The calibration results of some equipment is shown in Figure 4-6. Ideally, if the results of the simulation model can perfectly match the measured data, the resulting cloud of points will form a 45° behavior line. As can be seen from Figure 4-6, the results of the calibration model are concentrated near the 45° line and show small dispersion. Therefore, the results indicate that the constructed digital simulation model can well reflect the actual behavior of the geothermal cascade utilization heating system.
4.2. Optimization results

The calibrated model can be used for full operating condition simulation of the geothermal cascade utilization heating systems. This article optimizes the operating strategies for load rates of 25%, 50%, 75%, and 100% respectively. From Figure 7, it can be seen that the total energy consumption of the system after optimization is lower than that before optimization, with a maximum energy saving rate of 15% and an average energy saving rate of 7.14%. Taking the working condition at the load rate of 50% as an example to analyze the reasons of energy savings, where heat pumps account for 60% of the contribution to energy conservation. This is because only one heat pump is turned on before optimization, with the heat pump’s partial load rate of 90%. After optimization, two heat pumps are turned on. Due to the same type of heat pumps, the partial load rate of each heat pump is 45%. As can be seen from Figure 8, heat pumps have better COP after
optimization, thus resulting in energy conservation.

Figure 7. Comparison of energy consumption before and after optimization

Figure 8. Heat pump coefficient of performance (COP) vs part load ratio (PLR) in the case study

In addition, the utilization efficiency of geothermal energy is used to evaluate the utilization effect of geothermal energy, which is defined as:

$$\varepsilon = \frac{t_g - t_h}{t_g - t_{h,d}}$$  \hspace{1cm} (6)

Where:
\(\varepsilon\): Utilization efficiency of geothermal energy
\(t_g\): Outlet temperature of geothermal water (℃)
\(t_h\): Reinjection temperature of geothermal water (℃)
\(t_{h,d}\): Design reinjection temperature of geothermal water (℃)

Figure 9. Comparison of reinjection temperature before and after optimization
After optimization, the average utilization efficiency of geothermal energy has increased from 66% to 70%.

5. CONCLUSION

This article takes a geothermal cascade utilization heating system in Tianjin as a case study, builds a digital simulation model and calibrates the model to conduct research on the optimization of operation strategies. The optimal set point values of geothermal water flow rate, the opening of the three-way valve, the outlet temperature and operating number of the heat pumps under different operating conditions constitute the optimal operation strategy of the system. Compared with the original strategy, the optimized operation strategy can save energy and improve the utilization efficiency of geothermal energy.

Some equipment is not able to perform calibration work due to the lack of actual operating data, which may have some deviation from the actual system. In future work, model calibration work can be further carried out by collecting more measured data.
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ABSTRACT

Both the intelligent energy system defined by 4GDH and 5GDH, and the construction of smart cities proposed in China's 14th Five-Year Plan have demanded the transformation of traditional heat supply to intelligent and digital heat supply, and building heat load prediction is one of its basic functions. In this paper, the heat load of the building complex under the group substation is predicted by the subspace identification method, and the prediction results of the heat load and the average indoor temperature are verified using a group substation in a district of Harbin city as an example, and the dependence of the model on historical data in the short-term and medium-term prediction is discussed. The results show that the larger the training sample size the better the prediction results, but the improvement will be limited after the sample size reaches a certain scale; the difference between the MAPE (mean absolute percentage error) values of medium-term and short-term heat load prediction is 0.20%, and the difference between the RSME (root mean square error) values is 0.0401 MW, i.e., the length of the training period is less significant on the heat load prediction results; the optimal rolling periods for short-term and medium-term prediction in this case are 48–72h, 26–30d.

Keywords: Heating system, Heat load prediction, Group substation, State space model, Subspace identification

1. INTRODUCTION

With the development of renewable energy and intelligent management technology, Danish scholars Lund[1] et al. defined the concept of the 4GDH (4th generation district heating) system and proposed the intelligent energy system, and then the 5GDH (5th generation district heating) system continued the goal of the smart urban energy system[2]. In China's 14th Five-Year Plan, the construction of smart cities has been included in the important tasks and targets of national economic and social development, and the development requirements of improving energy utilization efficiency and realizing low-carbon heating and clean heating have been put forward for the heating industry, and the traditional heating has ushered in a critical period of transformation to smart digital heating. Heilongjiang Province, Hebei Province, and Beijing Municipality have successively introduced local construction standards for smart heating, which have gradually radiated to the whole country. In the process of digitalization of heat supply realization, building heat load prediction is one of the basic functions. Only with more accurate prediction of heat load in hourly, daily, and weekly cycles can the heating parameters be actively adjusted in various parts of the heating system to adapt to the changing patterns of heat load, thus realizing intelligent operation of the heating system.

Prediction models are mainly classified into white box models[3], black box models[4], and gray box models[5]. The white box model is a forward modeling method with a clear explanation of the load generation process[6], but due to the complexity of the load generation process, the large number of assumptions and idealization in the modeling process makes the model easy to mismatch with the actual situation[7]; the black box model is built without acquiring the physical characteristics of the system, and the model can be calibrated by historical data to obtain high prediction accuracy, but its disadvantage is also that it relies too much on historical data, and its ability to cope with abnormal operating conditions and generalization is poor[8]; while the gray box model combines the white box model with the black box model, which has the advantages of both, and can not only explain the process of load generation, but also correct the model through historical data[9].

At present, the gray box model has been widely used by domestic and foreign scholars to predict building heat load. For example, Ding[10], Wang[11], Berthou[12], and Bumel[13] used the resistive capacity model (RC model) to establish a gray box prediction model for building heat load, which is also a common building heat load prediction model[14]. In addition, there are also studies on predicting building heat load using or improving the RC model. Wei[15] et al. proposed a two-step identification method based on the RC model with reasonable identification of the thermal characteristics of the building
with higher accuracy compared with the results of the conventional RC model. Cui\cite{16} et al. used an improved RC model to predict the average temperature of each floor of a freestanding two-story house. The results obtained have acceptable accuracy. Lv\cite{17} et al. modeled the thermal zone system using RC model and reduced the thermal zone energy consumption by 22% and improved indoor comfort by updating the model parameters weekly. Cholewa\cite{18} et al. proposed a widely applicable and simple short-term thermal load prediction method based on the energy model of the building, which helps to reduce the building heating energy consumption. Asgar\cite{19} et al. developed a gray box model by combining machine learning with physical processes to predict server temperature, which exhibited better performance compared to traditional zone temperature prediction models and advanced black box models based on nonlinear autoregressive exogenous models. Hu\cite{20} et al. proposed an improved gray box room thermal model to study the demand response of residential air conditioning in Hong Kong potential, which can be integrated into a smart home energy management system to control energy consumption. Thilker\cite{21} et al. proposed a nonlinear gray box model based on stochastic differential equations to accurately predict indoor air temperature, return water temperature, and heat load in a school building, which can serve to control indoor air temperature or provide flexibility. Based on the RC model, a state-space model is established through the physical structure to conveniently describe the multidimensional system. Based on the state-space description of linear invariant systems in modern automatic control theory, Jiang Y.\cite{22} from Tsinghua University proposed to introduce the state-space approach into the simulation of dynamic thermal processes in buildings and established the dynamic thermal process model of buildings with the state space model as the core algorithm.

Identification and prediction with subspace identification method have been widely used in the field of control. This method does not require parameterization and is suitable for MIMO (multiple-input multiple-output) system identification, which has the advantages of good stability and robustness\cite{23}. The common three-subspace identification methods are CVA (canonical variate analysis)\cite{24}, MOESP (multivariable output-error state space)\cite{25} and N4SID (numerical algorithms for subspace state space system identification)\cite{26}, where CVA is established based on statistical theory and MOESP and N4SID are proposed based on linear algebra and ensembles. Overschee and Moor\cite{27} introduced the unification theorem and proposed that state sequences can be derived using orthogonal and oblique projections, and then using least squares method to find the system matrix. Some scholars applied the subspace discrimination method to predict the residuals of neural network models\cite{28} and to identify the model parameters after reconfiguring the displacement\cite{29}, etc. In the field of heating, some scholars also used the subspace discrimination method to predict and verify the secondary network return water temperature of a heat station in Tianjin\cite{30}.

Research on building heat load prediction have shown that the state-space model is a favorable form to describe the multidimensional system of building thermal processes and is also the basic model that fits the subspace discrimination. Therefore, this paper establishes the research idea of estimating model parameters based on the state-space model of building thermal processes and using subspace discrimination methods to predict heat load. In addition, due to the high degree of residential agglomeration in China and the distribution conditions of the control equipment, the heating regulation is mostly performed at group substations, so this paper takes the building complex covered by group substation as the research object. The applicability of the method is discussed through the application in a group substation in Harbin city, error analysis of the prediction results and the dependence study of historical data.

2. METHOD

2.1. Framework

In this paper, the state space model describing the thermal process of the building is used as the base model, and the historical data of heat supply and indoor and outdoor temperature of the group substation are used to identify the parameters to be determined in the state space model by the N4SID subspace identification method, and the heat load prediction model of the building complex is formed based on the identified parameters, and research the training strategy and prediction duration, and the error analysis is performed to obtain the dependence of the heat load prediction results on the historical heat supply data. The research framework is shown in Figure 1.

![Figure 1. Research frame diagram](image-url)
2.2. State Space Model

In view of the large number of buildings under the jurisdiction of the group substation, and the historical data from the parameters monitored in the group substation and a small number of indoor air temperature measurement points, the group of buildings under the jurisdiction of the group substation are considered as an equivalent building, and the state space model consisting of a single mass point is used to describe the thermal processes of the group of buildings, as follows:

\[
I \frac{dt_m}{d\tau} = Q + W(t_{\text{out}} - t_m)
\]  
(1)

Where \( I \) is the heat capacity of the building complex, including the heat capacity of indoor air, envelope structure and household equipment, etc., \( J/K; t_m \) is the average indoor temperature of the building complex, °C; \( \tau \) is time, s; \( Q \) is the heat supply per unit time of the building complex, W; \( t_{\text{out}} \) is the outdoor temperature, °C; \( W \) is the net heat loss per unit time of the building complex under the unit temperature difference between indoor and outdoor, including heat transfer from the envelope structure, heat consumption by cold air infiltration and heat gain from solar radiation, etc., W.

The equivalent building heat load is calculated based on the indoor-outdoor temperature difference, as follows:

\[
H = h_i(t_m - t_{\text{out}})
\]  
(2)

Where \( H \) is the heat load of buildings, W; \( h_i \) is the heat load of a building complex per temperature difference between indoor and outdoor, W/K.

Let \( t_m \) be the state variable \( x \), \([H_i t_{\text{out}}]\) be the input variable \( u \), \( H \) be the output variable \( y \), the above equations describing indoor temperature change and building heat load are written in the form of a state space model, as follows:

\[
\begin{align*}
\dot{x} &= A_x x + B_x u \\
y &= C_x x + D_x u
\end{align*}
\]  
(3)

Where \( A_x = -\frac{W}{I} \), \( B_x = \begin{bmatrix} 1 & W \\ -I & I \end{bmatrix} \). \( C_x = h_i \), \( D_x = \begin{bmatrix} 0 & -h_i \end{bmatrix} \) are coefficient matrix, where \( W, I \) as well as \( h_i \) can be obtained from the coefficient matrix above.

This model is a continuous state space model in a multiple-input single-output system, which needs to be discretized and then identified by a subspace identification method\(^{[27]}\), so the above model is discretized using Euler's method to obtain the following equation:

\[
\begin{align*}
x(k+1) &= Ax(k) + Bu(k) \\
y(k+1) &= Cx(k+1) + Du(k+1)
\end{align*}
\]  
(4)

Where \( A = E + TA_x \), \( B = TB_x \), \( C = C_x \), \( D = D_x \); \( T \) is the sampling period; \( E \) is the unit matrix; \( k \) is the current moment, \( (k+1) \) is the predicted future moment; and the prediction duration \( t = T \).

2.3. Subspace Identification Method

Different state variables can be transformed with non-singular linear transformations\(^{[32]}\), and according to this property and the state space model (4), the historical time-series data of input \( u \) and output \( y \) are used as known quantities, including: heat supply per unit time of the building complex \( Q \), outdoor temperature \( t_{\text{out}} \), and heat load of the building complex \( H \). The coefficient matrix characterizing the equivalent building thermal process and building heat transfer is identified in the following steps:

1) Reconstruct the state space model (4) based on the state space model (5), where the state variable \( x' \) is the identification state variable of the reconstructed model and the system output \( y' \) is the average indoor temperature and heat load of the building complex, i.e. \( y' = [x' y']^T \), as follows:

\[
\begin{align*}
\dot{x'}(k+1) &= A_x x'(k) + B_x u(k) \\
y'(k+1) &= C_x x'(k+1) + D_x u(k+1)
\end{align*}
\]  
(5)

Where \( A_1, B_1, C_1, D_1 \) is the coefficient matrix of the new state space model (5).

2) The generalized observable matrix \( \Gamma_\phi \) and the lower triangular Toeplitz matrix \( H_d^{[33]} \) are constructed from the matrix coefficients \( A_1, B_1, C_1, \) and \( D_1 \), where the number of rows \( M \) of the matrix equation should be at least greater than the order of the system\(^{[27]}\), and since equation (1) is a first-order differential equation, \( M = 2 \) is taken in this paper. the \( M \times N-\)
dimensional Hankel matrices \( Y_p, U_p, Y_f, U_f \) are constructed from the input \( \mathbf{u} \) and output \( \mathbf{y} \), where the parameter \( N \) can be determined according to the training sample capacity, \( U_p \) and \( Y_p \) are past inputs and outputs, and \( U_f \) and \( Y_f \) are future inputs and outputs.

\[
\mathbf{Y}_f = \mathbf{H}_u \mathbf{U}_f
\]  

(6)

3) Let \( \mathbf{W}_p = \left[ \mathbf{U}_p \mathbf{Y}_p \right]^T \), the LQ decomposition of \( \mathbf{U}_p \), \( \mathbf{Y}_p \) and \( \mathbf{Y}_f \) is as follows:

\[
\begin{bmatrix}
\mathbf{U}_f \\
\mathbf{W}_p \\
\mathbf{Y}_f
\end{bmatrix} =
\begin{bmatrix}
\mathbf{R}_{11} & 0 & 0 \\
\mathbf{R}_{21} & \mathbf{R}_{22} & 0 \\
\mathbf{R}_{31} & \mathbf{R}_{32} & \mathbf{R}_{33}
\end{bmatrix}
\begin{bmatrix}
\mathbf{Q}_1^T \\
\mathbf{Q}_2^T \\
\mathbf{Q}_3^T
\end{bmatrix}
\]  

(7)

According to Katayama's subspace system identification method\(^{[33]}\), \( \mathbf{R}_{33} = 0 \). Thus, from eq. (7), it follows that:

\[
\mathbf{Y}_f = \mathbf{R}_{31} \mathbf{R}_{32}^T \mathbf{W}_p + (\mathbf{R}_{31} - \mathbf{R}_{32} \mathbf{R}_{22}^T \mathbf{R}_{21}) \mathbf{R}_{11}^T \mathbf{U}_f
\]  

(8)

where the superscript + is the Moore-Penrose generalized inverse of the matrix.

The formula for \( \mathbf{X}_f \) is obtained by combining eqs. (6) and (8):

\[
\mathbf{X}_f = \mathbf{\Gamma}_u^T \mathbf{R}_{32} \mathbf{R}_{22}^T \mathbf{W}_p
\]  

(9)

4) The SVD decomposition of \( \mathbf{R}_{32} \) gives \( \mathbf{R}_{32} = \mathbf{U} \Sigma \mathbf{V}^T \), the derivation yields \( \mathbf{\Gamma}_u = \mathbf{U}_1 \). According to eq. (9), the calculation gives \( \mathbf{X}_f = [\mathbf{x}(M) \ldots \mathbf{x}(M+N-1)] \). Let \( \mathbf{X}_{M+1} = [\mathbf{x}(M+1) \ldots \mathbf{x}(M+N-2)] \), \( \mathbf{U}_M = [\mathbf{u}(M) \ldots \mathbf{u}(M+N-2)] \), \( \mathbf{X}_{M+1}, \mathbf{U}_{M+1}, \mathbf{Y}_{M+1} \) in the same way. Based on the state space model (4), it is written in the form of a matrix equation as follows:

\[
\begin{bmatrix}
\mathbf{X}_{f,M+1} \\
\mathbf{Y}_{M+1}
\end{bmatrix} =
\begin{bmatrix}
\mathbf{A} & \mathbf{B} \\
\mathbf{C} & -\mathbf{h}
\end{bmatrix}
\begin{bmatrix}
\mathbf{X}_{f,M} \\
\mathbf{U}_M
\end{bmatrix}
\]  

(10)

Eq. (10) is then solved using the least squares method to obtain the coefficient matrix \( \hat{\mathbf{A}}, \hat{\mathbf{B}}, \hat{\mathbf{C}}, \hat{\mathbf{D}} \) and the identified state variables \( \mathbf{x}' \). The state variables \( \mathbf{x} \) and \( \mathbf{x}' \) in the state space models (4) and (5) can be transformed by a non-singular linear transformation to calculate the non-singular constant transformation matrix \( \mathbf{P} \). That is:

\[
\mathbf{x}' = \mathbf{P} \mathbf{x}
\]  

(11)

5) Substitute the non-singular constant transformation matrix \( \mathbf{P} \) into the state space model (5) as follows:

\[
\begin{bmatrix}
\mathbf{x}'(k+1) \\
\mathbf{y}'(k+1)
\end{bmatrix} =
\begin{bmatrix}
\mathbf{P} \mathbf{x}(k+1) \\
\mathbf{C} \mathbf{P} \mathbf{x}(k+1) + \hat{\mathbf{D}} \mathbf{u}(k+1)
\end{bmatrix} =
\begin{bmatrix}
\hat{\mathbf{A}} \mathbf{P} \\
\hat{\mathbf{C}} \mathbf{P}
\end{bmatrix}
\begin{bmatrix}
\mathbf{x}(k+1) \\
\mathbf{u}(k+1)
\end{bmatrix}
\]  

(12)

Combine eq. (4) and (12) to obtain the coefficient matrix: \( \mathbf{\hat{A}} = \mathbf{P}^{-1} \mathbf{\hat{A}}, \mathbf{\hat{B}} = \mathbf{P}^{-1} \mathbf{\hat{B}}, \mathbf{\hat{C}} = \mathbf{\hat{C}} \mathbf{P}, \mathbf{\hat{D}} = \mathbf{\hat{D}} \).

6) Substitute the coefficient matrix \( \mathbf{\hat{A}}, \mathbf{\hat{B}}, \mathbf{\hat{C}}, \mathbf{\hat{D}} \) into eq. (4) to obtain the average indoor temperature and heat load prediction model for the building complex as follows:

\[
\begin{aligned}
\text{State Equation:} & \quad \mathbf{x}(k+1) = \mathbf{\hat{A}} \mathbf{x}(k) + \mathbf{\hat{B}} \mathbf{u}(k) \\
\text{Output Equation:} & \quad \mathbf{y}(k+1) = \mathbf{\hat{C}} \mathbf{x}(k) + \mathbf{\hat{D}} \mathbf{u}(k+1)
\end{aligned}
\]  

(13)

Based on the current state variable \( \mathbf{x}(2M+N-2) \) and the input \( \mathbf{u}(2M+N-2) \), the average indoor temperature \( \mathbf{x}(2M+N-1) \) for the next cycle is predicted by the state equation, and the heat load of the building complex \( \mathbf{y}(2M+N-1) \) for the next cycle is predicted by the output equation. This cyclic iteration can obtain the average indoor temperature and heat load of the building complex for the next i cycles.

2.4. Historical Data Input Strategy

Since buildings are thermally inert, historical heat supply affects the current heat load, i.e., the building heat consumption
has a temporal genetic property. To investigate the dependence of heat load prediction on historical heat supply data, two training strategies, rolling training and accumulative training, are proposed in this paper.

The rolling training sample volumes are divided into different lengths to verify their effects on the heat load prediction results of building clusters. The prediction types are divided into two categories according to the prediction length: firstly, short-term prediction, with hourly scale, the training samples are divided into rolling 20h, 24h, 28h, 32h, 36h, 48h, 60h and 72h to predict the heat load for the next 1h, 6h, 12h, 18h and 24h; secondly, medium-term prediction with day scale, the training samples are divided into rolling 20d, 22d, 24d, 26d, 28d and 30d to predict the next 2-10d. Since the current heat load is not easily determined by the period of historical heat load and heating condition, accumulated training prediction is proposed, i.e., all the existing historical data are used as training samples to predict the heat load of the building complex. Taking the rolling training 20d and accumulation training prediction for the next 3d as an example, comparing the two prediction strategies is shown in Figure 2.

![Figure 2](image.png)

**Figure 2.** Example of historical data input strategy

3. CASE STUDY

3.1. Case Overview

The research object of this paper is a group substation in a residential area of Harbin city, and there are 18 heating buildings in the area of the group substation, with a construction area of about 259,200 m², and temperature measurement points are set in 52 households respectively, and the percentage of measurement points is 1.60%. The data collected in the experiment include heat supply of the group substation, indoor and outdoor air temperature of some rooms of the building. The sampling period is 1h, containing a total of 1488h of operational data from 00:00 on December 1, 2019 to 23:00 on January 31, 2020.

Abnormal data were generated due to the influence of data collection, transmission process and human factors, and the outliers were judged by using the criterion that the average value of two adjacent data sets was used to replace the outliers; for data missing up to 3h, polynomial fitting smoothing was used; for data missing more than 3h, they were directly rejected. The time series diagram of outdoor temperature and heat supply variation of the building complex is drawn as in Figure 3.

![Figure 3](image.png)

**Figure 3.** Timing diagram of heat supply and outdoor temperature change of building complex

The indoor air temperature of each measurement point is weighted and averaged by the area of the household to obtain the average indoor temperature:
\[
\overline{T} = \frac{1}{n^i} \sum_{j=1}^{n^i} (t_i \cdot A_i)
\]

where \( \overline{T} \) is the average indoor temperature, °C; \( t_i \) is the measured indoor air temperature of the \( i \)-th measurement point, °C; \( A_i \) is the floor area of the room where the \( i \)-th measurement point is set, m²; \( i \) is the number of measurement points.

The following is the data after pre-processing, the light blue area consists of the measured values of all temperature measurement points, and the dark blue line is the calculated average indoor temperature at each moment, as in Figure 4.

![Figure 4](image)

**Figure 4.** Timing diagram of indoor temperature change in the building complex

### 3.2. Evaluation Indicators for Prediction

In this research, two evaluation metrics commonly used in the prediction model are used to evaluate the prediction results, which are MAPE (mean absolute percentage error) and RMSE (root mean square error). The smaller the value of these two indicators, the better the prediction results of the model, as follows:

MAPE: a statistical indicator commonly used to measure predict accuracy, reflecting the average magnitude of predict error.

\[
MAPE = \left( \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\hat{y}_i - y_i}{y_i} \right| \right) \cdot 100%
\]

(15)

Where \( y_i \) is the actual processing values of heat load, MW; \( n \) is the number of predictions.

RMSE: consistent with the original data magnitude, reflecting the deviation of the predicted value from the true value.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2}
\]

(16)

### 4. PREDICTION RESULTS AND ANALYSIS

#### 4.1. Short-term and medium-term prediction results of heat load and indoor temperature

Combined with the historical data input strategy, the inputs are selected from a total of 1488h of operational data, and the state space model is used to identify different training data and predict the heat load and average indoor temperature of the building complex for different future durations. Figure 5 shows the prediction results of rolling training 30d to predict the next 6d compared with the actual data:

![Figure 5](image)

**Figure 5.** Prediction results of rolling training 30d for next 6d vs. actual data

#### 4.2. Historical data dependency analysis

Based on the historical data input strategy shown in Figure 2, the subspace identification method was used to predict the
heat load at short-term and medium-term duration, and the MAPE and RSME results are shown in Figure 6.

In the short-term heat load prediction, the rolling training 28–48h is better and less volatile, with MAPE difference range of 0.35–0.53% and RMSE difference range of 0.01–0.03MW. In the medium-term prediction, the accumulated prediction has the lowest error, with MAPE lowest to 5.83% and RMSE lowest to 0.18MW, and the stability is also better. Comparing the medium-term prediction with the short-term, the difference between the two is not significant, with a difference of 0.20% in MAPE value and 0.04MW in RSME value, i.e., in terms of the length of the prediction duration, the heat load prediction in this case is less dependent on the historical heating data.

While predicting the heat load of the building complex, its average indoor temperature can be predicted, and the evaluation index of temperature prediction under different training strategies is calculated, and the results obtained are shown in Figure 7, where the dashed lines indicate the error values generated when using the accumulated training strategy.
When predicting short-term average indoor temperature, the prediction errors of rolling training 48–72 h were small and similar, with MAPE differences of 0.02–0.21% and RMSE differences of 0.01–0.09°C. The prediction error increased with the increase of prediction duration; the error of accumulated prediction increased rapidly when the prediction duration was longer than 12h.

The prediction results of each training sample fluctuated greatly in the medium-term prediction, and the prediction error became less stable with the increase of the prediction target length. When the prediction target length was 2d, the rolling effect prediction was the best, with MAPE values between 1.20–1.27% and RMSE values between 0.34–0.53°C; when the prediction length was 1–4d, the prediction result of rolling training 24–30d was close to the real data. The above data variation can be interpreted as the prediction results have their optimal dependence period on the historical data, and the data beyond this dependence period no longer play a positive role in the prediction result.

In summary, for this case, the optimal rolling circulation for short-term prediction is between 48–72h, and the optimal rolling circulation for medium-term prediction is between 26–30d, as shown in the following Figure 8.

5. CONCLUSION

In this paper, a subspace identification method based on the state space model of building thermal process is proposed to predict the heat load of the building complex under the group substation, and the heat load prediction results are verified by taking a group substation in a district of Harbin city as an example, and the dependence of the model on historical data in short- and medium-term prediction is discussed, and the following conclusions are obtained:

(1) In predicting the short-term heat load, the prediction result of rolling training 28–48h is better and not much different, with the difference range of MAPE 0.35–0.53% and RMSE 0.01–0.03MW. For the heat load prediction and heating regulation of the residential district in this case, the above errors are within the acceptable range;

(2) Short-term prediction has smoother error variation and more stable prediction results compared with medium-term prediction. When predicting indoor temperature, the minimum MAPE value of short-term prediction is 0.62%, which is only 30% of the minimum MAPE value of 2.00% of the medium-term prediction; when predicting heat load, although the results
of medium-term prediction fluctuate more, the medium-term prediction gets lower error values: the lowest MAPE is 5.83% and the lowest RMSE is 0.18MW.

(3) The prediction results are closest to the actual values when the rolling training strategy is used to predict the short-term average indoor temperature, with the best rolling period rolling at 48–72h, MAPE values between 0.02–0.21%, and RMSE values between 0.01–0.09°C. The cumulated training strategy is more suitable for heat load prediction for medium-term time lengths, with MAPE values between 5.83–7.21% and RMSE values between 0.18–0.23MW.
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ABSTRACT

Fifth-generation District Heating and Cooling (5GDHC) networks use low-temperature energy sources like geothermal or industrial waste heat. These networks are characterized by low operation temperatures between -5 °C and 35 °C, allowing uninsulated pipes in the distribution network. Uninsulated pipes can use soil as an energy source, providing thermal gains by absorbing heat in winter or dissipating heat in summer. Within the buildings connected to the network, the heating demand is fulfilled by decentralized heat pumps, which utilize the available temperature for heating purposes. The district studied in this paper is part of Germany's first "Living Lab of the Energy Transition" project (TransUrban.NRW), which realizes four districts with low-temperature heating and cooling networks. The specified district consists of 36 single-family houses, which will be built with varying move-in times for residents. Therefore, it is conducted if the supply station can be built after the first residents have moved in. The results give valuable insides for projects with comparable scope. A Modelica model, utilizing the well-tested AixLib library, has been developed to evaluate the thermal performance of the connected 5GDHC network comprising the first three buildings in the district. This model enables the investigation of whether the thermal gains obtained by uninsulated pipes are sufficient to meet the heating and cooling demands. It simulates the temperatures of the glycol-water mixture inside the pipe, depending on the buildings' demand, the soil temperature, and the ambient temperature in a high resolution. Further, to evaluate the system's thermal performance, the ground temperature is considered via a variable in the calculations. The simulation results show that the minimum temperature of the 5GDHC pipes is about 0°C from April to November, sufficient to meet the heating demand, via the heat pumps, of the connected buildings without a supplementary heating supply. Therefore, supplementary heating sources may not be required for the district heating network during this period. In future work, we are planning to validate our simulations against real-world measurements from the considered district.

Keywords: 5GDHC networks; Simulation; Shallow Geothermal Energy

1. INTRODUCTION

To fulfill the climate goals of the EU [1] and reduce the carbon footprint of various sectors, including the buildings and construction sector, the utilization of district heating (DH) networks is crucial. This sector currently accounts for 34% of the total energy demand [2], with residential buildings alone consuming 21%[2]. These networks can make use of decentralized heat sources, such as geothermal heat or waste heat, to supply heat to connected buildings. To minimize losses in the DH network and enable the use of renewable energy sources, the fluid temperature is lowered. The latest generation, known as 5GDHC (5th generation of district heating and cooling), achieves the lowest temperatures ranging from -5 to 30 °C [3]-[5]. Furthermore, in order to make use of these low temperatures within buildings, water-water heat pumps are utilized to raise the temperature to the desired level.

The use of uninsulated pipes in 5GDHC networks enables heat gains and losses through the surrounding soil, utilizing them as shallow geothermal collectors. This approach can optimize the energy efficiency of the system and reduces reliance on fossil fuels. Studies have indicated that these low-temperature district heating and cooling networks with uninsulated PE pipes can achieve significant heat gains, with up to 50% obtained from the soil [6].
In this study, a simulation is conducted to analyze a section of a 5GDHC network with uninsulated Pipes. The objective is to validate whether the heat gains from the soil are sufficient to meet the heating and cooling demands of three interconnected buildings within the district.

The paper is organized as follows. Chapter 2 outlines the methodology employed for the simulation, starting with a description of the district under investigation. Additionally, the toolchain used to construct the simulation model is explained in more detail. In Chapter 3, the simulation results are presented and discussed, focusing on the visualization of pipe temperature variations throughout the year. Therefore, a potential use case scenario is demonstrated to provide practical insights. Finally, Chapter 4 provides a comprehensive conclusion based on the findings of this study, summarizing the key outcomes and implications.

By following this structure, the paper provides a comprehensive analysis of the simulation study, offering valuable insights into the performance and feasibility of utilizing uninsulated pipes in the 5GDHC network for meeting the heating and cooling demands of the interconnected buildings.

Furthermore, by adopting 5GDHC networks and incorporating decentralized heat sources, the building sector, especially residential buildings, can make substantial progress in reducing their carbon footprint and dependence on fossil fuels. These innovative systems offer a sustainable and efficient solution for heating and cooling, contributing to the overall climate goals of the EU.

2. METHODOLOGY

2.1. The investigated District

This study is conducted within the framework of the research project TransUrban.NRW\(^1\), which aims to implement low-temperature heating and cooling networks in former coal mining regions in Germany. The project encompasses the development of four districts, each with distinct characteristics such as pipe temperatures, insulation, building types, and heating/cooling sources.

For the purpose of this study, the focus is on the district "Wohnen am Stadteilpark." This district consists of various building types, including single-family houses, multi-family houses, and non-residential buildings. The district comprises a total of 36 buildings, with the first construction phase primarily involving single-family houses, which are specifically examined in this study. These buildings are constructed according to the latest KFW 40 insulation standard and are located in an area with a climate typical of Germany.

The DH network within "Wohnen am Stadteilpark" operates at temperatures ranging from -2 °C to 15 °C. To accommodate the lower temperatures, a glycol-water mixture is used. The pipes in the network are uninsulated, taking advantage of the proximity to ambient temperature and enabling heat gains or losses from the surrounding soil. Additionally, the pipes serve as horizontal geothermal collectors.

Given the varying building types and staggered move-in times, this study investigates whether the heating and cooling demands of the district's diverse buildings, including single-family houses, multi-family houses, and non-residential buildings, can be adequately fulfilled using the network as a horizontal collector. To simulate this scenario, the heating and cooling equipment in the energy hub (EH) is disabled, allowing for a direct connection between the warm and cold pipes.

2.2. Overall Workflow

To analyze the connectivity of the three investigated buildings through the District Heating and Cooling (DHC)-Network, a toolchain has been presented in earlier work \[7\] and is used in this study. This toolchain is specifically designed for modeling, simulating, and designing DHC-Networks and their supply and substations.

For the district modeling and simulation, the modeling language Modelica is employed. Modelica offers an object-oriented construct that facilitates model reuse. Additionally, Modelica enables dynamic simulation of heat transfer and mass flow for buildings and pipes. Furthermore, the employed toolchain seamlessly integrates with modules and packages from Modelica.

\(^1\) https://www.reallabor-transurban-nrw.de/
The first step is creating a district layout using QGIS, an OpenStreetMap (osm) based geoinformation system (GIS) editor. The district layout included the network layout, pipe length and diameter, as well as the geographic position of the buildings. Additionally, information such as building layout, number of stories, usage, construction year, and orientation for solar gains was added to the QGIS drawing.

The data from the QGIS drawing was then exported as a GEOJSON file. This file was imported into uesgraphs [8], an open source project, that utilizes the Python package NetworkX[9]. Uesgraphs automatically generates a Modelica simulation model based on the provided GEOJSON data.

The generated simulation model incorporates a basic building and pipe model, as well as a model for the EH. Figure 1 illustrates the resulting graph and node model generated by uesgraphs. Each line section in the model is assigned a corresponding pipe model template, with the diameter and length specified based on the values set in QGIS and imported from the GEOJSON file. The simulation model integrates the building and technical central models, which act as nodes within the overall model, based on the graph model.

![Figure 1: Graph and node model of the district generated with uesgraphs](image)

Figure 2 provides a simplified illustration of the specific part of the district under investigation. For this purpose, the models were developed using the Aixlib library[10], which is an open library employing the Modelica modeling language. This library is developed over the last years and was used in many projects. The Aixlib library offers a range of models specifically designed for modeling building energy systems (BES) within the Modelica framework.

**Network modelling**

The network infrastructure connecting the buildings and the EH comprises pipe connection sections and temperature sensors. For modeling these pipe connection sections, we utilize the Aixlib model "PlugFlowPipeEmbeddedDis" [11]. This model extends the functionality of a standard pipe model by incorporating the simulation of the surrounding soil. The soil parameters are determined based on sandy soil with clay content, as referenced in [12]. Additionally, the soil temperature varies throughout the year in response to ambient temperature changes. The ground temperature profile is depicted by the green line in Figure 4 in Chapter 3.

The length of each pipe segment is determined according to the development plan of the district. The cumulative length of both the warm and cold pipe sections amount to 553 meters. The Pipe diameter is varying between DN 225 and DN 60. To enable heat gains from the surrounding soil, the pipes in the DHC network are uninsulated and buried at a depth of one meter below the ground surface. Furthermore, a temperature sensor is placed adjacent to each pipe segment.
Modeling the Buildings

In Figure 2, the three building models representing the substations of the single-family houses are positioned on the right side. Figure 3 provides a detailed view of the substation, illustrating the components within. Each substation consists of a circulation pump for the primary side of the DHC network and a heat pump model responsible for meeting the building's heating and domestic hot water (DHW) demands. An input table is connected to both pumps to set them to the appropriate mode based on the demand. Furthermore, the heat pump set temperature for heating is 35 °C and for DHW 60 °C. Since the footprint of the three investigated buildings differ, two buildings are equipped with 7.7 kW heat pump (Building 2 and 3), and one building is equipped with a 22 kW heat pump (Building 1).

On the primary side of the heat pump, a temperature difference of 5 K between the cold and warm pipe is set. Additionally, an electric heating booster can be employed within the substations if the temperature of the 5GDHC network is too low to meet the heating demand. Furthermore, the substations are able to supply cooling, at a set temperature of 20 °C, for the buildings. Therefore, direct cooling is used without a fixed temperature difference on the primary side.
To determine the specific demands of the buildings, calculations, and simulations are performed in a preceding step using TEASER [13], another open-source development over the last years. TEASER is using a model of resistances and capacities based on VDI 6007 Part 1/14. The course of the demand profiles of a building over one year are shown in Figure 4 in Chapter 3. Additionally, to prevent the fluid in the pipes or the surrounding soil from freezing, a Boolean variable is incorporated. When the supply temperature drops below -3 °C, this variable triggers the shutdown of the primary pump. In such cases, the heating demand can only be met through the use of the electric heating booster within the heat pump.

**Technical Central**

On the left side of Figure 2, the red and blue icon represents the model of the EH. In this configuration, the heating and cooling equipment within the EH is disabled, and the warm and cold pipes are directly connected. As a result, no additional pump is required inside the EH since single family houses already have pumps on the primary side. Furthermore, this approach allows for direct coupling of buildings, enabling a building with a heating demand to fulfill the cooling demand of the adjacent building.

### 3. RESULTS AND DISCUSSION

Figure 4 illustrates the temperature profiles of the warm and cold pipes of the substation in building 1, as well as the ground temperature, and the buildings heat, cool, and DHW demand throughout the year. The ground temperature, represented by the green line, serves as input data for the simulation as well as the buildings demands, which are represented by the light red, blue, and green lines in the background of the plot. Since the DHC network pipes are uninsulated, as explained in Chapter 2.2, the heating network temperature closely follows the ground temperature. The heat pumps in the buildings are set to maintain a constant temperature difference of 5 K on the primary side, resulting in spikes in the temperature of the cold pipe (blue line) as shown in Figure 4. The frequency of the spikes in the temperature plots is higher during the colder winter months, reflecting the increased heat demand. This can be observed by the higher frequency of the light red lines in the background, which represents the heating demand of building 1. The gray dashed horizontal line represents the temperature at which the pumps on the primary side of the substation are shut off (-3 °C) to prevent freezing of the soil surrounding the pipe. During these periods, the heating demand is met by the electric heating booster. The minimum temperature observed during the simulation is approximately -3.7 °C.

In addition to the winter heating demand, there is also a heat demand during the summer months primarily for DHW (light green line). During winter, the temperature of the warm pipe (red line) is lower than the ground temperature due to insufficient heat gains from the soil to the DHC pipes. Moreover, since the substations are capable of cooling the buildings, there are spikes in the temperature of the warm pipe during the summer months. These spikes are a result of direct cooling (light blue line) using heat exchangers in the buildings, and their magnitude varies depending on the cooling demand of each building.

![Figure 4: Plot of the temperatures of the pipe in front of building 1 during the year. In the background the specific heat, cool, and DHW demands are depicted.](image-url)
Furthermore, it is important to analyze the temperature variations in the different pipe sections. By examining the temperature profile of each section, we can identify areas with significant heat gains or losses within the DHC network. This information allows us to optimize the network design and identify potential areas for improvement. Figure 5 presents plots of the DHC network temperatures for three hours on two specific days, one during winter and one during summer, with a one-hour resolution. For each plot the three buildings are on the left side and the EH on the right side. The color gradient represents the temperature within the pipes, and the line thickness indicates the mass flow. Furthermore, the dot next to the building name represents the heat pump mode. There are three different modes available: heating, cooling, and off. Each plot represents one hour of time. The two selected days were randomly chosen to depict the temperature variations within the pipe.

On the selected winter day (January 16th), the DHC network exhibits a relatively uniform temperature at each point, with the surrounding soil temperature at approximately 3.2 °C. As the heat pump in the first building starts, the mass flow increases, causing the network temperature to decrease. The farther away the piping is from the building, the higher the temperature, as it benefits from heat gains from the ground. In the second plot at 11:00 o’clock, all heat pumps are turned off, resulting in a slight increase in pipe temperature. The last plot depicts a heat demand from the first and third building while the second one has no demand, resulting in decreased temperature in the pipes leading to buildings one and three.

On the right side of Figure 5, three hours of a summer day (August 1st) are displayed. The surrounding soil temperature is approximately 19.4 °C. During summer, there is also a heat demand for DHW, as indicated by the presence of blue spikes in the cold pipe throughout the year in Figure 4. Additionally, as the substations provide cooling capabilities, a cooling demand for buildings one and three can be observed in the plot. Furthermore, at 12:00 o’clock, Building two exhibits a heating demand, resulting in a decrease in pipe temperature in the vicinity of Building two.

These simulation results provide valuable insights for reevaluating the planning and construction process of a district equipped with uninsulated pipes and a DHC network operating at ground temperature level. It suggests that if the DHC
network is built as a first step, the initial buildings can utilize the network as a horizontal geothermal collector. Consequently, there is no need to build the EH before the first residents move in. Furthermore, it could also be possible, if the pipes are long enough, that no additional EH is needed.

4. CONCLUSION

In this study, a part of a district in the real laboratory TransUrban.NRW was analyzed. The investigation focused on a specific section of the district, consisting of three buildings, which were modeled and simulated for one year using the Modelica simulation language. The primary heat source utilized in the simulation was the surrounding soil of the uninsulated pipes of the DHC network.

The simulation results consistently demonstrated that the temperature of the heat transfer medium within the pipe remained above a defined threshold throughout the year.

Overall, the simulation confirmed that it is feasible to meet the heating demand of three single-family houses using the heat gains from an uninsulated DHC network, with the electrical heaters of the heat pumps serving as a temporary backup during extreme cold periods. This finding suggests that in district developments, the EH can be constructed after the initial buildings are completed or is not needed for very small districts.

Furthermore, these results open up new possibilities for planning very shallow geothermal fields for neighborhood use. For example, connecting 3-5 buildings to a single shallow geothermal field could significantly reduce costs as only one geothermal field needs to be planned and built.

In addition, the results of this study will be validated in the real laboratory. The completion of the first buildings and the EH is scheduled for the summer of 2023. The real laboratory nature of this project allows for experimentation and validation, such as demonstrating that certain buildings can operate without additional heat from the EH, relying solely on heat gains from the soil.

Funding: We gratefully acknowledge the financial support provided by the BMWK (Federal Ministry for Economic Affairs and Climate Action), promotional reference 03EWR020E.
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ABSTRACT

Decarbonization or zero-carbonization is recognized as a global trend and a direction that all mankind should pursue. District heating sector is similarly being demanded to be decarbonized. In South Korea, about 6% of total heat consumption is generated by district heating sector, so efficient decarbonization is essential for national carbon reduction. It is hoped that the medium-temperature (near 120°C) thermal network, which is currently adopted to effectively transport large-scale heat at district heating sector, will be replaced with a low-temperature (near 60°C) thermal network suitable for micro thermal grids. In this study, several renewable prosumer-based low-temperature thermal network models were established. In this model, it shows the new direction of the new micro thermal network by utilizing the thermal network currently configured in South Korea. In conclusion, heat consumers will no longer be simple heat consumers, but will be active in supply as prosumers, which are expected to contribute to efficient use of heat energy, easy inflow of renewable heat energy, and reduction of carbon dioxide by using lower temperature heat energy.

Keywords: District Heating Model, Prosumer, 4DHC

1. INTRODUCTION

The Conference of Parties (COP21), held in Glasgow, England in 2021, drew worldwide attention and interest to go to a zero-carbon society. In response, Korea has set a goal of reducing greenhouse gas emissions by 40% by 2030 compared to 2018 and creating a carbon-neutral society by 2050[1].

Accordingly, Europe is paying attention not only to electricity but also to thermal energy production and consumption, making efforts to supply renewable heat energy based on Renewable Heat Obligation (RHO) or Renewable Heat Incentive (RHI) policies that encourage carbon-neutral thermal energy production and consumption.

In the case of the Republic of Korea, the Ministry of Trade, Industry and Energy determined that it was necessary to establish a production and consumption system in the region through the establishment of a microgrid base in the 2021 <Strategy for Activating Distributed Energy[2]>, and accordingly, it was deemed necessary to enhance the ability to operate and manage the independent and autonomous energy network at the village level. In addition, it tried to expand self-consumption through incentives for self-generation of renewable energy, and to establish a production and consumption system in the region based on prosumers by establishing a microgrid base.

The 5th Basic Supply Plan for District Heating[3] enacted by the Ministry of Trade, Industry and Energy mentioned the growing interest in the environment, such as fine dust and climate change response, and the increasing demand for eco-friendly energy facilities. Also, in order to improve regional acceptance and expand the role of distributed energy, it was decided to induce LNG cogeneration plants for district heating near demand areas (metropolitan areas, large cities), and induce decentralization of thermal energy such as low-temperature heat supply networks and unused heat. In addition, technical standards are prepared to establish a basis for the utilization of the 4G district heating system and a heat trading system is prepared. In order to expand the supply of renewable heat (geothermal heat, solar heat, water heat), when promoting energy conversion, consider ways to expand the use of renewable thermal energy such as establishing a basis for utilizing the 4th generation district heating system.

Until now, the energy supply method has maintained a centralized power method in which power is generated using a large-scale power plant at the center and distributed to each region. Based on a very large grid, the energy supply stability is excellent, and the urban living environment is improved by not installing energy supply facilities in populated cities and
installing energy supply facilities in sparsely populated countryside. Since large-scale power plants are concentrated and operated, the unit cost of power generation is low and maintenance is simple. Since it is operated centrally, the unit cost of power generation is low and maintenance is easy.

Also, as the production of new and renewable energy such as solar power, wind power, and geothermal power increases, problems arise in accessing power and hot water grids. Irregular and poor power quality hindered the stability of the power grids, and in the case of new and renewable heat energy, there was a problem in that it was produced at a temperature (above 100 °C) that was not suitable for mid- to long-distance heat transport.

In addition, as the production of renewable energy, such as solar power, wind power, and geothermal heat, increases, problems arise in accessing power and hot water systems. Irregular and poor quality renewable energy hinders the stability of the power system. However, in the case of new and renewable thermal energy, a problem has arisen that it is produced at a temperature (100 °C or higher) that is not suitable for mid- to long-distance heat transport.

In district heating, 3GDH (3rd Generation District Heating) is defined as the connection between cogeneration and large-scale consumers for mid- to long-distance transportation. Considering that the basic pipe network temperature of third-generation district heating is around 100°C, it is not easy to utilize renewable heat energy such as solar heat, geothermal heat, water heat, and fuel cell heat, which generally generate heat below 100°C. Accordingly, low temperature district heating (LTDH), which is operated as 4GDH (4th Generation District Heating) using a pipe network temperature of around 60°C, is attracting attention. This is being researched and demonstrated in many countries around the world, including Korea.

Renewable energy has a low energy density and a large installation site area, so not only the device but also the site where it is installed is very important. There is a way to install and operate these in large quantities on an idle site where no one lives. However, since it is best to install and produce in a location close to the consumer due to the nature of energy transportation and microgrids, it is reasonable and reasonable to utilize the land resources of the energy consumer as well. Therefore, consumers can directly operate renewable energy such as solar heat, geothermal heat, and fuel cells using land resources in houses, buildings, and sites. This concept is called energy prosumer (Producer + Consumer = Prosumer). However, when installation, sales, and maintenance are considered, it can be effective to have a professional organization manage them.

2. 4G DISTRICT HEATING MODEL

As a premise of the 4th generation district heating model to be applied in Korea, it was considered that it should be a model that can be realized with a slight modification rather than a fundamental change in concept, which can make the most of the currently operating district heating resources. In Korea, since the 3rd generation district heating network is currently widely distributed nationwide, it was considered that it should be fully utilized, and furthermore, a separate model is also considered possible.

![Figure 1. Distinction between 3GDH and 4GDH](image-url)
2.1. SUBSTATION

Korean district heating is operated with 3G (district heating network temperature of 100°C or higher). In order to change this to around 60°C of district heating network temperature, which is the 4th generation, various models can be considered. Among these options, a substation is placed at the end of the 3G network to utilize the thermal energy used in the 3G network. The return water temperature of the 3G network is generally above 60°C, so it can be a good supply temperature and supply energy for the 4G district heating network. The following figure shows the concept of 4G district heating in connection with 3G district heating.

Basically, the substation should play the role of maintaining the net temperature of the 4GDH network. The network temperature of the 4GDH network does not have to be a set temperature, but all customers must be able to use district heating supply water, and the network temperature must be maintained enough to connect and supply renewable heat energy from substations and prosumers.

The substation should be able to access renewable heat energy, which is the basic facility of the network operator, and should include a small cogeneration system, heat pump, heat-only boiler, and heat storage device.

In order to maintain the temperature of the district heating supply chain, the balance between the heat energy produced and the heat energy consumed must be considered, and digitalization is necessary for this. Digitalization is a tool that can calculate all constants and variables so that the entire system can be predicted and simulated for the energy produced and consumed.

When substations and renewable prosumers continuously produce heat, a device for proper consumption is also required to prevent the 4G district heating network temperature from continuously increasing. The ORC (Organic Rankine Cycle) system is an excellent device for this. While a steam turbine converts high-temperature heat into electricity, the ORC system efficiently converts low-temperature heat (80°C to 400°C) into electricity. Therefore, it can be said that it is a key device that is essential for Substation.

2.2. 2-LINE LTDH PIPING MODEL

2-line LTDH is a method in which district heating water from the customer's heat exchanger is directly injected into the return line. Due to the nature of LTDH where consumers are connected in series, the temperature of district heating water supplied from the 1st consumer to the Nth consumer is the same. However, since the amount of heat required by the consumer changes every moment, the change of the district heating water supply temperature in the substation is essential, and load prediction and temperature control are necessary.

In this concept, since heating water is transferred to the return line while passing through the consumer, the flow rate on the main pipe side decreases, so that the diameter of the pipe can be reduced whenever it passes through the consumer, and in general, less pumping power can be consumed.
2.3. ENERGY PROSUMER

The supply of new and renewable energy such as solar heat, geothermal heat, and fuel cells poses problems in installation and operation costs, but space, area, and location for installation can also become problems. For distributed installation of energy devices, not relying on central facilities operated by network operators, but actively utilizing land and location resources on the consumer side affects not only the spread of renewable energy, but also reasonable consumption of energy and energy loss. Therefore, consumers are encouraged to play a role as a prosumer, not just as a consumer any longer. In 4GDH, the act of constructing a new renewable energy or own power plant (heat-only power plant) on the customer side and consuming it on the customer side or connecting it to the district heating pipe to participate in the district heating network becomes indispensable in 4GDH. The (thermal) power generation resources held by the customer can be handled by the network operator from installation to operation, or the customer can directly operate them.

If the consumer-side resource is owned by the prosumer, the energy produced from the consumer-side resource can be preferentially used by the prosumer. Prosumers can first consume energy produced from their resources and then transfer heat to district heating pipes if they have extra energy, but district heating network operators need to recognize such prosumer’s energy production and consumption patterns first, and prepare and take countermeasures accordingly. A prosumer can estimate the heat to be produced at the substation by receiving a forecast report on when and how much heat is needed and when and how much heat can be left and delivered to the district heating pipe, and can cope with slightly changing values at any time.

Basically, when a prosumer sells thermal energy to a network operator, it is set at a lower price than the unit price of the thermal energy produced by the network operator. Energy prices can be set differently in consideration of the time, time, and surrounding situation (such as when prosumers are flocking to supply energy at once), and prosumers can also choose whether it is advantageous to consume the energy produced themselves or to supply it to district heating pipes.
2.4. 4G DISTRICT HEATING AND COOLING

In Korea, district cooling is realized by using an absorption chiller inside the site using high-temperature water of 95°C or higher of the 3GDH. In the 4GDH network, the concept is a bit more complicated because prosumers use or supply energy throughout the DH pipe network. Basically, the substation for 4GDHC can make cold water with an adsorption chiller or a low-temperature absorption chiller that can produce cold water with low-temperature thermal energy (hot water around 60°C) or an absorption chiller, which is the conventional method. In the 4GDHC concept, DH pipes consist of a pair of heating pipes and a pair of cooling pipes, and a heating network and a cooling network are configured at the same time.

Prosumers can raise the temperature of the return water entering the substation by transferring thermal energy from the heating network, and the substation can operate the cooling network by making cold water using hot water and a refrigerator. The influx of prosumers is desirable because the more heat produced by prosumers, the less heat energy production for cold water production the substation bears.

If the district heating pipe temperature rises above the value considering the cooling and heating demand, the overall energy balance may be displaced, so the pipe temperature must be properly maintained using a refrigerator and ORC system. Prosumers can contribute to the cooling network with their own air conditioners, but considering the limited renewable energy and the prosumer site itself is not very large, it is not easy for prosumers to directly contribute to the cooling network. There may be a way for prosumers to generate cooling energy from fuel cells or other non-renewable energy sources and contribute to the cooling network, but the pricing policy for cooling energy produced from non-renewable sources should be severely considered.

3. CONCLUSION

A 4th generation district heating network that can be connected to a 3rd generation district heating network in Korea was modeled.

A substation concept is required to connect the 3rd generation district heating network to the 4th generation district heating network. The substation plays a role not only in connecting district heating households, but also in controlling connected renewable energy and controlling consumers and prosumers.

2-line piping was considered, and a model was developed in which thermal energy prosumers intervened in 4th generation district heating to buy and sell thermal energy.

The 4th generation district heating and cooling model, which even considers cooling, is also being considered.
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Abstract

District energy systems are widely recognized as a sustainable and future proof solution for fulfilling urban heating demands in cold climates. However, the question remains on their applicability in climates requiring both heating and cooling of buildings. While district energy systems are traditionally designed for fulfilling either heating or cooling demands the latest system designs offer the possibility for integrating both heating and cooling demands into the same system. The commonality with these systems is low operating temperatures, which offers the possibility for end-user to use the network as a heat source, or heat sink, for their own heat pumps. These end-users are commonly referred to as prosumers, as they can both take, and delivery, thermal energy at useful temperature levels to the district energy system. This paper compares the levelized cost of heating and cooling for fulfilling space heating, space cooling and domestic hot water demands of a neighborhood with a mixture of new and old buildings in Rome, Italy, when applying low temperature district heating (4GDHC), ultra-low temperature district heating (5GDHC) and building level heating and cooling solutions. The results indicate that 4GDHC is the most competitive heating and cooling supply solution for the considered case.
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ABSTRACT

Especially low temperature district heating is recognized as a key technology for the (cost-) efficient integration of renewable energy and waste heat sources in our energy systems. To achieve the goals of the energy transition, new innovative concepts are needed for district heating-based supply of neighborhoods and cities. However, the limited availability of information and data in the pre-planning phase pose a challenge to the development of viable supply concepts. To address this issue, Fraunhofer IEE has developed EQ-City, an Excel-based planning tool that streamlines the development and evaluation of heat supply concepts, even with limited data. This paper provides a comprehensive overview of the functionalities and capabilities of EQ-City. It begins by highlighting the motivation and importance of low temperature district heating systems in the context of the energy transition and the need for sustainable energy solutions. The challenges encountered during the pre-planning phase are discussed, emphasizing the key role of EQ-City in overcoming these challenges. The technical intricacies of EQ-City are explained, including its energy conversion chain methodology. The step-by-step process of using the tool is described, covering aspects such as building energy demand analysis, heating network design, and the selection of suitable supply technologies. The ability of EQ-City to consider both district heating supply and individual building heat supply is emphasized, enabling a holistic evaluation of low temperature DH concepts. A key strength of EQ-City lies in its extensive database of technologies and supply options for sector coupling, providing diverse possibilities for heat supply. The tool facilitates multi-criteria analysis, allowing users to evaluate different supply options based on economic, technical, ecological, regulatory, and soft factors. The flexibility of the tool is underscored, enabling stakeholders to assign custom weights to criteria based on their specific interests. To demonstrate the practical application of EQ-City, several case studies showcasing innovative concepts developed and evaluated using the tool are presented. The outcomes of these evaluations, including economic feasibility, technical viability, and environmental benefits, are thoroughly discussed. In conclusion, this paper summarizes the contributions and benefits of EQ-City in the development of sustainable supply concepts for low temperature district heating. It emphasizes the importance of informed decision-making during the pre-planning phase and highlights how EQ-City empowers stakeholders, including municipal utilities, municipalities, and component manufacturers, to make sustainable and efficient supply concept decisions. Overall, this paper provides a comprehensive understanding of EQ-City, its functionalities, and its application in the pre-planning phase of low temperature district heating projects. EQ-City plays a crucial role in advancing sustainable energy systems and facilitating the integration of renewable energy sources.

Keywords: Pre-planning; Low temperature district heating; Heat supply concepts; Sustainable energy systems; Multi-criteria analysis.

1. INTRODUCTION

The global shift towards sustainable energy systems has prompted various countries to implement comprehensive strategies to mitigate climate change and reduce dependence on fossil fuels. Germany, in particular, has taken significant steps towards achieving its energy transition goals. The German energy transition plan, also known as "Energiewende," aims to transition the country's energy sector from conventional sources to a more sustainable and renewable energy mix. As part of the Energiewende, the development of new innovative district heating (DH) concepts based on renewable and climate-friendly sources has become a crucial focus for various sectors and stakeholders throughout German society. These DH concepts play a vital role in achieving the ambitious targets set by the energy transition plan, including substantial reductions in greenhouse gas emissions and the integration of a higher share of renewable energy sources into the heating sector.

Simultaneously, municipal heat planning has gained significant importance in Germany as a central instrument of the energy transition. It is now mandatory for municipal utilities and decision-makers to devise cost-effective and climate-friendly solutions for meeting the heating demands of communities. This obligation, coupled with the need to align with the broader energy transition goals, poses significant challenges for stakeholders involved in heat planning and decision-making.
processes. In this political atmosphere and mindset, the Fraunhofer IEE has identified the important steps of an energy transition concept starting from the status quo identification and the pre planning phase, through the implementation and the validation phase. Based on these different planning phases, scientific models were developed to support the achievement of the political requirements. In this case the excel-based planning tool EQ-City is intended to support the pre-planning phase by identifying the status quo of heat demand and supply for a defined district and comparing it with different variants of alternative supply structures such as renewable-based DH supply. The different supply variants and strategies are not only compared based on technical or energetic parameters but also from an economic perspective based on the equivalent annual cost method based on VDI 2067 [1]. Furthermore EQ-City also includes an automated multi-criteria analysis which supports decision makers, energy supplies etc. to identify the most appropriate supply solution due to the automatic generated outlay of the comparison results but also in identifying key performance indicators (KPI). These KPI can be weighted based on the results of e.g., first stakeholder assemblies and drawn out to the different heat supply variants for further comparison. Finally, the user receives a clearer picture of possible alternative heat supply structures and strategies with a solid path for further system specific research while highlighting necessary adaptations and cost orientation.

As a result of the urgent need to transform the heating sector, including the DHC sector, several tools have been developed. To assess where EQ City stands in relation to these tools and understand its unique features, a review of existing tools has been conducted. One of these tools is THERMOS [2], which specializes in planning and optimizing district heating and cooling systems. It provides valuable insights to stakeholders, enables feasibility assessment, evaluates energy supply scenarios, and optimizes system configurations. Another tool called ESyOpt [3,4], developed by Fraunhofer UMSICHT, offers model-based planning of energy systems. It allows for comprehensive analysis, optimization, and decision-making in the development of sustainable energy systems. It provides features for modeling, simulating, and evaluating various scenarios. Similarly, the nPro [5] District energy planning tool focuses on planning and sizing district energy systems, with an emphasis on renewable energy sources. It enables cross-sectoral analysis and facilitates the integration of renewable energy into the system. Additionally, EnergyPLAN [6] assists in designing sustainable energy solutions by considering renewable energy integration and cross-sector interactions. While all the tools are an aid for planning energy systems of districts, EQ City stands out for its libraries of predefined building and district types, automated sizing of system components and cost functions. These enable EQ-City to quickly validate the existing real data set, but also provide a qualitative and effective way to fill information gaps. One design principle of EQ-City is to reduce the amount of input data required, while keeping the ability to add detailed information for fine-tuning. This is a great advantage in the pre-planning phase, as it allows the user to get a first impression of possible results. By conducting a thorough review and comparison of existing tools, this paper aims to position EQ City within the landscape of energy transition planning tools, highlighting its unique contributions and showcasing its potential to support decision-makers, municipal utilities, and municipalities in making effective and efficient sustainable supply concept decisions. EQ-City offers a comprehensive profitability calculation also taking funding options into account and an add-on, for coupling the electricity and heat sectors.

However, there are several open questions surrounding the significance and uniqueness of such a tool. This paper aims to identify and answer some of these questions, which include:

- How does EQ-City help overcome challenges in the pre-planning phase of district heating-based supply concepts?
- What technologies and supply options are available using the EQ-City database, especially for sector coupled systems?
- How are the different supply variants evaluated using multi-criteria analysis in EQ-City?

And finally,

- How can EQ-City be utilized by municipal utilities, municipalities and decision makers to make sustainable supply concept decisions effectively and efficiently?

In response to these questions, the paper highlights the basic functionality of the EQ-City tool (see chapter 2) and possible applications (see chapter 3).

2. A TOOL-BASED APPROACH FOR DEVELOPING AND EVALUATING LOW TEMPERATURE DISTRICT HEATING SUPPLY CONCEPTS

The calculation and evaluation process for the heat and electricity sectors involves several steps as part of a process chain for energy balancing of quarters and cities. These consecutive steps encompass characterizing the urban area, selecting buildings with different uses, selecting system technology, conducting a multi-criteria analysis (also known as utility value analysis) based on KPI, and considering integration options for photovoltaic (PV) systems (see Figure 1). This comprehensive process allows users of the tool to evaluate parameters such as energy flows, efficiency, CO₂ emissions and costs, ultimately generating a detailed automatically generated report summarizing district characteristics and evaluation results. The tool was designed as an Excel-based instrument and implemented using VBA code.
The initial step of the process is the characterization of the urban area and the selection of various default building types for heat demand calculation (see section 2.1). Based on the calculated demand and requirements a supply set comprising centralized and decentralized energy sources can be assembled in the second step (see section 2.2). The modelling of the energy system is supported by plausibility checks and a comprehensive database of system components. For the electricity sector, a Python plug-in provides options for integrating PV systems with battery storage or e-mobility options, considering climate data and household numbers. In the third step (see section 2.3), a multi-criteria analysis takes place. It allows the user to select and weigh hard evaluation factors like efficiency or profitability and individual soft evaluation factors for decision making. Finally, an automatically generated report provides an overview of district characteristics, evaluation results, and a concise summary of findings.

2.1. Heat Demand Calculation

The calculation of the heat demand takes place by defining energetic district types (EDT) [8] and single buildings using a simplified building typology (BT) derived from [9]. Established default values are available as part of the tool by a drop down-menu. The default values can be easily adjusted by the user. If more detailed data (e.g., measurement data) is available, it can be used by the tool (e.g., through files in csv format) for describing the urban space and building types. However, detailed information about construction details and planned development measures is seldom available in an early stage of urban planning and development. The calculation of the heat demand depends on the quality of the available data or information (see Table 1). Accordingly, the calculation results vary in their level of detail.

### Table 1. Quality of the available data or information for calculation of the heat demand

<table>
<thead>
<tr>
<th>Option</th>
<th>Data base</th>
<th>Available date</th>
<th>Calculation basis</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Option 1</td>
<td>Low</td>
<td>District type, building age class, refurbishment status</td>
<td>Energetic district types (EDT) based on [8]</td>
<td>Annual heating demand</td>
</tr>
<tr>
<td>Option 2</td>
<td>Average</td>
<td>Climate zone, number of buildings, building use, building age class</td>
<td>Pre-simulated load profiles of representative buildings based on [9]</td>
<td>Time-resolved load profiles</td>
</tr>
<tr>
<td>Option 3</td>
<td>High</td>
<td>Measurement data</td>
<td>Measurement data (e.g. files in csv format or other formats readable by excel)</td>
<td>Time-resolved load profiles</td>
</tr>
</tbody>
</table>

The EDT and the BT allow a rough estimation of heating demand for central district heating or decentralized building supply. This step is a central prerequisite to estimate properties of the supply network and calculate economic efficiency. One way to address these requirements is through the definition and use of an urban typology. This approach with energetic district types (EDT) is used in EQ city. The EDT are an urban typology [8] linking urban energy needs and potential. The eight urban space types with predominantly residential and mixed use already contain important energy information and data of typical building geometry and construction details based on building age and renovation status. These EDT also contain a lot of information about energy potential regarding various sources. The EDT are subdivided into ten building age classes based on building standards, heat insulation and energy saving regulations [8]. Each age class has four states for the renovation status of the buildings with associated heat transfer coefficients and simulated heating requirements. The EDT specifies the number of buildings and their composition based on a building typology [8]. The building types include a
typical length of the street frontage per building and number of flats and inhabitants. After entering EDT and building types, heating and domestic hot water requirements as well as heating loads and annual duration curves are determined. This information is furthermore necessary for the calculation of the network length.

Figure 2. Energetic urban typology (left) and implemented building types (right)

In addition to the urban area types, individual energy-related properties such as schools or hospitals are also incorporated in EQ-City to link energy demand of neighborhoods. It is possible to add, edit or delete energetic single objects or more EDT to the area of interest. The district area can be specified as a number in hectares of net building land and will be multiplied by the number of buildings per hectare defined by EDT to output an average number of buildings. If the number is known, it can also be adjusted. Once the district is defined, one to four occurring building types are defined as well (see Figure 2).

Furthermore, the ratio of the buildings can be adjusted. For each building type there are characteristic parameters available as well as specific annual heating requirement in kilowatt hours per year and square meter. Finally, when building types and corresponding parameters are chosen or defined heating demand and domestic hot water requirements are calculated as sum of individual absolute heat demands for each building. The building data was expanded by integrating an Access database, which was populated with specific annual duration curves generated through individual simulations for each building in different climate zones with TRNSYS [10]. The output sheet presents the cumulative annual duration curves, representing the entire district.

2.2. Composition of heat supply options for buildings

The second part of the tool is based on the demand estimations. Depending on the number of heat consumers, the coincidence factor for the maximum heating load is additionally calculated. This calculation includes upper and lower deviations for the degree of simultaneity. This is intended to reduce the effort to calculate numerous scenarios in detail by eliminating inefficient or expensive supply structures in the beginning. The focus is on the energy requirements and potentials of different building types and the combination of technical systems, rather than the specific details of individual buildings and consumers. This forms the basis for the automated design of the selected system technology. Once the heat demand of the buildings as part of the district or city has been identified, the status quo of the supply structure should be reproduced with the tool to compare it with various supply options. Requirements of the building types are placed on the supply technology such as needed temperature levels or the heating and domestic hot water profiles.

Supply scenarios are modelled based on EDT and demand assessment. To facilitate this process, uniform object classes are defined for technical system components. The analysis focuses on different components, with particular attention paid to small local heating networks. Users can select and link these objects using a drop-down menu. First the components used inside the building types must be defined. To streamline the user experience, the software automatically sizes each component using pre-stored information, minimizing the need for additional information and manual interaction. In the case of a bivalent heating system, a dwelling’s coverage rate and building type details define the amount and temperature levels of heat. EQ-City offers a set of common decentralized heating units in its libraries, based on fossil fuels or biomass, but also heat pumps, solar thermal collectors and photovoltaic power plants. Some components can be used as centralized supply technology for a district heating grid and also as decentralized heat supply as individual heating units inside buildings. For a domestic heating network, the amount of heat required would be determined based on the amount and information about the building types and how much heat they need. Based on the details of the building types within the grid area, the flow temperatures, mean pipe diameter and grid length will be sized automatically and can be adjusted manually. The network must be supplied with the required amount of heat also considering network losses and the required level of heat based on renewable and climate-friendly heat sources. The distribution of the proportional supply to the grid and the resulting emissions are defined by the coverage rate of each heating device in the system and their specified emission factor.
Heat networks offer potential for sector coupling as they offer the possibility to use surplus energy, especially from renewable sources such as PV, to heat buildings and domestic hot water. For this purpose, a PV plug-in has been integrated to take these costs into account. EQ-City generates load profiles for household electricity usage based on various household parameters and photovoltaic electricity generation based on selected weather data. It enables the calculation of profitability for photovoltaic systems. The resulting costs are added to the overall cost of each heat supply variant. It is essential for determining the operating costs within the framework of the economic efficiency calculation, as it provides information on the profitability and economic viability of such projects. Especially to house owners, the usage of photovoltaic electricity in their own appliances is important to save energy costs.

When creating the heating supply setup of a variant additional components like pumps, storages and heat exchangers can be implemented too. Because EQ-City does not do a detailed planning of each system those system elements are mostly considered in terms of costs and less in detail of thermos-hydraulic plausibility. The main impact of these additional technologies is to receive a better statement about the investments. All technical and economical details of components can be customized as information becomes available. New or extraordinary devices, which cannot be found in the EQ-City libraries or with different parameters, could be added to the system. Based on the annuity methodology and system component data of VDI 2067 [1] in addition with cost functions different cost types like investment costs, operating costs or heat generation costs are calculated and shown for each defined variant in the result paper.

**Figure 3** shows schematically different examples of heat supply structures and their components, which can be further analyzed or adjusted by the operator of the tool.

### 2.3. Multi Criteria Analysis

The individual supply options are evaluated based on the utility analysis. The utility value analysis is a method of the multi criteria analysis for evaluating sustainable heat supply options, enabling decision-makers to systematically consider various criteria and make informed decisions to identify a sustainable heat supply option. After the various sustainable heat sources are identified and the desired supply options are defined, the evaluation criteria relevant to the analysis are determined. Encompassing both hard evaluation factors (HEF) [11] like economic viability, primary energy demand, CO₂ equivalents, and space requirements, as well as soft evaluation factors (SEF) [11] like acceptance, user-friendliness, complexity (control depth), innovation content, price stability, and contract design (see **Figure 4**). Additionally, stakeholder dialogue can contribute additional criteria that align with decision objectives and represent important aspects of the issue.
The tool is already designed so that both HEF and SEF can be added, removed and defined by the decision-maker, and assigned their own weighting factors accordingly. Default settings are also stored as a definition aid. A specially designed report sheet, which is automatically generated by the tool, is used to present the results. Once the criteria are defined, they are weighted to determine their relative importance, considering the preferences and goals of the decision-makers. The next step involves assessing the heat supply options based on the established criteria. Each option is evaluated for each criterion, using different rating scales. For example, a numerical 10-point scale can be used for the evaluation. Weighting factors can also be applied to consider the relative importance of criteria within an option. The aggregated ratings are then used to calculate an overall utility value or score for each heat supply option, employing mathematical formulas or decision rules that multiply the ratings by the weights and sum the results. This comprehensive assessment provides insights into the utility and performance of each option in relation to the defined criteria.

Analyzing and comparing the results of the utility value analysis allows decision-makers to understand the advantages and disadvantages of the different heat supply options. Sensitivity analyses can be conducted to examine the effects of variations in weights or ratings and verify the stability of the decision. The results can be visually presented using bar charts to depict the ranking of the various supply options. This systematic and structured evaluation process (see Figure 5) empowers decision-makers to make well-informed choices regarding sustainable heat supply options. Furthermore, by considering multiple criteria, the utility value analysis captures the strengths and weaknesses of the options in a transparent manner, providing a clear framework for discussion and communication among stakeholders.

3. APPLICATION EXAMPLE – DEVELOPMENT OF AN INNOVATIVE ENERGY CONCEPT WITH EQ-CITY

To illustrate the potential applications an example1 of a new innovative concept developed and evaluated using the pre-planning tool EQ-City is presented. This example shows the conversion of an area from a sports field to a residential area. The size of the planning area is 2.5 ha. The new buildings (EnEV 2016 energy standard) are 17 detached and terraced houses and 8 apartment buildings. The aim is to develop affordable housing. The buildings are created in the tool and the maximum heating load is calculated as 277 kW. An efficient local heating system is to be developed and integrated into the new building structure. Together with the local supplier, a centralized low temperature district heating (LTDH) supply option and two semi-centralized supply options based on ultra-low temperature district heating (U-LTDH) are developed and analyzed with EQ-City to achieve this goal.

1 This example is intended to illustrate how EQ-City works. The example is based on a real use case but has been simplified for clarity.
• 1. LTDH (80 °C): The centralized option involves the use of a heating network with a flow temperature of 80 °C and connected CHP and gas boiler (peak load) supply units.

• 2.a U-LTDH (9 °C): The first semi-centralized variant involves the use of a cold network at a temperature level of 10 °C which is connected to a geothermal collector. The buildings are equipped with decentralized heat pumps. The heat pumps are powered by locally installed photovoltaic panels. A heating rod is used to provide domestic hot water.

• 2.b U-LTDH (9 °C): The semi-centralized supply units differ in the use of a wood pellet boiler (peak load).

To meet the targets, evaluation criteria were defined together with the energy supplier and weighted accordingly. In the case of HEF, factors related to economic efficiency were weighted at 40% and those related to sustainability at 30%. For the SEF, system flexibility and complexity were rated at 10% and social aspects at 20%. This is just a simplified example, as there are many different factors in each category. Economic factors can be heat generation costs or planning uncertainties. Regarding environmental aspects there can be criteria like greenhouse gas emissions, renewables coverage or land usage. The SEF are highly individual and can be created by the user of the tool. These are especially helpful for decision making when there are solutions that are otherwise very close (like 2.a and 2.b).

EQ-City's key advantage is its ability to offer a comprehensive and easily understandable overview of essential information, empowering efficient decision-making and analysis for a deeper understanding of a district's energy needs. This is particularly valuable in the early planning stage when little data is available. By representing the buildings using the building types and EDT, and utilizing the tool's procedures for dimensioning the piping network and supply systems, accurate estimations can be made. Additionally, EQ-City enables a comprehensive comparison of total costs, primary energy consumption, CO2 emissions, and annual heat demand. This can be achieved by employing predefined cost functions or specific cost inputs. By consolidating economic and sustainability factors into a score presented through a visual bar chart, the tool empowers users to assess scenarios, make adjustments, and enables decision-makers to swiftly and effectively evaluate and optimize their energy concepts (see Figure 6 b)).

The evaluation of the analysis has shown that variant 2.a performs best in terms of economic efficiency. The reason is that subsidies and a separate heat pump tariff are advantageous, while fuel costs for gas and wood pellets are disadvantageous. Furthermore, 2.a also scores best in terms of sustainability since the lowest emissions are generated due to the low supply temperatures and the combined use of HP and PV. Considering the technical options, variant 1 is preferred due to its simplicity and minimal operational management requirements. However, when taking all factors into account, variant 2.b emerges as the preferred choice, aligning closely with the objective of developing affordable housing. In addition to the application in district projects with new buildings, the tool was also used for transformation projects in existing districts, for district projects with mixed development (residential, commercial and schools) and for campus redevelopments. Through these various applications, a good level of verification has already been achieved.

4. CONCLUSIONS AND OUTLOOK

The EQ-City tool, with its comprehensive functionalities, proves to be an invaluable resource during the preliminary planning phase of energy transition projects. It offers a holistic approach to assessing heat demand and supply scenarios, incorporating technical, energetic, economic, and multi-criteria considerations. By leveraging pre-existing building and heat generator data libraries, EQ-City allows for the swift validation of real data sets and efficient filling of information gaps. The tool facilitates the comparison of various supply options and strategies, enabling the identification of key performance indicators and their evaluation through stakeholder assemblies. Notably, EQ-City sets itself apart from existing tools with
its extensive database and ability to integrate the electricity and heat sectors, offering a more integrated perspective on system development. Through its calculation and evaluation processes, as well as automatically generated reports, the tool provides detailed insights into neighborhood characteristics and evaluation outcomes.

In the presented application example, the use of the EQ-City pre-planning tool proved instrumental. Its comprehensive functionality facilitated the evaluation and comparison of different heating options, considering multiple criteria such as economic efficiency, sustainability, technical complexity, and social aspects. This systematic and data-driven approach allowed for evidence-based decision-making in assessing the feasibility and performance of various heating systems within the context of housing retrofitting. Consequently, valuable insights were gained to determine the most suitable option for the affordable housing development's specific objectives. Thus, the EQ-City tool establishes itself as a reliable and efficient resource for energy system analysis and planning.

Looking ahead, the EQ-City tool holds promising prospects for further research and application in the field of energy transition. Future studies can focus on expanding its capabilities to encompass larger-scale energy systems, such as city quarters or entire districts, by incorporating additional urban area types and building typologies. Efforts can also be directed towards enhancing the tool's flexibility and customization options to cater to specific regional or contextual requirements. Integrating advanced modeling and simulation techniques can improve the accuracy and reliability of heat demand and supply predictions. Additionally, incorporating emerging technologies and energy storage solutions into EQ-City can enable a more comprehensive analysis of sustainable heat supply options. The tool can further benefit from ongoing developments in renewable energy sources, smart grids, and demand-response strategies, supporting the exploration of innovative system configurations and optimized energy flows. As part of future plans, the existing Excel tool is intended to be ported into Python, aiming to achieve greater flexibility, improved performance, and long-term sustainability. Furthermore, collaboration with stakeholders can provide valuable feedback and contribute to the continuous improvement of the tool. In summary, the EQ-City tool serves as a solid foundation for future research endeavors in energy transition planning. It not only addresses the present challenges but also opens doors for sustainable and efficient heat supply systems.
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ABSTRACT

In the heating sector, district heating (DH) is a key element of the energy supply. To meet the climate targets, a transformation of existing thermal grids is needed. Challenges arise from decreasing heat demands and increasing integration of power-to-heat applications. However, this integration leads to a wider range of control and operation management requirements. Against this background, the transformation and optimization of DH for the development of hybrid grid structures (HGS) are illuminated. The focus is on the development of a generation-oriented operation of two separated energy systems, electrical energy systems (EES) and thermal energy systems (TES). To achieve this goal, approaches for optimized and integrated operation are developed, tested, evaluated and implemented, considering technical, economic and regulatory framework conditions. Initially, the simulation-based development of operating strategies for HGS are conducted. The aim is to show how a flexibilization of existing DH systems in the context of HGS must be designed to meet future demands of DH system. The developed operating strategies will be tested on a coupled test bed for power and heat grids in order to identify synergy potentials for increasing the efficiency and flexibility of HGS. Finally, the developed operating strategy will be implemented in a neighborhood of the city of Neuburg on the Danube in Bavaria, Germany.

The investigations focus on lowering grid temperatures in the context of the operation-optimized interaction of EES and TES. Based on a low-temperature DH supply, heat pumps (HP) as an interface between EES and TES, offer the possibility of efficiently integrating renewable energies into the heating network. Decentralized storage potentials, also represent a local supply option for the HP and, with possible access to building-side storage, can contribute to increasing the flexibility of the electricity grid.

The paper presents an overview of the work currently being conducted and highlights the potential of HGS.

Keywords: district heating; operational optimization; hybrid grid structures; flexibilization, sector coupling

1. INTRODUCTION

1.1. BACKGROUND AND MOTIVATION

The Energiewende sets clear targets for reducing greenhouse gas (GHG) emissions and energy consumption. GHG emissions are to be reduced by 40% by 2020 compared to 1990 levels, and by 2050 the target is up to 95%. Against this background, the heating sector is of critical importance, accounting for around 58% of total energy consumption and around 40% of energy-related greenhouse gas emissions in Germany. In the heating sector in Germany, DH is an important component of the energy supply system, as approx. 14% of the building heat demand is currently covered by DH. In order to decarbonize the energy supply a paradigm shift in existing DH systems towards hybrid energy systems (HES) is taking place and sets new requirements on flexible operation. Against this background, the research project “EnEff:Wärme: HybridBOT_FW” aims to implement a hybrid network structure in a model neighborhood in Neuburg on the Danube in Germany. The investigation focusses on lowering grid temperatures in the context of the operation-optimized interaction of EES and TES. To achieve this goal, co-simulation and experimental approaches for optimized and integrated operation by
combining electrical distribution networks and district heating networks are being developed, tested and implemented in practice, taking into account technical, economic and regulatory framework conditions [6]. This paper gives an overview of the current work and first results of the project in the case of co-simulation and the development of control strategy, that provides the prerequisite for practical implementation. In addition, definitions of terms are introduced and the supply area is presented.

1.2. DEFINITIONS

When dealing with Hybrid Energy Systems (HES), various terms like HES itself, hybrid grid structure (HGS) or Grid-supportiveness are of importance. A clear and common understanding of the content scope of the terms, their hierarchy, interaction and dependencies is required in general and in regard to the project-specific conditions and investigations. An appropriate means to meet the above requirements is the development of definitions. Therefore, a multi-phase-process was carried out, selecting the relevant terms, deciding their hierarchy and working out a representative, consensus and useful understanding of the terms as definitions in the project-specific context. Figure 1 shows the hierarchical relation and provides a keyword-like reference to the respective terms as a result.

The output of the multi-phase-process has been summarized in a document "Key definitions of the project" [7]. It is available online to the sector as an introduction and basis for discussion on the topic of hybrid energy systems, but also for reflection and feedback on the document and its content.

2. HYBRID SUPPLY CONCEPT

2.1. DESCRIPTION OF THE SUPPLY CONCEPT

The innovative supply concepts to be investigated in the project “HybridBOT_FW” presented as part of this paper focus on the possibilities of reducing grid temperatures particularly related to highly variable-constant district heating operation in the context of the operation-optimized and grid-oriented interaction of the electricity and heat sector. In this context, raising (winter months) or lowering (summer months) the grid temperature can meet a power demand that fluctuates throughout the year and minimize heat losses in the distribution grid. The HGS is implemented by a combined heat supply via a DHG and decentralized coupling technology in the buildings for feeding into thermal storages. The supply area consists mainly of new and existing residential buildings and a few existing and newbuild commercial buildings. The residential buildings are many single-family and two-family houses as well as fewer small and large multi-family buildings. The heating network includes flexible polyethylene pipelines with a length of about 4,134 m to supply 130 buildings and a heat output 1,110 kW. Further details of the dimensioning can be found in Table 1. In deviation from this the municipal utility will implement plastic jacket pipes.

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid temperatures (supply / return)</td>
<td>80 / 50 °C</td>
</tr>
<tr>
<td>Route length DHG</td>
<td>4,134 m</td>
</tr>
<tr>
<td>Number of connected parties</td>
<td>130</td>
</tr>
<tr>
<td>Thermal power</td>
<td>1,110 kW th.</td>
</tr>
<tr>
<td>Annual heat demand</td>
<td>2,977 MWh/a</td>
</tr>
<tr>
<td>Total pressure drop</td>
<td>3.68 bar</td>
</tr>
<tr>
<td>Operating pressure</td>
<td>1 bar</td>
</tr>
<tr>
<td>Volume DHG</td>
<td>9,808 l</td>
</tr>
</tbody>
</table>

Figure 1. Hierarchical terms [7]
2.2. DERIVATION OF THE SUPPLY CONCEPT

In relation to the focus described in 2.1, three innovative supply solutions, referred to as energy routes in Figure 2, have been developed. The innovative regenerative supply simultaneously considers the requirements of new housing districts as well as the transformation of existing districts, which are part of the investigated district. The basic concept of the energy routes is identical, they vary in the division of the DHG, the heat generation plant and the supply temperatures. The consensus is that all buildings are connected to the DHG. And further, in the context of a hybrid grid structure, decentralized thermal storages are installed in the buildings in combination with coupling technologies. Electricity gained from photovoltaic (PV) modules on the building roofs is used in heating applications via electric heating elements in smaller buildings and heat pumps in apartment buildings. This, in combination with the DHG, allows flexible operation of sector coupling technologies and thus purchase from the power grids. The sector coupling technologies are dimensioned in relation to the domestic hot water (DHW) load in consideration of the thermal storage volume.

![Figure 2](image)

**Figure 2.** Developed supply solutions, referred to as energy routes

In the first energy route in Figure 2 the investigated DHG of the district is supplied by an existing DHG. Due to the presence of high-temperature industry in the city of Neuburg on the Danube, the existing DHG is supplied with industrial waste heat as its main energy source. The investigated DHG is hydraulically separated via a head-end station which enables a flexible supply in terms of temperature and heating power. Through a highly variable-constant district heating operation the supply temperature varies between 45 °C in summer and 75 °C in winter to reduce heat losses. In contrast, the new housing district in the second energy route contains a separate low-temperature DHG, which is supplied by a groundwater heat pump. Accordingly, the flow temperature is 45 °C and the DHW is reheated by the decentralized coupling technologies in the buildings. In the third energy route, the new housing district is supplied by a ground source heat pump. Part of the summer load as well as the regeneration of the ground is covered by a solar thermal plant. Due to the available waste heat through the existing DHG, the first energy route in Figure 2 is selected for further investigation as part of this paper.

3. CO-SIMULATION OF A HYBRID NETWORK

To investigate the impact of district control strategies on both the electric and heating grid, a co-simulation of the new housing district in Neuburg on the Danube was created, which is a part of the investigated district described in chapter 2.
Alongside models of the physical electric and thermal grid with buildings and coupling technologies, two controller algorithms were included to emulate decisions from the district energy management and the distribution system operator (DSO). A schematic view of the co-simulation is shown in Figure 3. The coupling of different simulators was enabled through the OpSim-environment [8], while individual simulation components were implemented in Python and MATLAB [9]. The following sections explain the simulation components in more detail, as well as first results from testing a grid control strategy.

3.1. POWER GRID SIMULATION

The electricity network model consists of a medium voltage (MV; 20 kV) feeder supplying various low voltage (LV; 0.4 kV) grids in the city of Neuburg on the Danube. Only the two LV-grids serving the new housing district are modelled in detail. All other LV-grids and directly connected MV-consumers/ producers are modelled as (re)active power (P, Q) time series, measured by the DSO in 2021. The simulation software used is the open-source Python library “pandapower” [10]. The MV-topology was obtained directly from the DSO as a GIS-shapefile and converted to pandapower via QGIS. The LV-grids were created in QGIS, based on the DSO’s building location plans of the new districts. The new housing district contains 25 buildings, and as some of them have multiple grid connections, they are represented by 30 LV-loads.

In the co-simulation, the “power grid simulation” receives active power consumption values every 15 minutes from the heat elements and heat pumps in the “building simulation” as input for its calculation. The resulting electrical power flow value at the substation is sent to the “Grid controller” component (see Figure 3).

3.2. THERMAL GRID SIMULATION

The thermal grid is modelled in the “pandapipes” [11] network calculation program. Pandapipes is also an open-source Python library for modeling, analysis and optimization of district heating and gas systems. The model in pandapipes consists of several components: pipes with pressure loss and heat loss to the surroundings, a circulation pump depicting the supply of the specified flow temperature and pressure lift, flow controls and heat exchangers, which together represent the heat consumers. The flow control component is responsible for defining the mass flow the customer receives, while the heat exchanger extracts a specific amount of heat from the system.

In the co-simulation, building mass flow and temperature values (flow and return) are received from the “building simulation” every 15 minutes, to calculate pressure and heat loss statically along the thermal grid in pandapipes (see Figure 3).

3.3. BUILDING SIMULATION

The building simulation model contains the charging and discharging of the decentralized thermal storages. The discharge is based on time series of the heat demand for DHW and heating and the supply is provided by DHG and coupling technologies. The latter are controlled by the "district controller" and turned off when a maximum temperature is reached, while the supply by the DHG is only based on the storage temperature level. When the upper and lower storage temperatures fall three and four Kelvins below the set target value, storage charging begins. The charging continues until the lower storage target temperature is exceeded.

In the co-simulation, the “building simulation” receives every 15 minutes on/off values for the heat pumps and for the heating elements from the “district controller”, as input for its calculation. The resulting electric power consumptions of the buildings are sent to the “power grid simulation” component, whereas mass flow and temperature results are sent to the previously described “thermal grid simulation” component (see Figure 3).

3.4. GRID- AND DISTRICT CONTROLLER

The co-simulation includes two controller algorithms; the “District controller” emulates decisions from the foreseen district energy management, whereas the “Grid controller” emulates the DSO’s actions, as shown in Figure 3. During the creation of this paper, the “District controller” algorithm is still under development; a first prototype is shown in chapter 4 below. In this work, the “Grid controller” has a straightforward decision logic: When the active power consumption at the HV/MV-transformer reaches a pre-set threshold, the heat elements and heat pumps in the district receive an “off” signal. In this condition the district buildings are only supplied by the DHG. In all other cases, a permanent “on” signal is sent to the heating elements and heat pumps. Hence, the “District controller” will encompass market-based decisions and possibly, planned congestion time windows from the DSO, whereas the “Grid controller” would only become active when unwanted load peaks occur at the substation to the HV-grid. The reason for the latter decision logic is, that the HV-grid is operated by another DSO and increased power consumption into the MV grid is costly.

3.5. RESULTS OF THE CO-SIMULATION

Figure 4 shows the active power consumption at the HV/MV-transformer in the electricity network, with and without the Grid control algorithm (the latter being the "base case"). Whenever this consumption exceeds a threshold (in this case, an
arbitrary value of 12.7 MW was chosen), the “Grid control” algorithm sends an “off” signal to all heat elements and heat pumps in the district “building simulation”. This reduces the power flow along the MV-feeder and causes a small (but noticeable) reduction of active power at the HV/MV-transformer. Even though the active power consumption cannot be brought below its threshold, it demonstrates that the modeled smart district can support its electricity network through flexible load shifts. Figure 5 (a) shows the difference between the two power curves from Figure 4, to study this effect in more detail. As expected, the activation of the grid controller reduces the power flow by about 150 kW, corresponding to 30 heat elements and heat pumps in 25 district buildings, with an average electric power around 5 kW. A rebound effect can be seen after the Grid control’s active period ends: the power difference becomes positive, meaning that after they are switched back on, some heat pumps and heat elements compensate for the power they did not provide during the “off” period. Figure 5 (b) shows the heat demand $P [\text{kW}]$ supplied by the DHG over the same modeled time period. The first demand peaks in the early morning hours are equal for the simulation with and without Grid Controller. In this time frame the Grid controller is not intervening and the heat demand in the district cannot be fully covered by the other heat sources and requires heat supply by the DHG, which leads to peaks independent from whether the Grid controller is active. In the following time periods a substantial difference in heat extraction between the simulation with and without Grid controller can be seen. A shutdown of heating elements results in a shift of heat consumption from the heating elements to the DHG and thus in higher peaks of extracted heat.

![Figure 4](image1.png)

**Figure 4.** Change of active power flow at HV/MV trafo in the electricity network, due to actions of the Grid Controller “DSO”.

![Figure 5](image2.png)

**Figure 5.** Effect of the Grid Controller “DSO” on the district building power consumption in (a) the electricity network and (b) the thermal grid.

These results show the interplay and tradeoff between using flexibility between the electric and thermal district grid: a load reduction in the electricity network causes additional load in the thermal grid, hence, relieving one network causes additional stress in the other. This motivates the development of smart district control strategies, explained in the following chapter 4, which consider the most cost-efficient tradeoff when possible.
4. OPERATING STRATEGY

4.1. CONCEPT OF A DISTRICT CONTROLLER

The purpose of this chapter is to explain why it makes sense to use a district controller when implementing neighborhood concepts regarding sector coupling. The background to this is the barriers that arise when several actors want to implement a HES together. These barriers arise because, in practice, the actors still operate very much separately from one another and, accordingly, their economic goals are also aligned with the respective sector. The actors (using Germany as an example) involved in most HES are listed below:

**DSO:** Has the goal that the energy should remain in the neighborhood, i.e., back feeding should be avoided and the demand peaks should be reduced. In the long term, this reduces the pipe diameter and thus the investment costs.

**Heat Producer and Heat Grid Operator:** Have the goal of a full supply of heat to the buildings, so they want to supply as much heat as possible to the district and as efficient as possible. For them, only the heat price of an economical energy production of the own plants is of interest. No consideration of the decentralized generation.

**Electricity Supplier:** Has the goal of selling as much electricity as possible to the neighborhood. For the electricity supplier, only the electricity price counts to ensure economic electricity marketing. He would like to achieve economies of scale and quantity in energy trading. No interest in purchasing heat from the DHG but would consider operating the decentralized PtH plants.

**Consumer:** Would like to be always supplied with heat and electricity at the lowest possible price.

It is therefore consequent to say that there must be one actor, the “district supplier”, who considers the goals of all mentioned actors and optimizes the central as well as the decentralized energy portfolio. In each situation, he decides on the energy supply in the district based on a detailed economic analysis and ensures the most favorable possible full supply of electricity and heat to the buildings. To fulfill this task, the district supplier needs a suitable tool, accordingly, the district controller should be mentioned here. The role of the district supplier can in turn be assigned to the local energy supplier, the public utility. Figure 6 shows the concept of the district controller from the perspective of a public utility.

![Figure 6. Concept of the district controller with all participants](image)

The district controller can be located, for example, in the control room of the public utility and represents the central control unit of the district. The district controller receives all information and data that arise in its control area and essentially contains an optimization algorithm, which is described in more detail in the following chapter.

4.2. DEVELOPMENT OF AN ALGORITHM

To obtain the optimal solution to the question when to use which type of energy while satisfying the demand and minimizing the costs, mixed-integer linear programs (MILP) are commonly used [12]. The problem at hand exists of three fixed time series: The power and heat demand and the PV production. Each house has a battery, a thermal energy storage (TES) and a heat pump or a heating element. The MILP is used to calculate optimal values for all connections between these components (see Figure 7). For the MILP problem the objective function consists of three parts, as in Equation (1):

\[
\text{Cost}_{\text{total}} = \min \left\{ \sum_{t} \left( C_{\text{elec}} \bullet P_{\text{buy}} - C_{\text{sell}} \bullet P_{\text{sell}} + C_{\text{Heat}} \bullet P_{\text{heat}} \right) \right\}
\]
These three parts are the price for purchasing electricity, the price for selling electricity and the price for obtaining heat for every time step. Currently modelled in detail, as in Equation (2):

\[
C_{\text{total}} = \min_{\forall t} \sum C_{\text{elec}}(P_{\text{stor}} + P_{\text{demand,el}} + P_{\text{Heater}} + P_{\text{HP}}) - C_{\text{sell}}(P_{\text{PV}} + P_{\text{stor}}) + C_{\text{heat}} \cdot P_{\text{demand,heat}}
\]  

(2)

The TES is implemented as a capacity model with homogeneously distributed temperature as in [12]. The battery is implemented with losses for charging/discharging and self-discharge. Upper bounds for the charging/discharging current are also applied [13]. As in this example the heat pump cannot be regulated and is only able to produce water up to 70°C, it is simply a fixed efficiency-factor for the electric energy flowing to the TES [14]. Additionally, some extra rules are applied, like that the heat pump must be switched on for at least 30 minutes to extend the durability.

Figure 7. Shows the components and the optimized connections of the MILP. The flow through the dotted lines is minimized after multiplying with the corresponding energy prices.

Right now, the algorithm is only capable to optimize single houses and not yet the whole district. The result of such an optimization for a single-family house with an auxiliary heater is shown in Figure 8. In the upper graph the electricity demand is plotted along with how it is satisfied. For the PV revenue, is in the second graph shown how it’s optimally used. The third and fourth graph shows the state of the energy storages: On the left you see how much energy is stored (positive values) or requested (negative values), on the right you see the state of charge or the temperature. The last two graphs show the energy purchased from the energy grids. Looking at the second plot, it is visible that as soon the power demand is satisfied (light blue), power is used to charge the storages (green and purple) and the remaining part sold (orange). The main part of the heat demand is satisfied using the energy from the heat network and only remaining power from the PV is used to heat up the storage.

Figure 8. Optimization results: Although the optimization is only requested for one day, it is calculated on two times the same day to avoid the situation that the storages are emptied by the end of the first day. Caused by the cost-function an optimization usually ends with empty storages.

5. CONCLUSION

The hybrid network structure implemented in the district requires an optimized operation strategy. Due to the combined heat supply of the buildings by DHG and sector coupling technologies, the heat demand of the buildings is reflected in both the electricity and the heating sector. The co-simulation shows that flexible load shifting in the new housing district has a positive effect on the utilization of transformers in the electricity grid. A power grid overload can be counteracted by switching off
the sector coupling technologies in an electric grid-oriented manner. Furthermore, the shutdown of the coupling technologies results in a load shift from the electricity grid to higher peak loads in the DHG. The load shift within the hybrid network structure leads to an interplay in which reduction of the load in one sector leads to more stress in the other. An optimized operation strategy can reduce the respective load peaks in the whole.

Stakeholders associated with energy supply and consumption in a district have conflicting interests. This results in the position of a district supplier, who takes over the neighborhood supply of electricity and heat at the same time. In this way, the interest of an overall cost-efficient energy supply is ensured. The tool of a district supplier is the district controller, which minimizes the costs of energy supply by taking multiple information into account.

6. OUTLOOK

The investigation has shown that the application of flexible load shifting in one district has little effect on higher voltage levels. Scaling up the results to other parts of the city can show at what point significant effects on the higher voltage levels start to occur. An implementation of transient modeling, regarding the DHG model in panda pipes, is currently in development and will be implemented in the simulation. Future scope also includes a comparison and validation between the CARNOT and pandapipes models. By simulating different type days or longer periods of the DHG models, further conclusions about effects on heat losses in the DHG can be made.

The additional installation of decentralized coupling technologies in combination with PV modules has the potential to decarbonize the heat supply, especially in existing DHG. The practical implementation of such a supply solution depends to a large extent on economic conditions. In the further course of the research project, a result is reached on whether advantages can be achieved in terms of economy and energy efficiency.
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ABSTRACT

With the increasing demand for a better life, the requirements for indoor thermal environment are gradually increasing. Improving the winter thermal environment of rural houses in northern China has become an important issue in the field of building energy conservation. Research on the application of "active+passive" clean heating technology has significant potential. It not only contains indoor heating demand and the comprehensive utilization of renewable energy, but also provides technical support for exploring the transformation path of rural residential carbon reduction, promoting rural construction, accelerating the low-carbon transformation of rural energy, and assisting rural revitalization. This paper carried out from three aspects: investigating residents' thermal habits, conducting environmental parameter testing, assisting infrared temperature measurement technology to analyze the energy saving potential of typical residential buildings, and exploring key indicators that affect the carbon reduction transformation of typical agricultural houses in Inner Mongolia; Couple measured data and calculation models to analyze the optimal scheme of active and passive combined heating and system operation adjustment strategy; Through the method of multi-objective optimization, a technical path for achieving low-carbon reconstruction of buildings that combines carbon emissions and economic indicators is proposed. The research results of the project will improve the thermal environment of rural residential buildings, accelerate the application process of renewable energy heating, and have important significance for energy conservation and carbon reduction of rural residential buildings.

Keywords: Rural house; Indoor thermal environment; Renewable energy; Heating system

1. INTRODUCTION

With the continuous development of China's economy, the form of energy is becoming increasingly severe. As the world's largest energy consumer, our per capita energy consumption is only one-third of that of developed countries, and our future energy demand will increase significantly. Therefore, it is urgent to save energy and improve energy efficiency. In the northeast and other cold areas heating cycle is long, the vast number of rural and pastoral areas heating demand is also very large, while agricultural and pastoral areas heating is still mostly coal-fired, coupled with rural heating methods are relatively backward, resulting in lower energy efficiency. The 20th National Congress of the Communist Party of China clearly pointed out the need to "promote green development and accelerate the green
transformation of development mode”. There are plans to implement the carbon peaking action step by step, further promote the energy revolution, strengthen the clean and efficient use of coal, accelerate the planning and construction of a new energy system, and actively participate in the global governance in response to climate change.

Since China has clearly stipulated the goal of "striving to peak carbon dioxide emissions before 2030 and achieve carbon neutrality before 2060", it has become an inevitable trend for the energy model to shift to a green and low-carbon model. Guided by the concept of sustainable development, this paper aims to promote the construction of a moderately prosperous society in agricultural and pastoral areas of Inner Mongolia, and with the support of the theoretical system of green building, this paper conducts research on low-energy residential building mode for rural areas with the weakest building energy efficiency in Inner Mongolia, which is in line with China's energy development strategy and the concept of green development strongly advocated.

At present, most of the problems related to rural heating are research on the current situation of energy consumption and research on the form and equipment of heating systems. Because the demand habits of heat users in agricultural and pastoral areas are different from urban heating, the heating system is relatively independent, and it is always difficult to obtain first-hand information on the heat demand statistics in agricultural and pastoral buildings. At the same time, the habits of opening windows and doors in buildings cannot be analyzed, and data can usually only be obtained in the form of survey interviews, which is costly and difficult to collect. Therefore, through field research, computer simulation analysis, theoretical calculation, on-site measurement and other research methods, this paper conducts research on a series of key issues affecting the heating energy consumption and thermal comfort of rural residential buildings, and analyzes the improvement of clean heating on rural houses.

2. INVESTIGATION ON THE GENERAL SITUATION OF TYPICAL RURAL BUILDINGS IN INNER MONGOLIA AND THE CHARACTERISTICS OF WINTER HEATING ENERGY

The selected area of typical farmhouses is a farmhouse in Wengniuteqi, Chifeng City, built in 2003, with no other houses close to it, and independent courtyards. In terms of exterior, the farmhouse uses 37 brick walls plus 50 mm expanded polyphenylene board for insulation. There are 10 rooms including bedroom 1, bedroom 2, bedroom 3, kitchen, living room, dining room, bathroom, toilet, sun room 1 and sun room 2. The room area is 130.575 m² and the heating area is 130.575 m². The permanent household size is 4 people, 1 elderly person lives in 2 bedrooms all year round, 2 adults go out to work and do not often stay at home, and 1 young person goes to school and does not often stay at home. The exterior windows are double-layer plastic steel windows. Construction of the Sun Room in early 2023. The detailed table is shown in Table 1, and the floor plan and the official plan of the farm house are shown in Figures 1 and 2. The typical heating period of a farm house is from October 15 to April 15 of the following year, and the main heating method is to heat the kang and earth heating together, using lump coal as heating material, and the price is between 1100-1300 yuan. The annual coal consumption is about 5 tons.
Table 1 Basic information about farmhouses

<table>
<thead>
<tr>
<th>East-west length</th>
<th>North-south length</th>
<th>Facades</th>
<th>Interior walls</th>
<th>Not near the exterior windows of the sun room</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.25m</td>
<td>8m</td>
<td>8mm plastering + 50mm expanded polystyrene board + 370mm clay solid brick + 8mm plastering + 7mm wall panel</td>
<td>8mm plastering + 120mm clay solid brick + 8mm plastering + 7mm wall panel</td>
<td>Double glazed windows, made of plastic steel, 1.2m high and 0.9m above the ground,</td>
</tr>
</tbody>
</table>

Table 2 Basic information on farmhouses

<table>
<thead>
<tr>
<th>Close to the sun room exterior window</th>
<th>Sun room roof</th>
<th>Room roof</th>
<th>Exterior doors</th>
<th>Sun room glass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Double glazed window, material is plastic steel, height is 2.1m, height is 0.4m,</td>
<td>Single slope color steel roof, ceiling material 10mm PVC board</td>
<td>Double slope tile roof, 60% slope, horizontal distance 4 meters, elevation difference 2.4m</td>
<td>It is an aluminum alloy frame glass exterior door, 2.1m high and 2m wide</td>
<td>Three-layer glass windows, the material is aluminum alloy</td>
</tr>
</tbody>
</table>
3 MEASURED DATA AND SIMULATION ANALYSIS OF TYPICAL FARMHOUSES

3.1 Instrument distribution location

The green dot represents the position of the thermograph, the red dot represents the position of the heat flux densitometer, and the blue dot represents the position of the CO2 autographer.

1. Indoor temperature
   Master bedroom, second bedroom, kitchen. The living room, bathroom, and boiler room are each arranged, and the change of indoor temperature in each room is tested, and the recording time is 4 days.

2. Heat transfer coefficient of the envelope
   The measurement of the envelope mainly includes: internal wall, inner door, roof, ground 3 items, heat flux density meter arrangement for internal wall, inner door, roof, ground 4 items. The location is shown below.

3. Dots in the sun
   Because the depth of the sunlight room is not very large, there is no need to consider the longitudinal temperature fluctuation, but the length of the bay is still very long, so it is necessary to arrange three points to record the temperature change, and then the second is to record the temperature change inside and outside the wall of the sun room. and temperature changes on the outside of the sun room on three sides of the glass and the roof and ground. (Green represents a thermometer arranged on the surface, yellow represents a thermometer arranged on the ground, and orange represents a thermometer arranged on the roof, one on the ground and two on the roof). As shown in Figure 3 below:

4. CO2 self-recorder placement
   Place it in the center of the house, record the amount of cold air penetration in the room and the sunlight room.

5. Outdoor temperature measurement
   A temperature self-recorder is arranged outdoors to record the change of outdoor temperature within 4 days.

3.2 Analysis of room temperature in a typical farmhouse

The fluctuation chart of each room is shown in Figure 4, as can be seen from the figure, except for the sun room, the temperature fluctuation of each room is relatively small, and most of the time is at 18 °
C, but the indoor temperature fluctuation of the sunlight room is more severe, which is due to the characteristics of the sunlight room, and the outdoor temperature fluctuation within 4 days of measurement is large, and the outdoor temperature change is also roughly in line with the outdoor temperature change in Wutun Taohai Town. Therefore, according to the change of the indoor temperature of the room, the indoor temperature can be taken at 18 °C during the simulation to a large extent to replace the indoor temperature change of the room, and it can be seen that the maximum temperature is reached from 3 pm to 5 pm every day, because bedroom 1, living room, bedroom 2 are close to the solar room, so the amplitude of temperature fluctuations is roughly consistent with the amplitude of solar room fluctuations, and the delay is about 1 hour. And because the dining room, bedroom 3, toilet, and bathroom are close to bedroom 1, living room, and bedroom 2, the temperature fluctuation is delayed by about an hour, but the amplitude is consistent with the fluctuation between the sun.

![Figure 4. Table of indoor temperature changes in farmhouses](image)

3.2.1 Thermal environment assessment of typical farmhouses

According to the thermal comfort calculation tool (ASHRAE-55), the PMV-PPD value of each room of a typical farm house can be known, and it can be known that except for the heat feeling in bedroom 1 of a typical farm house, people in other rooms will have a cold sensation such as cold, slightly cold, cool, and slightly cooler. It can be seen that the comfort of the rooms in a typical farmhouse is poor. According to the indoor thermal and humid environment evaluation standard of civil buildings (GB/T 50785-2012), the thermal environment rating of the room is carried out. The rating levels are shown in Table 3 below:

<table>
<thead>
<tr>
<th>Grade</th>
<th>Evaluation indicator APMV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class I</td>
<td>-0.5 ≤ APMV &gt; 0.5</td>
</tr>
<tr>
<td>Class II</td>
<td>-1 ≤ APMV &lt; -0.5 or 0.5 &lt; APMV ≤ 1</td>
</tr>
<tr>
<td>Grade III</td>
<td>APMV &lt; -1 or APMV &gt; 1</td>
</tr>
</tbody>
</table>

The thermal sensation of a typical farmhouse is rated according to the APMV evaluation index table, as shown in Table 4 below:
**Table 4: Thermal environment assessment table of farmhouses**

<table>
<thead>
<tr>
<th>Name</th>
<th>Average outdoor temperature (6am)</th>
<th>Average temperature</th>
<th>Average humidity</th>
<th>Metabolic rate</th>
<th>Garment thermal resistance</th>
<th>PMV</th>
<th>PPD</th>
<th>Hot feeling</th>
<th>grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bedroom 1</td>
<td>-2.5</td>
<td>18.7</td>
<td>37.9</td>
<td>1.6</td>
<td>0.9</td>
<td>-0.06</td>
<td>5%</td>
<td>neutral</td>
<td>Class I</td>
</tr>
<tr>
<td>Bedroom 2</td>
<td>-2.5</td>
<td>18.1</td>
<td>37.9</td>
<td>0.7</td>
<td>0.9</td>
<td>-3.57</td>
<td>100%</td>
<td>cold</td>
<td>Grade III</td>
</tr>
<tr>
<td>Bedroom 3</td>
<td>-2.5</td>
<td>18.6</td>
<td>37.9</td>
<td>1.1</td>
<td>0.9</td>
<td>-1.22</td>
<td>36%</td>
<td>slightly cooler</td>
<td>Grade III</td>
</tr>
<tr>
<td>Living room</td>
<td>-2.5</td>
<td>18.3</td>
<td>39.2</td>
<td>1.2</td>
<td>0.9</td>
<td>-2.26</td>
<td>87%</td>
<td>cold</td>
<td>Grade III</td>
</tr>
<tr>
<td>Kitchen</td>
<td>-2.5</td>
<td>13.7</td>
<td>32.0</td>
<td>1.2</td>
<td>0.9</td>
<td>-1.99</td>
<td>76%</td>
<td>cool</td>
<td>Grade III</td>
</tr>
<tr>
<td>Laundry</td>
<td>-2.5</td>
<td>17.3</td>
<td>38.2</td>
<td>1.2</td>
<td>0.9</td>
<td>-2.58</td>
<td>95%</td>
<td>cold</td>
<td>Grade III</td>
</tr>
<tr>
<td>Toilet</td>
<td>-2.5</td>
<td>17.5</td>
<td>41.3</td>
<td>1.2</td>
<td>0.9</td>
<td>-2.5</td>
<td>93%</td>
<td>cold</td>
<td>Grade III</td>
</tr>
<tr>
<td>Restaurant</td>
<td>-2.5</td>
<td>17.5</td>
<td>35.2</td>
<td>1.2</td>
<td>0.9</td>
<td>-2.54</td>
<td>94%</td>
<td>cold</td>
<td>Grade III</td>
</tr>
</tbody>
</table>

### 3.3 Heat load of a typical farm house envelope

#### 3.3.1 Heat transfer coefficient

Since the heat flux density value and the temperature difference between the inside and outside of the envelope have been measured, the heat transfer formula is as follows, and the calculation formula of the heat transfer coefficient inside the envelope is as follows:\( \lambda \)

\[
\lambda = \frac{q \delta}{(t_1 - t_2)} \tag{3.1}
\]

In the formula:

- \( \lambda \): Internal heat transfer coefficient of the envelope;
- \( \delta \): Wall thickness, mm;
- \( t_1 \): Temperature of the inner surface of the envelope, K;
- \( t_2 \): Temperature of the outer surface of the envelope, K.

The heat transfer coefficient of the inner surface of the envelope is calculated as follows:

\[
h_1 = \frac{q}{(t_n - t_1)} \tag{3.2}
\]

In the formula:

- \( h_1 \): Heat transfer coefficient of the inner surface of the envelope;
- \( t_n \): Room room temperature, K;
- \( q \): Heat flux density value, W/m2.
The heat transfer coefficient of the outer surface of the envelope is calculated as follows:

\[ h_2 = \frac{q}{(t_e - t_w)} \]  \hspace{1cm} (3.3)

In the formula:
\( t_w \): Outdoor air temperature, k.

In the formula:
\[ K = \frac{1}{\frac{1}{h_1} + \frac{1}{h_2} + \frac{1}{\frac{1}{\pi_1^2}} \frac{1}{\pi_2} \frac{1}{\pi_2}} \]  \hspace{1cm} (3.4)

In the formula:
\( K \): Heat transfer coefficient of the envelope, W/(m²·K).

The calculation results are shown in Table 5 below:

<table>
<thead>
<tr>
<th>name</th>
<th>Heat transfer coefficient (W/(m²·K))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facades</td>
<td>0.51</td>
</tr>
<tr>
<td>Exterior windows</td>
<td>3.11</td>
</tr>
<tr>
<td>Interior walls</td>
<td>1.53</td>
</tr>
<tr>
<td>Main room roof</td>
<td>0.27</td>
</tr>
<tr>
<td>Sun room roof</td>
<td>0.58</td>
</tr>
<tr>
<td>Sun glass sun glass door</td>
<td>0.66</td>
</tr>
<tr>
<td>ground</td>
<td>0.47</td>
</tr>
</tbody>
</table>

### 3.3.2 Number of air changes

Since changes in CO2 concentration have been measured in the room. Average is obtained based on area weighting. The core of the analysis of room CO2 is that the gas satisfies the law of conservation of mass. The formula is as follows:

\[ V[C_{in}(k) - C_{in}(k - 1)] = \Delta t Q [C_{out} - C_{in}(k - 1)] + \Delta t FR \]  \hspace{1cm} (3.5)

In the formula:
\( C_{in} \): CO2 concentration, ml/m³;
\( C_{out} \): Outdoor CO2 concentration, ml/m³;
\( Q \): Ventilation capacity, m³/s;
\( \tau \): for time, s;
\( FR \): CO2 release from personnel, ml/s;
\( V \): Room volume, m³.

During the test, the outdoor CO2 concentration can be considered stable, and the measurement results are converted to about 300 ppm.

The number of air changes \( n \) is:

\[ n = \frac{Q}{V} \]  \hspace{1cm} (3.6)

It can be calculated by the formula, and the number of air changes is 0.55 times/h.

### 3.3.3 Thermal load analysis of typical farm house envelope

The heat load of the terminal building is determined by the heat gain and loss of the building. However, when maintaining the temperature of the room, it can be approximately considered that the heat gain and heat loss are equal, so this paper uses the heat loss of the building load as the heat load of the envelope.

The heat loss of the envelope mainly includes: 1. Heat transfer and heat dissipation of the envelope;
$Q_1$. Heating infiltrates cold air from the gap between doors and windows to the room to consume heat, which is called cold air penetration heat consumption; 3. Heating consumes heat from $Q_2$ doors, holes and invading cold air adjacent to the room $Q_3$, called cold air intrusion heat consumption. In summary, the hourly load of each room in a typical farm house is statistically shown in Figure 5. Comparing the load data of each room, it can be found that the heat dissipation of the sunlight room is positive at all times, which is due to the architectural characteristics of its sunlight room, its room temperature is very high, much higher than the room temperature of the adjacent room, so it needs to transfer heat to other rooms, and the heat transfer reaches the highest value at about 2 pm. And because bedroom 1, living room, bedroom 2 are close to bedroom 3, bathroom, toilet, dining room, they will also be affected, obviously and the impact amplitude is less than the load of the room next to the sun.

![Figure 5. Changes in load in each room](image)

It can be seen from Figure 9 that the load change between the sunlight is the most obvious, compared with the impact of the sun room on other rooms in the figure below, you can know that the impact of the sun room on the room load, the other heat dissipation of the room is almost unchanged can be regarded as a fixed value, so it can be known that the load change of the room is mainly affected by the heat dissipation in the sunlight.
Figure 6. Bedroom 1 is affected by the load of the sunlight room.

Figure 7. Bedroom 2 is affected by the load of sunlight.
According to the above analysis, the room is mainly affected by the sun room load, so it is necessary to analyze the impact of the sun room load on the room, the impact of bedroom 1 is shown in the following table, it can be seen that on March 9, the total heat dissipation of the sun room is greater than the heat absorption of the sun room in a day of bedroom 1, bedroom 2, living room, so it can be judged that on March 9, the sun room can be used as a room heat source, providing 5480.9 W, 1516.4 W, 3910.5 W heat for the room respectively, However, in the following days, due to the low outdoor temperature, the heat dissipation of the room by the sun room is much smaller than the load of the room, so that the sunlight room cannot be used as a heat source to provide heat for the room, and heating equipment is still needed to heat the room. The specific values are shown in the following table:

**Table 6. Bedroom 1: Variation in solar room load**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sunlight absorbs heat</td>
<td>5233.00</td>
<td>12485.40</td>
<td>16546.48</td>
<td>18901.85</td>
</tr>
<tr>
<td>Heat dissipation between sunlight</td>
<td>10713.95</td>
<td>6447.20</td>
<td>3346.22</td>
<td>4930.17</td>
</tr>
</tbody>
</table>

**Table 7. Bedroom 2 is affected by the load of the sun room**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sunlight absorbs heat</td>
<td>1451.07</td>
<td>3469.28</td>
<td>4604.82</td>
<td>5242.97</td>
</tr>
<tr>
<td>Heat dissipation between sunlight</td>
<td>2967.49</td>
<td>1800.46</td>
<td>935.89</td>
<td>1409.82</td>
</tr>
</tbody>
</table>

**Table 8 Living room affected by the load of the sun room**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sunlight absorbs heat</td>
<td>4019.58</td>
<td>9153.78</td>
<td>12976.84</td>
<td>14581.47</td>
</tr>
<tr>
<td>Heat dissipation between sunlight</td>
<td>7930.08</td>
<td>4893.10</td>
<td>2183.80</td>
<td>3514.86</td>
</tr>
</tbody>
</table>

Through the analysis of the above typical building loads, it can be known that the room is greatly affected by the sun room, and to a certain extent, even the sun room can be used as a heat source for the house instead of traditional heating. However, the specific extent of the room affected by the solar room load and the clean heating renovation still need to be simulated by TRNSYS, as shown in the following
3.4 TRNSYS simulation of a typical farmhouse

3.4.1 Sketch up modeling of a typical farmhouse

Sketch up modeling can be imported into the TRNSYS 3D plug-in to generate a simulation system, which can be adjusted to achieve TRNSYS simulation of rural houses. After Sketch up is imported by the TRNSYS 3D plug-in, first draw the zone, that is, the building hot area, according to the floor plan of a typical farmer, build a model according to the size of the measured room and the position of doors and windows, etc., set the height of the 2nd floor of the warehouse to 2.9 m, in addition to the floor height of other rooms 3 m, bedroom 1, bedroom 2 window height 2.1 m, The remaining rooms have windows 1.2 m high, outer doors 2 m wide and 2 m high, inner doors 2 m high and 0.8 m wide. Figure 9 below:

Figure 9. Sketch up modeling

3.4.2 METEONORM weather files

METEONORM is a global meteorological calculation software and database for solar energy and applied meteorology established by the Swiss Federal Ministry of Energy. After entering the latitude and longitude of the location of a typical farmhouse, the program will simulate the month, day and hour weather data in the specified area through relevant calculation rules and plug-ins based on the meteorological data in the area. The software will produce a suffix TM2, which has a typical meteorological annual file. and use it as a TRNSYS weather module reference file when calculating building loads.

3.4.3 TRNSYS simulation module settings

The diagram of a typical farmer's TRNSYS simulation system is shown in Figure 10 below, and the module model and function description are shown in Table 9 below:

Figure 10. A typical TRNSYS farmhouse
<table>
<thead>
<tr>
<th>Module model</th>
<th>Feature description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type109-TMY2</td>
<td>Associate a weather data file and read weather data from the file</td>
</tr>
<tr>
<td>Type65c</td>
<td>It is mainly used for graphics rendering to output data online.</td>
</tr>
<tr>
<td>equation</td>
<td>Implement variable data calculation between modules</td>
</tr>
<tr>
<td>Type77</td>
<td>Simulate soil temperature</td>
</tr>
</tbody>
</table>

After setting the parameters, running TRNSYS yields the annual load change of a typical farm house as shown in Figure 11. It can be seen that the maximum heat load in a typical farm area is 3.44 kW, which occurs in the 8433rd hour, and the cumulative heat dissipation of the building during the heating period is 4746.03 kWh. (In the figure, positive values are heating loads, negative values are cooling loads).

![Figure 11. TRNSYS load simulation](image)

### 3.5 Typical Building DeST Simulation

#### 3.5.1 DeST modeling

The DeST model is drawn according to the floor plan of a typical building, and the renderings are shown in Figure 12 below. Due to the setting of the DeST system, the air conditioning system is used as the radiator to maintain the required temperature in each room. The simulated time is the same as the TRNSYS time.
3.5.2 DeST parameter settings

1. Choice of location and outdoor temperature
   Since the outdoor temperature selected by DeST needs to be accurate, the selected area is Chifeng City.

2. Indoor temperature
   DeST simulation needs to set the indoor temperature data in advance, so it needs the maximum and minimum indoor temperature data of the heating season, but there is a simple algorithm, that is, to measure the indoor temperature change of the day, according to this copy and paste the indoor temperature change of the entire heating season, taking the living room as an example as shown in the figure below:
3. Envelope parameters

According to the actual investigation situation, the material composition of the surveyed envelope structure can be imported into DeST, and the simulation diagram of the corresponding enclosure structure can be obtained, including: exterior wall, exterior door, inner door, exterior window, solar window, solar door and other parameters.

4. Schedule settings

According to the actual situation, the settings include parameters such as personnel heat disturbance, lighting heat disturbance, heat backup heat disturbance, and air conditioning start and stop. Personnel heat disturbance is set to 6:00-11:00; 15:00-21:00 is mild interference, 11:00-14:00 is severe interference; Lighting heat disturbance set to 18:00-20:00; The device thermal disturbance settings are the same as the lights; Air conditioning start-stop setting time is 7:00-0:00.

3.6 DeST simulation

The simulation values are shown in Figure 3.30 below, and the load change of a typical farm house is obtained by running DeST, and it can be seen that the maximum heat load of DeST simulating the load of a typical farm house area is 4 kW, which occurs at the 9299th hour.
3.7 DeST vs. TRNSYS

According to the comparison of the simulated measured data on March 9 with the simulated data on March 9, it can be concluded that the difference between the simulated data and the actual data is very large, as shown in Figure 32 below, which is due to the large temperature fluctuation within four days of obtaining the actual temperature, and the outdoor temperature of the simulated data is the weather station Satellite data simulations will produce large fluctuations under specific weather conditions, and the inevitable interference of human activities will also have a great impact on the measured data, and the above reasons lead to a large load difference. Although the difference between the simulated load and the actual load is very large, comparing the load simulation values of DeST and TRNSYS, it can be found that the load change of TRNSYS is more relevant to the actual load than that of DeST.

![Figure 16. Comparison of simulated load and actual load](image)

4. TYPICAL FARM HOUSE CLEANING HEATING RENOVATION AND SIMULATION SOFTWARE ADAPTABILITY ANALYSIS

The clean heating transformation analyzed in this paper is passive solar room heating, because typical farmhouses have their own sunshine room, if you want to achieve the effect of analyzing the solar heating transformation, you need to simulate the operation results of typical farmhouses without sun.

4.1 TRNSYS simulation

4.1.1 Sketch up modeling of a typical farmhouse without sunlight

After removing the sunlight, the resulting Sketch up is modeled as shown in Figure 17 below. The parameter settings of the room are shown in Section 3.4.1.
4.1.2 TRNSYS simulation and analysis

The system parameter settings are shown in Section 3.4.3 and are unchanged except for deleting the sun room. The year-round load change of a solar-free farm house running TRNSYS is shown in Figure 18 below:

It can be seen that the maximum heat load in the absence of solar is 3.65 kW, which occurs at the 8840th hour. (In the figure, positive values are heating loads, negative values are cooling loads).

4.2 DeST simulation

4.2.1 DeST modeling

No other building parameters were modified except for the deletion of the solar room, as shown in Figure 19 below:
4.2.2 DeST simulation

From the DeST simulation analysis shown in Figure 36 below, the maximum heat load simulated by DeST in the absence of solar is 7.42 kW, which occurs at the 7762nd hour. (In the figure, positive values are heating loads, negative values are cooling loads).

4.3 DeST and TRNSYS pair fit analysis

Since there is no measured data of typical farmhouses without solar rooms, it is necessary to compare the two software, and the simulation analysis of the two software can be seen that the load value of the non-solar room is simulated according to the measured data of the solar room, and the DeST is obviously too large, so the comprehensive comparison of typical farm house simulation and clean heating renovation analysis can conclude that TRNSYS is more suitable for the clean heating renovation simulation of this article.
5 DISCUSSION

5.1 Comparison of PMV-PPD indicators

The following table shows the PMV-PDD values of the sunless room, and the comparative analysis with Table 4 shows that the renovation of the sun room does improve the comfort of the room to a certain extent. The thermal feeling of bedroom 1 has changed from slightly cool to neutral, and other houses close to the sun have a smaller PMV-PPD value to a certain extent, which can have a certain effect on the composite rural clean heating transformation.

Table 10. Analysis of clean heating effect

<table>
<thead>
<tr>
<th>name</th>
<th>Average outdoor temperature (6 am)</th>
<th>Average temperature</th>
<th>Average humidity</th>
<th>Metabolic rate</th>
<th>Garment thermal resistance</th>
<th>PMV</th>
<th>PPD</th>
<th>Hot feeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bedroom 1</td>
<td>-2.50</td>
<td>18.20</td>
<td>38.86</td>
<td>1.60</td>
<td>0.91</td>
<td>-0.91</td>
<td>23%</td>
<td>Slightly cooler</td>
</tr>
<tr>
<td>Bedroom 2</td>
<td>-2.50</td>
<td>17.90</td>
<td>38.56</td>
<td>0.70</td>
<td>0.91</td>
<td>-6.57</td>
<td>100%</td>
<td>cold</td>
</tr>
<tr>
<td>Bedroom 3</td>
<td>-2.50</td>
<td>18.10</td>
<td>39.16</td>
<td>1.08</td>
<td>0.91</td>
<td>-1.34</td>
<td>42%</td>
<td>Slightly cooler</td>
</tr>
<tr>
<td>Living room</td>
<td>-2.50</td>
<td>17.90</td>
<td>39.65</td>
<td>1.20</td>
<td>0.91</td>
<td>-1.00</td>
<td>26%</td>
<td>Slightly cooler</td>
</tr>
<tr>
<td>kitchen</td>
<td>-2.50</td>
<td>11.20</td>
<td>33.20</td>
<td>1.20</td>
<td>0.91</td>
<td>-2.55</td>
<td>95%</td>
<td>cold</td>
</tr>
<tr>
<td>lavatory</td>
<td>-2.50</td>
<td>15.50</td>
<td>39.01</td>
<td>1.20</td>
<td>0.91</td>
<td>-1.56</td>
<td>54%</td>
<td>cold</td>
</tr>
<tr>
<td>toilet</td>
<td>-2.50</td>
<td>17.30</td>
<td>41.65</td>
<td>1.20</td>
<td>0.91</td>
<td>-1.13</td>
<td>32%</td>
<td>Slightly cooler</td>
</tr>
<tr>
<td>restaurant</td>
<td>-2.50</td>
<td>17.20</td>
<td>35.77</td>
<td>1.20</td>
<td>0.91</td>
<td>-1.18</td>
<td>34%</td>
<td>Slightly cooler</td>
</tr>
</tbody>
</table>

6. CONCLUSION

This paper investigates the envelope parameters of typical farmers and the basic situation of typical farmhouses through field research, and calculates the temperature changes and load changes of typical farmers through survey data and measured data. The load change situation due to the actual measurement of the existence of the sunlight so the overall change law and the load change between the sunlight has a great relationship, after calculation can be obtained on March 9, the heat dissipation between the sunlight is the total heat dissipation of bedroom 1, bedroom 2, living room in a day is greater than the heat absorption between the sun, so it can be judged that on March 9, the sun room can be used as a room heat source, providing 5480.9 W, 1516.4 W, 3910.5 W heat for the room respectively. However, in the following days, due to the low outdoor temperature, the heat dissipation of the room by the sun room is much smaller than the load of the room, so that the sunlight room cannot be used as a heat source to provide heat for the room, and heating equipment is still needed to heat the room. After analyzing typical farmers, DeST and TRNSYS software simulations are carried out on typical farmers, although the deviation of analog values is large, which may be due to large temperature fluctuations within four days.
of obtaining the actual temperature, and the outdoor temperature of the simulation data is simulated by weather stations and satellite data, so there will be large fluctuations in specific weather conditions, and the inevitable interference of human activities will also have a great impact on the measured data. And according to the comparison of DeST and TRNSYS two software load simulation analysis, it can be known that DeST is more suitable for the simulation of building load, TRNSYS is more suitable for clean heating renovation analysis and simulation, both software have different degrees of adaptability, but compared to this article, TRNSYS is more suitable.
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ABSTRACT
The European Union has ambitious goals to reduce greenhouse gas emissions. A fundamental energy system transformation is needed to achieve them and limit climate change impacts. District heating is a valuable technology to supply densely populated urban areas with renewable energy. However, increasing sector coupling and the fluctuating nature of renewable energy sources make efficiently planning these systems challenging. Mixed-integer linear programming (MILP) is an optimization method that can aid the energy system planning process in its early stages. However, uncertainty can significantly impact the optimization results and, therefore, the decision-making process. A methodology to assess parameter uncertainty and model sensitivity is applied to urban districts with different temporal and spatial resolutions. First, the uncertainty of the model parameters is characterized. Then, a quasi-Monte Carlo Simulation of the model using Saltelli’s sampling scheme is used to analyze the impact of uncertainty in the model outputs, and a global sensitivity analysis with Morris’ method identifies the most impactful parameters. Finally, the identified parameters are included in a stochastic programming formulation of the original MILP model to derive a more robust decision. Dealing with parameter uncertainty is often neglected in energy system optimization and can impact optimal decision-making. Under uncertainty, the investigated method assesses and provides optimal decisions for urban district energy system planning. Precise uncertainty characterizations, their validation, and high computational demands are identified as bottlenecks that should be addressed.

Keywords: Energy System Optimization, Optimization under Uncertainty, Sensitivity Analysis

1. INTRODUCTION
The European Union has set ambitious goals for greenhouse gas emission reductions, including reaching net zero by 2050. It is imperative to quickly transition from fossil fuel-based to completely renewable energy systems to achieve those goals. However, systems with high shares of inherently fluctuating renewable energy sources, like wind and solar, are complex to design. Parameter uncertainty, inherent to energy system planning because it always requires dealing with unknown future trends and intermittent energy sources, must be holistically addressed. Mixed-integer linear programming (MILP) energy systems optimization models (ESOMs) are a valuable tool to deal with these arising challenges.

Pfenninger et al. highlighted the uncertainty in ESOM parameters as an open challenge [1]. Addressing it can additionally lead to more transparency and confidence in the models. Uncertainty can be understood as lacking knowledge about a given outcome and can be classified as parametric and structural. The first term refers to a "lack of empirical knowledge to calibrate model parameters to their "true" value", while the latter arises from an imperfect model structure [2]. Uncertainty in ESOMs at the district scale needs to be assessed to plan robust and sustainable energy systems effectively.

In this paper, a framework to make energy systems planning decisions under uncertainty is presented in Section 2. This method has four distinct steps: uncertainty characterization; uncertainty assessment; global sensitivity analysis; and optimization under uncertainty. Then, the framework is applied to a case study in an exemplary fashion in Section 3. Conclusions and an outlook are presented in Section 4.

2. METHODOLOGY

2.1. Model
A MILP model based on Sameti and Haghighat [3] is formulated for a district-scale urban energy system. The objective is to minimize net-present value system costs (Equation 1). The optimization selects cost-optimal investment decision variables, mainly $G_i$, the installed capacity of technology $i$ in kW or kWh and the binary decision $y$ to build a district heating network (DHN). Investment costs are annualized with the capital recovery factor (CRF) to account for depreciation during technology-dependent lifetime (Eq. 2). Operational costs mainly include energy carrier, electricity grid, and CO2 costs (Eq. 3).
\[
\begin{align*}
\min \ C_{\text{inv}} + C_{\text{op}} \\
C_{\text{inv}} = \sum_i [CRF_i(C_i, G_i)] + C_{\text{DHN}}y, \quad \forall i \\
C_{\text{op}} = \sum_{t=1}^{8760} \left( \frac{Q_i + P_{\text{grid,exp},t}}{\eta_i} - \frac{I_{\text{grid,exp},t} + I_{\text{grid,t}} - P_{\text{grid,t}} + P_{CO_2} m_{CO_2,t}}{\Delta t} \right), \quad \forall i
\end{align*}
\]

Where \( i \) is the technology index, \( t \in \{1, \ldots, 8760\} \) is the time step index, \( \Delta t \) is the length of time step in hours, \( Q_i \) the power deployed in kW, \( p_{\text{grid,exp},t} \) the price of the energy carrier in EUR/kWh, \( \eta_i \) the conversion efficiency, \( p_{\text{grid,grid,t}} \) the exporting and importing price of grid electrical power in EUR/kWh, and \( P_{CO_2} \) is the CO2 cost in EUR/kg CO2 eq.

The primary constraint is the satisfaction of all heating and electricity demands for each hour of the year. Additionally, power can only be exported (\( I_{\text{grid,exp},t} \)) or imported (\( I_{\text{grid,t}} \)) to the grid in each time step. The model includes a ramping up and down rate limitation of technology \( i \) (Equation 4).

\[
R_{\text{down},i} G_i \leq P_{t,i} - P_{t-1,i} \leq R_{\text{up},i} G_i
\]

Where \( P_{t,i} \) is the delivered power in kW, \( R_{\text{down,i}} \) and \( R_{\text{up,i}} \) are possible rates of change in delivered power w.r.t. the total installed power.

### 2.2. Framework

Assessing and addressing uncertainty in ESOMs requires quantifying and characterizing possible uncertainty ranges of model inputs and analyzing model outcomes. Mavromatidis et al. proposed a framework for distributed energy systems [4]. Firstly, model parameter values are characterized by defining empirical probability distributions. Secondly, the impact of these uncertain parameter distributions on model outcomes is analyzed. Then, the sensitivity of the model outputs to specific input parameters is analyzed to identify the most relevant uncertainty sources. We apply and expand this framework with an additional step, where the most impactful uncertainty sources are integrated into a model to derive robust decisions through optimization under uncertainty (OUU) (Figure 1) [5].

#### 2.2.1. Uncertainty Characterization

Parameter uncertainty must be characterized by assigning value ranges and probability distributions to the model input parameters [4,6,7]. For ESOMs, these parameters generally include six broad categories: energy carrier prices, greenhouse gas emission factors, investment costs, technological parameters such as efficiencies and lifetime, energy demand, and weather patterns.

The characterization process generally starts with listing all parameters, then assigning probability distributions and uncertainty ranges through a specific methodology or assumptions, such as [6]. Moret et al. and Usher et al. assumed independent and uniform probability distributions over time [6,8]. However, other authors use less methodical approaches to characterize uncertainty or use more complex probability models of the parameters. For example, [4] used independent probabilities but included half-normal, normal, discrete uniform, and uniform distributions. [7] correlates gas and electricity prices for the Monte-Carlo simulations of the ESOM.

Another concern for ESOMs is the characterization of time series data uncertainty. The approaches vary from using different reference years to derive multiple time series for radiation and energy demands for the model [4] to scale the energy demands with a factor [6]. Ultimately, the spatial and temporal resolution should be investigated within the uncertainty assessment [8,9]. This paper assumes independent and uniform probability distributions for all parameters, and time series are multiplied by a factor to consider weather uncertainty.
2.2.2. Uncertainty Assessment

An assessment of the impacts of input uncertainty on the model output is performed after the initial characterization. Monte Carlo (MC) simulations are a widespread technique to compute it by repeatedly sampling from the defined probability density functions [10]. The basic procedure of MC is to sample randomly $N_{\text{runs}}$ times from the probability distributions, collect the model outputs, and evaluate them using statistical techniques [5]. With a very large $N_{\text{runs}}$, the output uncertainty can be empirically measured with high confidence. However, in ESOMs, high computational requirements are a limiting factor; hence other sampling techniques with better space-filling properties can be used to limit the number of required model runs [4]. This procedure is known as quasi-Monte Carlo (qMC) simulation. Literature differs on the number of required runs to assess the effects of uncertainty. Petkov et al. run each MC 300 times and then test for output convergence [7]. Mavromatidis et al. set a high number of runs at 5000 [4]. Some publications run the model "several hundred" times, and it is considered sufficient [5,7]. Other authors use formulas, such as Morgan's and Wilkins', and a desired model output confidence to determine the required $N_{\text{runs}}$. This publication applies a modified Sobol sequence to generate a quasi-random, low-discrepancy sequence of samples [11].

2.2.3. Sensitivity Analysis

If the previous uncertainty assessment reveals significant deviations in the model outcomes, a sensitivity analysis (SA) is conducted to apportion different sources of uncertainty in the model input to the output uncertainty [12]. A SA is global if the whole input uncertainty space is covered. The number of necessary model evaluations varies depending on the applied method. GSA with large data requirements are variance-based techniques such as the Sobol SA, which needs $N(k + 2)$ model runs [12]. In contrast, an elementary effects method requires fewer model runs to assess the model [12]. This feature makes them often used in ESOMs to perform GSA [4,8].

In this work, the Morris Method, a semi-quantitative, elementary effects GSA method well suited for models with large amounts of input parameters (up to hundreds) and expensive model evaluations, is applied [12]. It provides an interval scale ranking of factors, which measures the importance of input factors for output uncertainty. In essence, it calculates the average of derivatives over the space of factors, discretized into a $p$-level grid. The measure of influence is $\mu^*$, the mean of absolute elementary effects [8]. It can be applied to sets or groups of factors, simplifying the analysis when appropriate. A disadvantage of the method is that it does not extract higher-order interaction effects of parameters.

2.2.4. Optimization under Uncertainty

There are several possible approaches to optimize a problem under uncertainty. Yue et al. review four different methods in their review paper: Monte Carlo (MC), stochastic programming (SP), robust optimization (RO), and modeling to generate alternatives [5]. Each has strengths and weaknesses and is therefore suited for different problem formulations and uncertainty sources.

This work uses a two-stage stochastic programming formulation to integrate uncertainty within the optimization formulation due to its simplicity and widespread use. The optimization objective is modified to minimize the first stage investment costs ("here-and-now", $C_{\text{inv}}$) as well as the expected second stage costs ("wait-and-see", $\mathbb{E}[C_{\text{ops}}]$) (Eq. 5) [13]. The here-and-now decision is made before uncertainty is revealed, while the wait-and-see decision is made afterward. The objective can be approximated through $s \in S$ scenarios (Eq. 6) with a given probability $\pi_s$ to solve the generally intractable expectation function. Several alternative approaches are available to construct these scenarios, including sample average approximation and expert opinion. This paper uses the latter.

$$\min C_{\text{inv}} + \mathbb{E}[C_{\text{ops}}] \quad (5)$$

$$\min C_{\text{inv}} + \sum_{s \in S} (\pi_s \cdot C_{\text{ops}}) \quad (6)$$

3. CASE STUDY

3.1. Pre-processing

The energy system to meet the calculated residential heating and power demand of a small city in southern Germany with around a thousand residents and 300 buildings is computed as an example application. Various GIS data with LoD1 and LoD2 resolution are unified and processed to extract area, building height, and envelope volume of all buildings within the studied district. Then, an age category is assigned to each building, given its age distribution information within a 100x100 m raster provided by the building census "Zensus2011" dataset [14]. Then, a TABULA category [15], i.e., building typology, is assigned with the closest building type by dimensions, assuming the building has never been renovated. Lastly, a typical weather year (TWY) from the nearest meteorological weather station is selected [16]. The process output is a shapefile with
building dimensions and type for each residential building within the district. The process uses PostgreSQL and Python except for the LoD2 data handling, calculated with FME\(^1\).

The input data is used to compute heating and electricity demands with the Python-based, open-source software City Energy Analyst (CEA) through a stochastic demand calculation model for each building [17]. The energy balances include solar radiation, occupancy, warm water consumption, building thermal properties, and installed heating systems. The resulting time series for heating and electricity demands are aggregated into a single hourly time series, a yearly building energy demand, and a building peak demand. This data is used as input for the DHN cost estimation and the MILP problem.

### 3.2. Energy System

The energy system structure is defined as shown in Figure 2. There are four primary energy sources: biomass, geothermal, natural gas, and solar radiation. These can be converted to heat and electricity with boilers, combined heat and power, heat pumps, and photovoltaic panels to cover the district's demands. Ramping up and down constraints were applied to deep hydrothermal geothermal sources because centrifugal submersible pumps used to transport hot water from depth to the surface need to be operated as constantly as possible. The MILP is formulated with pyomo and solved with a solver like GLPK or Gurobi.

![Figure 2. Energy system structure of the case study.](image)

### 3.3. Uncertainty Characterization

The baseline cost and technical parameters are collected from the literature. Several cost databases were used for operational (Table 1), investment costs (Table 2), and uncertainty their uncertainty range determination [18–21]. A DHN investment cost of \(7.81 \times 10^6\) EUR and 10% transmission losses are computed through a MILP optimization with the open-source software THERMOS [22] (Table 1). Lastly, several parameters were grouped into sets to reduce the required optimization runs (Table 3). All uncertainty distribution ranges are assumed uniform in this case study.

<table>
<thead>
<tr>
<th>Item</th>
<th>Unit</th>
<th>Lower bound</th>
<th>Upper bound</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p_{\text{pellets}})</td>
<td>EUR/MWh</td>
<td>20</td>
<td>120</td>
<td>[19]</td>
</tr>
<tr>
<td>(p_{\text{chips}})</td>
<td>EUR/MWh</td>
<td>15</td>
<td>100</td>
<td>Assumption</td>
</tr>
<tr>
<td>(p_{\text{gas}})</td>
<td>EUR/MWh</td>
<td>30</td>
<td>500</td>
<td>[21]</td>
</tr>
<tr>
<td>(p_{\text{grid}})</td>
<td>EUR/MWh</td>
<td>200</td>
<td>800</td>
<td>[23]</td>
</tr>
<tr>
<td>(p_{\text{grid,exp}})</td>
<td>EUR/MWh</td>
<td>5</td>
<td>100</td>
<td>Assumption</td>
</tr>
<tr>
<td>(p_{\text{CO}_2})</td>
<td>EUR/t</td>
<td>10</td>
<td>750</td>
<td>[24]</td>
</tr>
<tr>
<td>(C_{\text{DHN}})</td>
<td>EUR</td>
<td>250000</td>
<td>1 \times 10^8</td>
<td>Assumption, [22]</td>
</tr>
<tr>
<td>(R_{\text{loss,DHN}})</td>
<td>-</td>
<td>0.01</td>
<td>0.3</td>
<td>Assumption, [22]</td>
</tr>
</tbody>
</table>

\(^1\) Commercial FME by Safe Software available at: https://fme.safe.com/.
Table 2. Nominal technology costs and technical parameters for central (c) and decentral (dec) units.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Description</th>
<th>Investment</th>
<th>CO₂-Factor</th>
<th>η_power</th>
<th>η_heat</th>
<th>Lifetime</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV</td>
<td>Photovoltaic panels</td>
<td>1200 EUR/kW</td>
<td>40 g CO₂ eq./kWh</td>
<td>-</td>
<td>-</td>
<td>20 y</td>
</tr>
<tr>
<td>B_G,c</td>
<td>Gas boiler</td>
<td>107 EUR</td>
<td>246</td>
<td>0</td>
<td>0.95</td>
<td>25</td>
</tr>
<tr>
<td>B_G,dec</td>
<td>Gas boiler</td>
<td>318 EUR</td>
<td>251</td>
<td>0</td>
<td>0.93</td>
<td>20</td>
</tr>
<tr>
<td>B_BM,c</td>
<td>Biomass boiler, pellet</td>
<td>586 EUR</td>
<td>55</td>
<td>0</td>
<td>0.96</td>
<td>28</td>
</tr>
<tr>
<td>B_BM,dec</td>
<td>Biomass boiler, wood chips</td>
<td>335 EUR</td>
<td>76</td>
<td>0</td>
<td>0.7</td>
<td>17.5</td>
</tr>
<tr>
<td>CHP_G,c</td>
<td>CHP gas</td>
<td>660 EUR</td>
<td>253</td>
<td>0.46</td>
<td>0.46</td>
<td>15</td>
</tr>
<tr>
<td>CHP_BM,C</td>
<td>CHP biomass, pellet</td>
<td>902 EUR</td>
<td>65</td>
<td>0.14</td>
<td>0.82</td>
<td>28</td>
</tr>
<tr>
<td>HP_dec</td>
<td>Heat pump, air-water</td>
<td>700 EUR</td>
<td>0</td>
<td>-0.33</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>HP_c</td>
<td>Heat pump, air 5 MWh</td>
<td>609 EUR</td>
<td>0</td>
<td>-0.28</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>GT_c</td>
<td>Deep hydrothermal geothermal</td>
<td>1500 EUR</td>
<td>0</td>
<td>-0.05</td>
<td>1</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 3. Factors applied to upper and lower bounds of parameter sets.

<table>
<thead>
<tr>
<th>Parameter set</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investment costs</td>
<td>0.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Heat efficiency</td>
<td>0.9</td>
<td>1.1</td>
</tr>
<tr>
<td>Electrical efficiency</td>
<td>0.9</td>
<td>1.1</td>
</tr>
<tr>
<td>Battery discharge rate</td>
<td>0.1</td>
<td>5</td>
</tr>
<tr>
<td>Heat demand</td>
<td>0.1</td>
<td>2</td>
</tr>
<tr>
<td>Power demand</td>
<td>0.1</td>
<td>2</td>
</tr>
<tr>
<td>Lifetime generation</td>
<td>0.8</td>
<td>1.5</td>
</tr>
<tr>
<td>Lifetime storage</td>
<td>0.8</td>
<td>1.5</td>
</tr>
</tbody>
</table>

3.4. Uncertainty Analysis

Based on the defined uniform probability distributions, a quasi-Monte Carlo Simulation with Sobol's sampling scheme of the open-source Python package SAlib is used [25]. Twenty-three parameters and parameter sets are sampled, resulting in 1536 required optimization runs. Significant variability in objective function values was observed, with a mean of $2.71 \cdot 10^5$, a 25% quantile of $6.03 \cdot 10^4$, and a 75% quantile of $3.81 \cdot 10^5$. The optimization runs show a large variability in comparison to the baseline deterministic model value of $1.21 \cdot 10^5$. The generation and storage investment variables also show deviation from the deterministic value and a significant variability, as shown in Figure 3. Individual runs with substantial variations in the energy demand alongside cheap energy carrier costs cause outliers in installed capacities. A sensitivity analysis is needed to apportion this uncertainty to uncertain input parameters.

Figure 3. Violin plot of optimal investment sizes of energy-producing units (left) and storage (right), compared to their mean and deterministic baseline value.
3.5. Global Sensitivity Analysis

The method of Morris with Campolongo's enhancements, as implemented in SAlib, is used to test the influence of individual parameters and parameter sets in the significant objective value uncertainty [25]. Three additional parameters are varied with respect to the q-MC simulation to test the influence of these optimization parameters: the initial and final energy storage levels in kWh and the curtailment costs of excess energy. Therefore, 405 optimization runs with 15 optimal trajectories are required to analyze the 26 defined parameters and parameter groups.

Based on Morris' method, the most impactful parameters are ranked by their elementary effects (Figure 4). A small number of parameters have the largest impact on the objective function: heating and cooling demands, carbon tax price, financial parameters such as the internal rate of return, and storage efficiency. The latter could be an effect of the cheap and steady supply of geothermal energy, making storage efficiency more impactful than in other districts. Other commonly included parameters in stochastic and robust energy system optimization, such as energy carrier prices, are less impactful.

3.6. Optimization under Uncertainty

The two-stage SP problem is formulated with the Python package mpi-sppy [26]. Nine scenarios with equal probability are defined: past, current, and very high prices, including energy carrier and carbon prices with low, medium, and high demands. The problem was solved in around 4 hours with AMD Ryzen 5 PRO 4650U CPU, 16 GB of RAM, and the Gurobi solver. The results depicted in Figure 5 shows that the energy system is diversified to hedge against price and demand uncertainty. The deterministic "Base Case" and CO2 minimization optimization models with baseline costs (Table 2) are not robust against demand fluctuations and cannot deliver energy demands for all cases. Total system costs are the lowest for the Base Case (1.21 ⋅ 10^6 EUR/y) and are highest for CO2 minimization (2.28 ⋅ 10^6 EUR/y). The SP version is robust against several uncertainty scenarios, including higher carbon prices, with an associated moderate increase in total costs (1.6 ⋅ 10^6 EUR/y, 32% more than the base case).

Figure 4. Bar plot of the mean absolute elementary effects of the ten most impactful parameters as calculated by the Morris method.

Figure 5. Optimal first-stage variables of generation (left) and storage (right) for the deterministic base case and CO2 minimization, and the two-stage stochastic programming.
In all system configurations, renewable energy generation units have the largest share in installed energy generation capacity due to high carbon costs and competitive renewable energy costs, which are currently cheaper to operate than the natural gas-based system. However, these systems also must balance expensive upfront investment costs, which rely heavily on the assumption that technology lifetime and internal rate of return are constant throughout the whole plant lifetime. Uncertainty in the first stage is not included in this SP problem formulation.

3.7. Discussion
The applied framework successfully evaluates parameter uncertainty in the optimization of energy systems. The uncertainty characterization provides ranges and uniform probability distributions. For example, CO₂ price bounds are set to the maximal economic cost of climate change at 750 EUR/t CO₂ eq. [24], which pushes all carbon-related impacts to high values (see Figure 4). A possible approach to mitigate the effects of uncertainty distributions on the results is robust optimization. However, RO suffers from drawbacks such as complex model formulations and custom solution algorithms [27]. A hybrid between stochastic and robust optimization is distributionally robust optimization (DRO). Few papers with custom solution algorithms have been implemented [28]. The authors in [28] compare DRO, RO, and SP for an ESOM of the Swiss energy system and found that choosing uniform or normal probability distributions affects the model outcome.

The main limiting factors of the framework are high computational costs and the exclusion of parameter correlations in the MC and GSA. Increasing computing power or reducing model detail for some aspects, like electricity import or export, can help mitigate high computational costs. Regarding the second identified challenge, some authors have used correlations in their models [7]. Still, the overall trend in the literature is unclear on whether these correlations are appropriate, especially since detailed energy system-related data is generally difficult to collect or unavailable.

4. CONCLUSION
The presented framework allows planning energy systems at the district level, accounting for uncertainties in all input parameters. In this way, the designed energy system can be shown more transparently to planners and includes a holistic evaluation of the effects of uncertainty on the results. Additionally, the system is robust against the most impactful parameter changes, mainly energy demand and commodity prices. The limitations of the presented framework are expensive but feasible computational requirements and complex uncertainty characterization of the input parameters due to unavailable energy system data. Further work should focus on testing proposed alternative optimization techniques such as RO and DRO and including investment cost uncertainty. Nevertheless, the presented framework can be applied to plan sustainable, renewable, and robust energy systems at the urban district and regional scale, as well as to other related systems optimization problems with high computational demand.
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ABSTRACT

The digitization and intelligence of district heating system will become an inevitable step to promote low and hence zero carbon energy utilization. This paper proposes a two-stage operational and configurational dynamic optimization model that considers the variations in physical parameters. Subsequently, the paper illustrates the optimal operational strategy of the system and the discrepancy between the dynamic and static models through a case study in North China. The results show that the dynamic models can detect changes in physical measurements such as indoor temperature, which can be referred to by DHS for operational control, and the contribution of heat storage equipment varies with the characteristics of peak and valley tariffs.
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1. INTRODUCTION

Energy systems are undergoing a series of revolutions with the global carbon neutrality target\textsuperscript{(1)}. Within this trend, the digitization and intelligence of district heating system (DHS) will become an inevitable step to promote the low and hence zero carbon energy utilization\textsuperscript{(2)}. Reasonable optimization model is the essential prerequisite for cost-efficient operation of heating systems. In the optimization process of all types of energy systems, the procedure-oriented principle\textsuperscript{(3)} has been widely adopted as an important method. This method focuses on the thermal, electrical, and hydraulic processes of the system and describes the situation of system by modelling the inputs and outputs of the various components. This research method is commonly utilized in the optimization problems of energy hub\textsuperscript{(4)}, integrated energy system (IES)\textsuperscript{(5)}, and distributed energy system\textsuperscript{(6)} and DHS\textsuperscript{(7)}.

Static procedures dominate the early optimization models. Kopanos et al.\textsuperscript{(8)} consider the variable generation efficiency of combined heat and power (CHP) plants at different load rates and propose an operation strategy for minimum operational cost of a distributed micro CHP system with shared community heat storage and gas boiler. Jarno et al.\textsuperscript{(9)} propose a mixed integer linear programming (MILP) model to determine the heating network topology as well as the source and storage capacity of a distributed heating system with a pre-defined consumer and potential source storage location. Andreas et al.\textsuperscript{(10)} propose a storage configurational MILP model with the consideration of the start/stop loss of CHP plants and illustrate the economic benefits after introducing storage equipment. Likewise, Gebremedhin et al.\textsuperscript{(11)} analyze the energy structure and carbon reduction performance after introducing biomass CHP in a Nordic region with different heating demand scales. In the early stage of DHS optimization research, the static procedure-oriented source, network, load and storage input-output models are established with operation intervals, fixed or predicted heating load\textsuperscript{(12)}, procedure losses and other parameters, simplifying the dynamic or time-series variation characteristics of the input-output relationship in the system.

However, in the fourth-generation heating concept\textsuperscript{(13)}, which requires higher digitalization and intelligence level, the static optimization model can hardly reflect the detailed operating characteristics such as changes in heat pump COP caused by time-varying low-grade heat source conditions and dynamic indoor temperature, let alone real-time assessment and optimization for DHS. Therefore, dynamic procedure-oriented simulation models for DHS are essential in today’s optimization modelling process\textsuperscript{(14)}. Ghilardi et al.\textsuperscript{(15)} take the dynamic heating regulation and the thermal comfort management process into consideration. The operational condition of DHS is reflected by dynamic supply temperature and indoor temperature, and the advantage of dynamic optimization is indicated. Similarly, Nguyen et al.\textsuperscript{(16)} also adopt the building thermal process particle model reflecting building heat capacity in the DHS modelling process. Gu et al.\textsuperscript{(17)} also
consider the building thermal process and dynamic network transmission loss when solving the problem of optimal system scheduling for the combined operation of CHP and wind power. In addition to the dynamic process of network and heating load, dynamic operational characteristics of source and storage such as frosting and defrosting of air source heat pump (ASHP)\(^{[18]}\), the charging capacity of ice cooling storage influenced by the ice thickness\(^{[19]}\), and the water and phase change material coupled thermal storage system\(^{[20]}\) are also beneficial to be considered.

The two-stage optimization approach has been widely utilized in field of energy system. Guo et al.\(^{[21]}\) present a configuration-operation two-stage optimization algorithm to to simultaneously minimize a hospital micro-CHP system's life cycle investment and carbon emission. Luo et al.\(^{[22]}\) and Zhou et al.\(^{[23]}\) also adopt this approach to reflect the design-operation logic process of energy systems. In addition, Zhang et al.\(^{[24]}\) optimize the scheduling of source and storage facilities in DHS with a day-ahead and intra-day two-stage algorithm to ensure that the system can accommodate more wind power and reduce operational costs. Similarly, the two-stage approach is also applied to solve the problem of robust optimal scheduling of IES\(^{[25]}\). Therefore, the two-stage optimization model can better capture the chronological and logical character of the system's life cycle.

The above dynamic models aim to give the optimal design and operation of a system with a pre-defined heat source type for a specific region, but the heat source model is usually built with an operating interval constraint, which ignores the dynamic changes in operation COP of the heat pump facilities. And the analysis is often based on typical days in each season, and the different operational characteristics at different outdoor temperatures during the same season are often ignored. Therefore, this paper establishes the HP models considering the regional resource endowment conditions and presents a novel dynamic configuration-operation two-stage optimization model orienting the dynamic building, network, and source processes. Besides, the storage resources will be compared in this research with different sensitivity factors.

2. OPTIMIZATION MODEL

2.1. Planning problem statement

The framework of the proposed two-stage optimization process for the DHS is illustrated in Figure 1. The interrelated thermal process of DHS is described in terms of dynamic changes of physical variables such as indoor air and supply water temperature. The thermal process is adopted as a constraint in both stages’ optimization model. The objective of the first stage is to minimize the initial investment of DHS, determining the capacity of equipment and minimizing the annual investment, while in the second stage, determining the final capacity optimal scheduling of DHS. The equipment operation interval constraints in the second stage are based on the optimization results in the first stage. After that, this paper analyzes the impact of the source-storage combination and peak-valley tariff factors on the optimization results.

![Figure 1. Framework of two-stage optimization process of the DHS](image)

2.2. Objective function

As shown in Eq.(1), the minimum annual investment \(C_1\) is adopted as the final objective function for economic optimization, where \(C_i\) donates the annual initial investment of facilities, \(C_o\) donates the annual operational cost, \(r\) donates the benchmark yield, and \(lc\) donates the life cycle of the system.
The objective function $C_i$ for the first stage can be expressed as a function of the capacity of the equipment in Eq. (1). $C_o$ includes the interaction with municipal electricity and gas in Eq. (2)-(3). Each $F$ denotes the unit price for facility or energy purchase, $E$ denotes the electricity generated, purchased and sold, $Q$ denotes heat supply, while $V$ denotes gas consumption.

\[
\min C_i = \frac{r(1+r)}{(1+r)^t - 1} + C_o
\]  

(1)

The objective function $C_i$ for the first stage can be expressed as a function of the capacity of the equipment in Eq. (1). $C_o$ includes the interaction with municipal electricity and gas in Eq. (2)-(3). Each $F$ denotes the unit price for facility or energy purchase, $E$ denotes the electricity generated, purchased and sold, $Q$ denotes heat supply, while $V$ denotes gas consumption.

\[
\min C_i = f'_{GT} F_{GT} + Q'_{WMB} F_{WMB} + Q'_{WHB} F_{WHB} + Q'_{ASHP} F_{ASHP} + S'_{HST} F_{HST}
\]  

(2)

\[
C_o = \sum_{i=1}^{N} \left( E_{i,t} F_{E,i,t} - E_{i,t} F_{E,i,t} + V_{i,t} F_{V,i,t} \right)
\]  

(3)

2.3. Constraints

2.3.1. Process constraints

(1) Heat source

Heat sources include gas turbine (GT), waste heat boiler (combined operation with GT for heat recovery, WHB), gas boiler (GB), wastewater source heat pump (WSHP) and air source heat pump (ASHP), the generic input-output model is shown in Eq. (4), where $O_i'_{t}$ denotes the rated output of heat or electricity, $O_{i,t}$ and $I_{i,t}$ denotes the output and input at time $t$, $\eta_{i,t}$ denotes the energy conversion efficiency, $\alpha_{i,min}$ denotes the minimum load rate and binary variable $\varepsilon_{i,t}$ denotes the start/stop status of the $i$-th unit.

\[
\alpha_{i,min} O'_{i,t} \leq O_{i,t} = \eta_{i,t} I_{i,t} \leq O'_{i,t}
\]  

(4)

(2) Thermal energy storage

The thermal energy storage (TES) model has been developed with both insulation and blending heat losses in Eq. (5), where $\eta_{loss,s}$ denotes the insulation loss and $\eta_{loss,ch/dis}$ denotes the blending loss when charging and discharging. The rated charge/discharge capacity $Q_{ch/dis,max}$ of HST is determined by its maximum storage capacity $S_{max}$ in Eq. (6) [26]. Finally, the HST operation status is limited in the interval in Eq. (7).

\[
S_t = (1-\eta_{loss,s}) S_{t-1} + (1-\eta_{loss,ch}) Q_{ch,t} - \frac{Q_{dis,t}}{1-\eta_{loss,dis}}
\]  

(5)

\[
S_t = (1-\eta_{loss,s}) S_{t-1} + (1-\eta_{loss,ch}) Q_{ch,t} - \frac{Q_{dis,t}}{1-\eta_{loss,dis}}
\]  

(6)

\[
0 \leq Q_{ch/dis,t} \leq Q_{ch/dis,max}
\]  

(7)

(3) Building thermal process

Heat load in static models is usually calculated at a set room temperature (usually 18°C) or predicted from available data set, both of which ignore the potential for load shifting due to the thermal inertia of the building. As shown in Figure 2, after considering the thermal inertia of the building envelope and the internal entities, the heat load model is replaced by the building heat transfer model, according to the concept of thermal comfort management[27].

![Figure 2. Simplified thermal resistance network diagram of building thermal process](image)
The entire building envelope is equated to the same thermal mass, where the dynamics of $T_{wall,t}$ is influenced by the indoor air at $T_{in,t}$ and the outdoor convection and radiation effects, indicated as solar-air temperature at $T_{out,t}$, as shown in Eq. (8)-(9).

$$T_{wall,t+1} = T_{wall,t} + \frac{f_{wall} K_{in} (T_{a,t} - T_{wall,t}) + f_{wall} K_{out} (T_{out,t} - T_{wall,t})}{C_{wall}}$$  \hspace{1cm} (8)

$$T_{in,t} = T_{out,t} + \frac{P_{in}}{K_{out}}$$  \hspace{1cm} (9)

Ignoring the storage effect of indoor heating equipment, they can be equivalent to the same indoor heat disturbance $Q_{loss,net}$. Consider that the indoor air temperature field is uniformly distributed, and then all indoor objects and structures with heat storage characteristics can be equivalent to a comprehensive thermal mass. The thermal mass with the heat capacity of $C_{in}$ receives heat from indoor heat disturbance, building envelope and cold air infiltration, shown in Eq.(10). In Eq.(11), the indoor temperature is limited to the comfort zone in accordance with Chinese GB50736-2012 and ASHRAE Standard 55\[28\].

$$T_{a,t+1} - T_{a,t} = Q_{loss,net} + K_{in} f_{in} (T_{wall,t} - T_{a,t}) + C_{in} G_{out,t} (T_{out,t} - T_{a,t})$$  \hspace{1cm} (10)

$$18 \leq T_{a,t} \leq 26$$  \hspace{1cm} (11)

(4) Hydraulic and thermal model of heating network

The quasi-dynamic model of the heat network consists of both hydraulic and thermal sections. The hydraulic section can be expressed in the form of a matrix Eq.(12). The elements $A_{ii}$ in vector $\Delta \mathbf{h}$ can be determined by impedance $s_i$ and flow rate $g_i$ in Eq.(13).

$$A_{ii} \mathbf{G} = \mathbf{Q}$$

$$B_{i} \Delta \mathbf{H} = \mathbf{0}$$  \hspace{1cm} (12)

$$\Delta h_i = s_i g_i^2$$  \hspace{1cm} (13)

For the thermal section, the characteristics are mainly characterized by heat transmission loss $\eta_{loss,net}$ and transmission delay $\Delta t$, shown in Eq.(14) - (15), where the heat loss is estimated according to the maximum heat dissipation value $q_i$ specified in Chinese GB/T 4272-2015 and the information of $j$-th pipeline such as pipe diameter $d_j$, pipe length $l_j$ and supply and return water temperature $\tau_g, \tau_h$. The transmission delay of branch network is determined by the heat load in each pipeline $Q_{j, para}$. The relationship between the heat supply from the heat source and the indoor air temperature field is shown in Eq. (16).

$$\eta_{loss,net} = \frac{4000q_i \sum_{j=1}^{n} l_j}{c_p \rho_{water} c_d \sum_{j=1}^{n} \Delta t_j (\tau_g - \tau_h)}$$  \hspace{1cm} (14)

$$\Delta t = \sum_{j=1}^{n} l_j = \sum_{j=1}^{n} 4l_j Q_{j, para}^2$$

$$Q_{j, para} = (1 - \eta_{loss,net}) Q_{j, para}$$  \hspace{1cm} (15)

$$Q_{j, para} = Q_{WHB,j} + Q_{GB,j} + Q_{WSHP,j} + Q_{ASHP,j} + Q_{dis,j} - Q_{r,b,j}$$  \hspace{1cm} (17)

$$E_{r,j} = E_{r,HP,j} + E_{r,j}$$  \hspace{1cm} (18)

$$V_{GT,j} + V_{GB,j} = V_{o,j}$$  \hspace{1cm} (19)
2.4.2. External purchase constraints

The purchasing and sale of energy is subject to restrictions in accordance with local policy, as Eq. (20)-(21).

\[
V_{b, \max} \leq V_{b,t} \leq V_{b, \max} \quad (20)
\]
\[
E_{b/s, \min} \leq E_{b/s,t} \leq E_{b/s, \max} \quad (21)
\]

3. CASE MODEL

An urban residential district in North China is selected as the case study, and the suitable combination of heat sources is selected based on the local resource endowment conditions to study the source storage capacity configuration and storage operational characteristics.

3.1. General information

The case area consists of 633,000m² residential buildings and 427,000m² school buildings. According to the resource endowment of the existing urban wastewater and gas network, the heat source is limited to the location shown in Figure 3. Considering the high price of electricity sales, GT is adopted as heat source to interact with the urban grid, while GB is introduced as a comparison to GT. Accordingly, the heating demand of the district is shown in Figure 4.

Figure 3. Layout of heat source and network  
Figure 4. Hourly heating demand of the district

3.2. Variable efficiency of heat source units

As shown in Figure 5, the power generation efficiency of the gas turbine under part load conditions is given with literature research\(^\text{[29]}\) and the operational power generation efficiency curve of the gas turbine is linearized in steps of 25% load factor \(r\).

Figure 5. Variable efficiency and linearization of GT

The two types of heat pump shown in Figure 6 are obtained from the corresponding resource endowment conditions of wastewater reclaimed water temperature and outdoor ambient temperature during the heating season.
3.3. Main parameters

Table 1 shows the unit price of each heat source equipment and other parameters obtained from market research while the energy price includes the peak-valley electricity price shown in Figure 7 and the price 2.77 CNY/m³ for NG. The two-stage MILP model can be solved with the benders-dual cutting plane algorithm[30] in the Python environment.

Table 1. Operational and economic parameters of the energy supply units

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Rated efficiency and loss rate</th>
<th>Minimum load rate</th>
<th>Investment (CNY/kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GT</td>
<td>$\eta_{GT, r} = 0.25$, $\eta_{loss} = 0.07$</td>
<td>$\alpha_{GT, min} = 0.25$</td>
<td>$F_{GT} = 7900$</td>
</tr>
<tr>
<td>GB</td>
<td>$\eta_{GB} = 0.90$</td>
<td>$\alpha_{GB, min} = 0$</td>
<td>$F_{GB} = 850$</td>
</tr>
<tr>
<td>WHB</td>
<td>$\eta_{WHB} = 0.89$</td>
<td>$\alpha_{WHB, min} = 0$</td>
<td>$F_{WHB} = 1200$</td>
</tr>
<tr>
<td>ASHP</td>
<td>$\text{COP}_{\text{ASHP}} = 3.60$</td>
<td>$\alpha_{ASHP, min} = 0$</td>
<td>$F_{ASHP} = 1000$</td>
</tr>
<tr>
<td>WSHP</td>
<td>$\text{COP}_{\text{WSHP}} = 4.06$</td>
<td>$\alpha_{WSHP, min} = 0$</td>
<td>$F_{WSHP} = 1600$</td>
</tr>
<tr>
<td>HST</td>
<td>$\eta_{HST,ch} = 0.05$, $\eta_s = 0.05$</td>
<td>/</td>
<td>$F_{HST} = 110$</td>
</tr>
</tbody>
</table>

Figure 6. Operational COP of heat pumps and their resource endowment during the heating season
4. RESULTS

This section analyses the scheduling of source storage resources and the results of configuration results during different period of the heating season. Operational priorities and operating strategies for the heat source units are presented in this section, as well as the difference in operation and configuration results with the change of tariff peak-valley characteristics.

4.1. Operational results of dynamic optimization model

The results of typical system operational optimization results during the heating season are shown in Figure 8. The beginning/end and during the peak period of the heating season for 72 hours were intercepted respectively. 7a and 7b show the output of source and storage with the fluctuation of indoor temperature and indicate that the invocation of heat storage in buildings is directly related to the outdoor temperature. At the beginning/end of heating season, the indoor temperature fluctuates between 18 and 20.9°C. While during the peak period, the indoor temperature is fixed at 18°C. But HST still dominate absolutely compared to building heat storage resources.

The interaction between the DHS and the urban grid is shown in Figure 8c and 8d. The operational priority of heat source is mainly affected by peak-valley tariff. The priority can be summarized as: valley (WSHP>ASHP>WHB), flat (cooperation of WSHP and WHB > ASHP), peak (WHB > WSHP > ASHP). The priority indicates the order in which the units are switched on during operation period. Besides, the system purchases power during valley periods, avoids interacting with the grid during flat periods and sells power significantly during peak periods.
4.2. Analysis of storage resources

The energy storage resources of the DHS in the dynamic model include both HST and building thermal storage, both of which, especially HST, have an important role in the DHS. Even during the day when the room temperature reaches the peak, the HST still takes up 96.5% of the total heat storage (shown in Figure 8a).

As shown in Figure 9, only subtle differences between in the dynamic and static optimization results occurred, with the most significant impact on the configuration results for HST, which increased by only 2% in the static model. Therefore, the main advantage of dynamic optimization under the current peak-valley tariff policy is the ability to observe real-time changes in physical measurements such as indoor temperature, which can be adopted as the basis for system regulation for practical engineering optimization movements.

4.3. Analysis of peak-valley tariff policy

From the analysis in section 4.1, the peak-valley tariff is the key factor affecting the operation strategy of DHS. The optimal system operation strategy after increasing and decreasing the peak-valley difference in tariffs is shown in Figure 10. The operation strategy during the peak period is similar to that in section 4.1 and will not be discussed in detail. Restructuring peak tariff from 1.66 times the flat tariff to 2 times, with a same-proportion increase in the price of sale price, the optimization results are shown in Figure 10a. In this case, the role of the storage resources includes, in addition heat storage during the valley period, absorbing the excess heat generated when the sale of electricity movement occurs, which is not reflected in the original case.

As shown in Figure 10b, when the peak-valley ratio is 1, the storage resources are not invoked at the beginning and end of heating season, and the function of them is simply peak-shaving to obtain a smaller heat source capacity.
5. CONCLUSION

In this paper, with reference to the dynamic characteristics in DHS, a dynamic process-oriented optimization model is established, and the operation characteristics of thermal storage resources invocation and peak-valley tariff are analyzed with a case study. The conclusions can be summarized as follows.

(1) HST still takes over 96.5% of the total heat storage during the heating season and the building thermal storage only brings a 2% decrease of HST capacity.

(2) Although the dynamic and static models are very close in terms of capacity configuration results, the dynamic model can be adopted as a reference to judge the rationality of DHS through measurable variables e.g. indoor temperature.

(3) The contribution of heat storage equipment varies with the characteristics of peak and valley tariffs, as evidenced by the fact that when peak-valley ratio varies from 1 to 2, the contribution goes through peak shaving to reduce heat source capacity, load shifting to reduce electricity purchase costs and absorbing excess heat generated by the frequent electricity sales actions.
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ABSTRACT

A Mixed Integer Linear Programming (MILP) optimization problem is formulated to optimize the power production of several heat production units and a storage tank in a district heating network in Weil am Rhein, Germany. This implementation is the first step in the development of a Model Predictive Control (MPC) methodology in the research project WOpS to operate networks with decentralized heat producers. Historical demand data and producer specifications of the existing network are used for the analysis. The operation is simulated for a winter and a summer day. It is shown that the methodology is successfully implemented, even though more constraints should be considered in future developments to include dynamic effects more realistically.

Keywords: MPC, MILP, District heating

1. INTRODUCTION

District heating networks (DHN) play a crucial role in implementing an emission-free heat supply, as they enable the optimal utilization of diverse heat sources and industrial waste heat. However, as district heating networks grow larger and more diverse, and as decentralized feed-in points are integrated, the networks control and efficient production planning becomes increasingly challenging. This is especially true when heat production units cannot generate heat on demand, storage capacities exist and the temporal and local discrepancy between supply and demand must be compensated.

Under the framework of the German-funded Project WOpS, Model Predictive Control (MPC) will be integrated into several existing district heating networks to optimize the operation of all heat production units in an economically efficient manner. For an existing medium-sized district heating system in the city of Weil am Rhein, Germany, a Mixed Integer Linear Programming (MILP) optimization problem is formulated to optimize the production of the five main heat production units: a biomass boiler, a Combined Heat and Power (CHP) unit, an oil boiler as well as two gas boilers. Additionally, a 115 m³ thermal energy storage (TES) is integrated. In the current conventional strategy, the CHP unit provides the base load, followed by the biomass boiler while the fossil fuel boilers cover peak load demands. Energy prices, storage dispatch, operational constraints and the evaluation demand data are not considered. The novel optimization routine is implemented in a MPC framework using a simple heating network model.

In this contribution, we explain the software implementation of the algorithm and show first simulation results. While mixed-integer linear MPC or linear MPC has been used frequently in district heating production optimization [1–3], this work shows how to practically implement this approach on the example of an existing DHN with multiple heat producers and discusses the advantage to the current control strategy as well as the gap that is left with this approach to control networks with even more decentralized consumers. Future work involves implementing the MPC strategy into the actual network operation, the investigation of the challenges in practical implementation as well as the extension of the algorithm to include more dynamic effects.

2. METHODOLOGY

2.1. Formulation of Optimization Problem

This chapter summarizes the formulation of the optimization problem. The algorithm is implemented in Python using the open-source software package CasADi [4]. It consists of linear constraints and a linear objective function, with both binary and continuous variables, and is therefore classified as a MILP problem. For solving the optimization problem, the open-source solver SCIP [5] is used.
The overall aim is to minimize the objective function while considering several constraints that include the characteristics of the heat production units, the thermal energy storage and the behavior of the network. Consequently, all heat flows $\dot{Q}_j$ of the production units are used as decision variables of the objective function. For the modeling of heat production units, the constraints include maximum and minimum power outputs, ramping rate limits as well as minimum up- and down-times of operation. Additional decision variables needed here are the on/off and switch-on / switch-off binary variables as well as the charging/discharging power and stored heat of the TES that are introduced in the following paragraphs.

2.1.1. Objective Function

We aim at determining the production trajectory of each producer that minimizes the operational costs of the DHN. Consequently, the objective function $C$ is modeled as

$$C(\dot{Q}) = \sum_{j=1}^{N_{TU}} \sum_{t=0}^{N_T} (\dot{Q}_j(t) c_j(t) + S_j^{up}(t) c_j^p(t)) + \sum_{m=1}^{N_{TES}} \sum_{t=0}^{N_T} H_m(t) c_m^p,$$

where $\dot{Q}_j(t)$ is the generated heat of thermal unit $j$ at time step $t$. The parameter $c_j(t)$ is the respective cost of generating one unit of heat in thermal unit $j$ at time step $t$. This includes the cost of fuel and emissions. Depending on the type of heat generation, different parameters must be considered and consequently adapted for the formulation of the heat generation cost $c_j(t)$. For the scope of our optimization, we distinguish between boilers that only produce heat and CHP generation that also includes the selling of electricity. In addition, penalty costs $c^p$ for the start-up of production units $S_j^{up}(t) = 1$ and the storage of heat in TES $H_m(t)$ are included to counteract a frequent start-up and shut-down of the producers and a high filling level of the storage. The number of heat production units in the set of all units in the network $J$ is defined by $N_{TU}$, the number of all heat storages is $N_{TES}$ and $N_T$ is the number of time steps in the optimization horizon $T = \{1, \ldots, N_T\}$.

2.1.2. Constraints for switching binaries

To include the switch-on/switch-off process in the optimization problem, switching binaries are introduced. The binary variable $y_j(t)$ captures whether the respective unit is operating or not (on = 1 and off = 0) at time step $t$. The variables $S_j^{up}$ (up) and $S_j^{dn}$ (down) aim at capturing the time of switch-on and switch-off. The switching binaries are related through the following two constraints [6],

$$y_j(t) - y_j(t - 1) = S_j^{up}(t) - S_j^{dn}(t), \quad \text{for all } j \in J, t \in T \setminus \{1\},$$

$$S_j^{up}(t) + S_j^{dn}(t) \leq 1, \quad \text{for all } j \in J, t \in T.$$  \hspace{1cm} (2)

Equation (2) links the switch variables to the variable $y_j(t)$ that the units can only be switched on or off if the unit is not or is operating the timestep before. The case where both switch variables take the value one is prevented by equation (3). The initial state of the production unit $y_j(1)$ is set and does not need to be constrained by Equation (2).

2.1.3. Constraints for minimum and maximum capacity

The upper and lower bounds of the produced heat $\dot{Q}_j(t)$ depend on the maximum and minimum capacity of each production unit, the start-up and shutdown times, the power ramp-up and ramp-down rates, as well as the current output. The start-up limitations are implemented as the time of start-up $t_j^{SU}$ until the producer reaches the minimum power $\dot{Q}_j^{min}$ that needs to be multiplied by the size of the optimization time step length $\Delta t$. The shut-down limitation is implemented as the time of shut-down $t_j^{SD}$ until the producer is switched off. Ramp-up $RU_j$ and ramp-down $RD_j$ describe the process for the producer to get from minimum to maximum capacity and vice versa.
The upper bound is expressed by the following equations based on [7],

\[ \dot{Q}_j(t) \leq \dot{Q}_j^{\text{max}} \left( y_j(t) - S_j^{\text{down}}(t + 1) \right) + \frac{\dot{Q}_j^{\text{max}} \Delta t}{t_j^{\text{down}}} S_j^{\text{down}}(t + 1), \quad \text{for all } j \in J, t \in T \setminus \{N_T\}, \quad (4) \]

\[ \dot{Q}_j(t) - \dot{Q}_j(t - 1) \leq RU_j \Delta t y_j(t - 1) + \frac{\dot{Q}_j^{\text{min}} \Delta t}{t_j^{\text{up}}} S_j^{\text{up}}(t), \quad \text{for all } j \in J, t \in T \setminus \{1\}, \quad (5) \]

where Equation (4) ensures that the produced heat \( \dot{Q}_j(t) \) is less than the maximum possible power \( \dot{Q}_j^{\text{max}} \) or the shutdown power in case the unit is switched off at the next time step. Equation (5) regulates the limit of the power change in two cases. The first case is when the unit remains operating, the power change must be less than the ramp RU. In the second case, the unit is switched on and cannot reach more power than the start-up time to reach minimum power allows.

Similarly, the lower bound is defined by the following two constraints, also based on [7],

\[ \dot{Q}_j(t) \geq \dot{Q}_j^{\text{min}} y_j(t), \quad \text{for all } j \in J, t \in T, \quad (6) \]

\[ \dot{Q}_j(t - 1) - \dot{Q}_j(t) \leq RD_j \Delta t y_j(t) + \frac{\dot{Q}_j^{\text{max}} \Delta t}{t_j^{\text{down}}} S_j^{\text{down}}(t), \quad \text{for all } j \in J, t \in T \setminus \{1\}, \quad (7) \]

where Equation (6) ensures that if the unit is operating, the produced heat will not fall below its minimum capacity. Like Equation (5), Equation (7) checks that the difference between the power at time step \( t - 1 \) and time step \( t \) does not exceed the ramp-down rate or the shutdown limits.

### 2.1.4. Constraints for minimum up- and down-time

A common technical feature of power generation units are the minimum up- and down-time constraints. They capture the effect that once a supply unit is turned on or off, it may need to stay in that state for a certain amount of time to prevent frequent switching. The following constraints specify the minimum up-time [7],

\[ \sum_{k=1}^{L_j^{\text{up}}} \left( 1 - y_j(k) \right) = 0, \quad \text{for all } t = \{1, \ldots, L_j^{\text{up}}\}, j \in J, \quad (8) \]

\[ \sum_{k=t+UT_j^{-1}}^{t+UT_j^{-1}+1} y_j(k) \geq UT_j S_j^{\text{up}}(t), \quad \text{for all } t = \{L_j^{\text{up}} + 1, \ldots, N_T - UT_j + 1\}, j \in J, \quad (9) \]

\[ \sum_{k=1}^{N_T} \left( y_j(k) - S_j^{\text{up}}(t) \right) \geq 0, \quad \text{for all } t = \{N_T - UT_j + 2, \ldots, N_T\}, j \in J. \quad (10) \]

Equation (8) describes the status of the production units \( y_j(k) \) in the first time step of the horizon. Here, the unit must operate for \( L_j^{\text{up}} \) further time steps if it is in operation at time step 0. \( L_j^{\text{up}} \) is calculated from the minimum up time \( UT_j \) in time steps of the production unit minus the time steps the unit was already operating at time step zero \( UT_j^0 \). Equation (9) forces the unit to continue generating power for the next \( UT_j - 1 \) time steps, if it gets turned on at time step \( t \). It covers the middle range of the horizon. The end of the horizon, which is not covered by Equation (8) and Equation (9) is handled by Equation (10). It handles the up-time constraint when the producer is switched on at the end of the horizon with fewer remaining time steps than the minimum up-time \( UT_j \). There it ensures that the producer stays in operation until the end of the horizon. The minimum down-time constraints can be implemented identically to constraints (8) to (10) simply by substituting the appropriate downtime parameters and variables, and by replacing \( y_j(k) \) with \( 1 - y_j(k) \).
2.1.5. Thermal energy storage

A thermal energy storage (TES) unit is defined by its evolution of the stored heat \( H_m \). This can be modelled as follows,

\[
H_m(t + 1) = H_m(t) + \Delta t \dot{Q}_m^\text{ch}(t), \quad \text{for all } t \in \mathcal{T} \setminus \{N_T\}, m \in \mathcal{M}.
\]

(11)

\[
H_m(t) \leq H_m^{\text{max}}, \quad \text{for all } t \in \mathcal{T}, m \in \mathcal{M}
\]

(12)

where \( m \) is a TES of the set of TES in the network \( \mathcal{M} \). The variable \( \dot{Q}_m^\text{ch} \) describes the balance of incoming (positive) and outgoing (negative) heat flows in the TES. Equation (12) limits the stored heat to the maximum storage capacity \( H_m^{\text{max}} \).

2.1.6. Energy conservation

The network enables the transport of generated heat to consumers and TES. In this process, heat can be injected or extracted at nodes \( n \in \mathcal{N} \) of the network. Nodes are connected to each other with pipes and can exchange a heat flow \( \dot{Q}_p \). To define the equation of energy conservation for each node we have to sum up the incoming and outgoing heat flows at the specific node \( k \) for each connected producer, consumer, storage or pipe \([1, 8]\), described by

\[
\sum_j \dot{Q}_{j,n}(t) - \sum_m \dot{Q}_{m,n}^\text{ch}(t) - \sum_c d_{c,n}(t) + \sum_p \dot{Q}_{p,n}(t) = 0,
\]

(13)

for all \( t \in \mathcal{T}, j \in \mathcal{J}, m \in \mathcal{M}, c \in \mathcal{C}, p \in \mathcal{P}, n \in \mathcal{N} \).

The variable \( d_{c,n}(t) \) is the heat demand of consumer \( c \) in the set of consumers \( \mathcal{C} \) at node \( n \). It must be noted that the heat flow of the pipes \( \dot{Q}_p \) and the TES \( \dot{Q}_m \) can be negative or positive depending on the energy conservation of each node. At the moment, power restrictions between the nodes are not enabled, but the introduced node structure allows to consider this in future analyses.

2.2. Model Predictive Control

The optimization described above is optimizing the heat production for a given prediction horizon. The horizon was chosen to be 24 hours and the sampling time step is 15 minutes. In the MPC setting, a new problem is solved in every step. A schematic block diagram of the MPC approach can be seen in Figure 1.

![Block diagram of MPC approach](image)

* The prediction is represented by a randomization of historical data
** The plant is represented by a simple model that automatically transfers the control values \( u \) to the state values \( x \)

The power specifications \( u \) for the production units and thermal storage units resulting from the first time step of the optimization are forwarded to the control technology of the plants in the network, resulting in a Model Predictive Control (MPC) approach. A new optimization is then carried out for the next time step, shifting the horizon by the corresponding time step. At present, the control input \( u \) is used directly to determine the state \( x \) of the plants for the next MPC step. This simple approach is used to model the behavior of the units during off-line testing. Other inputs to the control logic are the extracted demand data, fuel cost data, and an electricity selling price. Since the MPC is currently tested in historical periods where demand data is known, no prediction is required. To replicate the uncertainties of a forecast, the historical demand data is randomized in a range of +/−20% for each MPC step.
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The reference system for the here described optimization methodology is a medium sized district heating network in Weil am Rhein located in the South-West of Germany. It consists of currently 75 consumers and 5 production units as well as a storage tank. Figure 2 shows the overall layout of the DHN on the city map of Weil am Rhein. To simplify the description of the network in the optimization formulation, it is reduced to 10 nodes according to Figure 3.

Figure 2: Map of Weil am Rhein including structure of the reference network

Figure 3: Simplified node structure of the reference network

The overall consumer mix predominantly consists of smaller and medium-sized customers, which are mostly single- and multi-family residential buildings. Most of the larger consumers are schools, care facilities or large multi-family houses. Consumer demand data of all substations is available in 15-minute increments. For this analysis, historical data for 2022 is used, with aggregated consumers in the northern, eastern, and western subnetworks and assigned to the respective nodes. Currently, 5 main active heat production units as well as the storage tank are located in the northern and eastern part of the network. Several additional heat production units are in construction and will be considered in future analyses. The DHN operates at temperature levels of approximately 75 - 105 °C supply and 45 - 55 °C return temperature, depending on season and ambient temperature. The input parameters for the formulation of the optimization problem can be found in Table 1. The maximum storage capacity that was assigned to the 115 m³ tank is 6 MWh. It can be reached if the temperature difference in the tank is about 45 K. The current control strategy for production optimization includes a simple hierarchical ordering of the main biomass boiler and CHP plant producers and a storage level dependent control for the fossil peak load boilers.

Table 1: Technical details of the main heat suppliers in the DHN

<table>
<thead>
<tr>
<th>Production unit</th>
<th>Unit</th>
<th>Biomass boiler</th>
<th>Oil boiler</th>
<th>CHP</th>
<th>Gas boiler I</th>
<th>Gas boiler II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subnetwork</td>
<td></td>
<td>North</td>
<td>North</td>
<td>East</td>
<td>East</td>
<td>East</td>
</tr>
<tr>
<td>Maximum capacity</td>
<td>MW</td>
<td>2.0</td>
<td>1.6</td>
<td>0.87</td>
<td>1.16</td>
<td>1.16</td>
</tr>
<tr>
<td>Minimum capacity</td>
<td>MW</td>
<td>0.7</td>
<td>1.2</td>
<td>0.43</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>Ramp-up/</td>
<td>MW/h</td>
<td>0.2</td>
<td>26.1</td>
<td>1.32</td>
<td>26.1</td>
<td>26.1</td>
</tr>
<tr>
<td>Ramp-down</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Start-up time</td>
<td>min</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Minimum runtime</td>
<td>h</td>
<td>350</td>
<td>0.25</td>
<td>1</td>
<td>0.25</td>
<td>0.25</td>
</tr>
</tbody>
</table>

To make computational analysis of the network possible, geographical data regarding the local property lots as well as the location of main and connection pipes is made available by the network operator, HBG. Based on this data, a code framework is established that links raw geographical datapoints to enable the following analyses:

- Selective mapping of network elements with a high resolution (e.g. single pipe segments / heat exchangers)
- Aggregation of consumers into subnetworks
- Provide input data and parameter sets for dynamic simulation of (sub-)networks
- Inclusion of addresses makes it possible to link consumption data to single consumers/nodes
Figure 4 shows the network structure that is derived from the data analysis. The light green dots represent the heat production units and storage, while the purple dots represent the consumers, where the marker size is scaled according to their consumption in 2022. The producers with the highest demand are located in the northern and eastern subnetwork, close to the main heat production units and storage.

![Diagram of network structure](Figure 4: Representation of DHN based on geodata)

2.4. Cost Assumptions

Besides the demand data as well as network and producer metadata, the cost data according to Table 2 is used as input into the optimization problem. This cost data is based on the DHN operator's real prices in 2022. To simplify the model, the data is assumed to be constant.

Table 2: Cost data

<table>
<thead>
<tr>
<th></th>
<th>Biomass</th>
<th>Gas</th>
<th>Oil</th>
<th>Electricity Selling Price</th>
<th>Carbon Emission Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>€/MWh</td>
<td></td>
<td></td>
<td></td>
<td>€/tCO2</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>45</td>
<td>64</td>
<td>124</td>
<td>30.0</td>
</tr>
</tbody>
</table>

3. RESULTS

The optimization using the MPC approach is performed for a day in December with particularly high heat demand and a day in summer with low heat demand with a sampling time step of 15 minutes and a prediction horizon of 24 hours.

Figure 5 shows the results for a chosen winter day in December. There, the CHP plant is always prioritized as it has the lowest energy costs due to the ability to sell electricity. (orange line). Secondly the biomass boiler is used as it shows the second least energy costs (blue solid line). In the very beginning of the simulation the oil boiler is used, as the start-up and ramp-up of the biomass boiler and CHP plant take several time steps (purple solid line). The gas boilers are also used several times when the ramp-up of the CHP and biomass boiler does not match the rate of change of demand data between two MPC steps (red and green solid line). It is also easy to see that before peak loads (black solid line) the storage is charged (blue dashed line) to reduce the demand from fossil fuel generators.

The summer day, on the other hand, in Figure 6 shows a much lower heat demand (black line). As a result, only one producer needs to be turned on to meet the demand while simultaneously charging the storage tank. Equally as in winter, the CHP plant is addressed first because of the lowest production cost (orange line), mostly at its minimum capacity. When it is in operation, the storage gets charged (dashed blue line) as the demand is lower than the CHP plants minimum capacity. During the time the CHP plant is not running, the storage covers the demand of the consumers.
Figure 5: Model predictive control of producer power for reference network in Weil am Rhein for one day in December in 15 minutes time steps and prediction horizon of 24 hours

Figure 6: Model predictive control of producer power for reference network in Weil am Rhein for one day in August in 15 minutes time steps and prediction horizon of 24 hours

4. DISCUSSION

The implemented MPC controller allows the cost-optimized and automated control of various heat producers, taking into account the individual start-up and shut-down dynamics. Compared to the previous strategy no manual decisions need to be taken by the operator and varying demand and cost data can be processed automatically by considering it for a given time horizon. Furthermore, the integration of additional heat producers in the network is facilitated, since the cost-optimal balancing of the individual start-up and shut-down behavior becomes increasingly complex as the number increases.

The winter day example shows that the base load of the DHN can be covered by the CHP and the biomass boiler. Here, the remaining producers and the TES are used for load peaks or large rates of change between actual and randomly varied demand in two MPC steps. The low use of the TES is striking. To account for unforeseen demand changes, forecasting errors and uncertainties, the model should be adjusted, so more load peaks are covered by the TES alone, and oil and gas boiler operation is avoided. In addition, the model is based on simplified assumptions and it must be assumed that the heat demand is varying in real operation due to losses as well as flow and power restrictions in the DHN. For this reason, the model must be extended in the future to include more of these dynamics.
The evaluation of the summer day shows that the CHP plant alone can provide the heat needed to cover the hot water demand of the consumers. This is consistent with the operator's observations of network behavior. Also, the CHP should be turned off and on as little as possible due to increased wear and TES charging should be distinct. This is reflected in the evaluation as the CHP unit is only switched on once.

5. CONCLUSION AND OUTLOOK

The implementation of this linear mixed-integer optimization and MPC methodology is the first step in the research project WOpS. The results show that it is possible to optimize the production in an easy and efficient manner. This MPC will soon be implemented in the existing plant in Weil am Rhein and monitored in the upcoming winter season. The MPC controller will define the mass flow set point of the plant, while differential pressure, flow and temperature restrictions of the DHN from superordinate control loops as well as self-protection of production units will still be maintained. It is suspected that the impact of supply temperature variations and the coordination of different pumps in systems with even more decentralized producers will become increasingly challenging, as all these aspects influence the efficiency. Interactions between the different effects can hardly be foreseen and included in classic control loops. Therefore, it will be assessed, how the optimization routine needs to be extended to include more constraints like flow restrictions, transport delays, heat losses as well as supply temperature and pump speed optimization, which may lead to a non-linear optimization problem. The impact of different MPC routines on the control of DHNs with decentralized producers will be evaluated and demonstrated if they show to be successful in the theoretic analysis.
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Abstract

Large airport terminals are transportation hubs and logistics centers in cities, with tall and complex buildings, large heating systems, and high energy consumption. This study focuses on a large airport terminal in Beijing and investigates the characteristics of its HVAC system composition and power consumption, along with the corresponding data on passenger flow during the three heating seasons spanning from January 2020 to February 2023. On-site measurement research, along with K-means cluster analysis and other methods, are employed to study the impact of terminal building scale, passenger flow, and outdoor meteorological parameters on the heating load and energy consumption characteristics of the heating system. The objective is to develop efficient, low-cost solutions that reduce carbon emissions and optimize the operation of the airport's heating energy system. This study provides a methodological reference and comprehensive data set for the effective energy management of such systems.

Keywords: Terminal building; Heating system; Load and energy consumption characteristics; Energy saving and low carbon
Heat Pump & Heat Exchanger
ABSTRACT

Lubricant, as a key component in compressors, plays an important role in heat pump (HP) systems. Reliable knowledge of thermophysical properties of lubricants is essential, for example, to investigate the impact on the thermo-economic performance of a HP system when working fluids (typically refrigerants) are mixed with lubricants. Modelling all the required thermophysical properties (mainly: density, phase behavior, heat capacity, entropy, enthalpy, viscosity and thermal conductivity) of a lubricant and the lubricant + refrigerant mixtures in a HP system remains a key challenge. To tackle this challenge, we propose a novel approach based on treating the lubricant as a quasi-pure fluid, setting up a model set for all the required properties of the lubricant, and developing a parameter fitting procedure using the least amount of experiments. This model set includes the Patel-Teja-Valderrama equation of state, a simple expression for the ideal gas isobaric heat capacity as a linear function of temperature, and residual entropy scaling relations for viscosity and thermal conductivity. For parameter fittings, two extra models are required: Raoult's law of boiling point elevation and the modified Rackett equation. As a result, less than 20 experimental points are needed to fit all the parameters of a lubricant, and one experimental point is required to enable predictions for a binary lubricant + refrigerant mixture. For quasi-pure lubricants, in the liquid phase and not in the vicinity of the critical point, this modelling approach has an estimated uncertainty of 7% for viscosity and 3% for all other properties. Similar results are obtained for less asymmetric binary systems. For asymmetric binary systems, except for viscosity, the modelling approach still yield good prediction, typically within 10%. With the developed modelling approach, the impact on the thermo-economic performance of a HP system when working fluids are mixed with lubricants are investigated.

Keywords: Lubricant, Refrigerant, Thermophysical Property Model, Heat Pump

1. INTRODUCTION

A lubricant reduces the friction and the heat generated when two contacting surfaces move over each other. Lubricant products are used in many applications world-wide, such as in internal combustion engines. Tens of million tons of lubricants are consumed all over the world each year [1]. Being key components in compressors, lubricants play an important role in many energy systems, such as heat pumps (HP) and organic Rankine cycles. Reliable knowledge of thermophysical properties of lubricants is essential, e.g. to investigate the thermo-economic performance of a HP system when working fluids are mixed with lubricants. However, lubricants are generally composed of a base oil plus a variety of additives to impart desirable characteristics. The components and composition of a lubricant product are difficult to determine accurately and often not disclosed by manufacturers. Traditional accurate thermophysical property modelling approaches, e.g., multi-parameter reference equations of state (EoS), cannot be used for lubricant products, because these approaches are generally developed for pure fluids or mixtures with known components and composition. Moreover, fluid thermophysical properties required in a system analysis might include density, phase behavior, heat capacity, entropy, enthalpy, viscosity and thermal conductivity. No single model can consider all these properties simultaneously; instead, a set of thermodynamic- and transport-property models is needed. Typically, an EoS is necessary for density and phase behavior, and together with an equation for the ideal gas isobaric heat capacity $c_p(T)$, heat capacity, entropy increments and enthalpy increments can be calculated. Then, additional models are required for the calculation of viscosity and thermal conductivity. A model set composed entirely of empirical equations for each property fitted to experimental data is not preferable as it gives rise to thermodynamic inconsistencies and some properties, such as entropy increments, are difficult to measure accurately. In this context, calculations of all needed thermophysical properties of lubricants and lubricant + working fluid (typically a pure refrigerant or refrigerant blend) mixtures in a system analysis remains a key challenge.
To tackle this challenge, we propose a novel modelling approach to calculate all the important thermophysical properties of lubricants and their mixtures with other fluids. In this approach, a lubricant product is considered as a quasi-pure fluid and only a very small amount of experimental data is required to fit its parameters (e.g., critical temperature, critical pressure, acentric factor, etc). This endeavor is part of the Subproject 3 within the KETEC (Research Platform Refrigeration and Energy Technology) project [2]. The core part of the current research will be published as a peer-reviewed article [3].

2. METHODOLOGY

2.1. The Fluid Models and Parameters

For the calculation of all needed thermophysical properties of a quasi-pure lubricant in a HP system analysis, a model set was chosen. It included: Patel-Teja-Valderrama (PTV) [4] EoS, a correlation of the ideal-gas isobaric heat capacity as a linear function of temperature (linear-$c_p^o(T)$), residual entropy scaling for viscosity (RES-$\mu$) and thermal conductivity (RES-$\lambda$). For a specific lubricant, to fit some of its parameters in this model set, two extra models are required: Raoult's law of boiling point elevation and modified Rackett equation. Within this model set, all parameters of a specific quasi-pure lubricant to be determined include: molar mass $M$, critical temperature $T_c$, critical density $\rho_c$, critical pressure $p_c$, acentric factor $\omega$, two parameters $k_0, k_1$ in the linear-$c_p^o(T)$ and RES fitted parameters for viscosity $n_{ak} (k = 1, 2, 3, 4)$ and thermal conductivity $n_{ak} (k = 1, 2, 3, 4)$. All these models, which are more or less ‘textbook’ knowledge, are described as detailed as necessary in the journal paper [3] and its supporting information. Here in this paper, only the key information and the parameter fitting method are presented. This model set can be easily extended for mixture calculations using simple mixing rules [3].

Raoult’s law of boiling point elevation for molar mass. At a pressure for a pure solvent with a mass $m_{solvent}$, the boiling temperature is fixed at $T_{solution}$. Added with a small mass of solute $m_{solute}$, the boiling temperature of the solution at the same pressure becomes $T_{solution}$. The molality $b_{solute}$ of solute can then be calculated with:

$$b_{solute} = (T_{solution} - T_{solvent})/K_b$$

Here, $K_b$ is a boiling point elevation constant, which depends to the solvent and pressure, and is independent to the solute. Later, the mole $n_{solute} (= b_{solute}m_{solvent})$ and average molar mass $M_{solute} (= m_{solute}/n_{solute})$ of the solute can be calculated. An example to calculate the value of $K_b$ is given in the journal paper [3].

**Modified Rackett Equation** for critical point. A modified Rackett equation (mRE) was proposed here:

$$\rho_{atm} = \rho_c Z_c^{-1/(1 - 3/7)}$$

where $\rho_{atm}$ is liquid density at atmospheric pressure ($p = 0.10$ MPa), and $\rho_c$, $T_c$ and $Z_c$ are density, temperature and compressibility factor at the critical point respectively. Instead of $\rho_{atm}$, the original Rackett equation [5] uses saturated liquid density, which however is very difficult to measure as the saturated pressure of lubricant is very low (typically less than 1.0 Pa). Three density measurements at three different temperatures at 0.1 MPa ($p = 0.1$ MPa, $T, \rho$) are enough to fit the critical point information: $\rho_c$, $T_c$ and $Z_c$. However, the fitted value of $Z_c$ is generally unphysical [3]. Therefore a fixed value (e.g., 0.2563 as recommended for esters [5]) should be given to $Z_c$, and only two ($p = 0.1$ MPa, $T, \rho$) points are enough to determine $\rho_c$ and $T_c$. Here four ($p = 0.1$ MPa, $T, \rho$) points are recommended in order to yield higher accuracy and to be in line with viscosity and thermal conductivity as discussed later. According to the definition of $Z_c$ and the fitted $M, \rho_c$ and $T_c$, the critical pressure $p_c$ can be calculated.

PTV EoS for acentric factor. With critical point information known, the PTV EoS [4] can be adopted to fit $\omega$ using the same density measurements ($p = 0.1$ MPa, $T, \rho$) as in the critical point fitting. Here six different cubic EoS were tested: Soave-Redlich-Kwong (SRK) [6,7], Peng-Robinson (PR) [8], Peng-Robinson-Stryjek-Vera (PRSV) [9], Wilson-Redlich-Kwong (WRK) [10], PTV [4] and Redlich-Kwong (RK) [11]. However, except for the PTV EoS, all other EoS generally yield unreasonable $\omega$. The success of the PTV EoS is attributed to its more accurate calculation of liquid density.

**Linear-$c_p^o(T)$** for ideal gas. A correlation of ideal-gas isobaric heat capacity $c_p^o$ as a linear function of temperature is:

$$c_p^o = k_1(T - T_0) + k_0$$

where $k_0$ is the value of $c_p^o$ at $T_0 = 298.15$ K, and $k_1/T_c$ is the gradient of $c_p^o$ at $T_0$. The other ideal gas properties can then be calculated with a chosen reference state. Two $c_p^o$ measurements at two different temperatures at 0.1 MPa ($p = 0.1$ MPa, $T, c_p$) are enough to fit parameters $k_0$ and $k_1$. Nonetheless, similar to density measurements, four measurements of ($p = 0.1$ MPa, $T, c_p$) are recommended. Please note, residual properties can be calculated with the PTV EoS.

RES for transport properties. The RES approach developed by Yang et al. [12–14] was used. The viscosity of pure fluids is:

$$\mu = \mu_{p \rightarrow 0} + \mu^T$$
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Here the dilute gas viscosity $\mu_{\rho \rightarrow 0}$ of a pure fluid is a function of temperature, mass of one molecule $m$, collision diameter $\sigma$ and pair-potential energy $\varepsilon$ of the Lennard-Jones (L-J) particle. The L-J parameters can be estimated according to Chung et al. [15]: $\varepsilon/k_B = T_c/1.2593$ and $\sigma^3 = 0.3189/\rho_c$. The residual part of viscosity $\mu^r$ can be calculated with:

$$\mu^r = \frac{\mu_{\rho \rightarrow 0}}{\rho_N^{2/3}} \sqrt{\frac{mk_BT}{(s^+)^{2/3}}} \ln(\mu^r + 1) = n_{\mu_1} \cdot (s^+) + n_{\mu_2} \cdot (s^+)^{1.5} + n_{\mu_3} \cdot (s^+)^2 + n_{\mu_4} \cdot (s^+)^{2.5}$$

The critical enhancement term $\lambda^C$ can be set zero as a lubricant is normally used at conditions far away from its critical point. Four thermal conductivity measurements ($p = 0.1$ MPa, $T$, $\mu$) are needed to fit the four parameters $n_{\lambda_k}$ ($k = 1,2,3,4$).

Thermal conductivity is calculated with:

$$\lambda = \lambda_{\rho \rightarrow 0} + \lambda^r + \lambda^C$$

Here, according to Chichester and Huber [16], the dilute gas thermal conductivity $\lambda_{\rho \rightarrow 0}$ is a function of $\mu_{\rho \rightarrow 0}$ and $c_p^0$; and according to the RES approach of Yang et al. [13], the residual part $\lambda^r$ can be calculated with:

$$\lambda^r = \frac{\lambda_{\mu_1} \cdot (s^+) + \lambda_{\mu_2} \cdot (s^+)^{1.5} + \lambda_{\mu_3} \cdot (s^+)^2 + \lambda_{\mu_4} \cdot (s^+)^{2.5}}{(s^+)^{2/3}}$$

The critical enhancement term $\lambda^C$ can be set zero as a lubricant is normally used at conditions far away from its critical point. Four thermal conductivity measurements ($p = 0.1$ MPa, $T$, $\mu$) are needed to fit the four parameters $n_{\lambda_k}$ ($k = 1,2,3,4$).

Binary mixtures. According to all the mixing rules presented in the journal paper [3], only one parameter, i.e. the binary interaction parameter $k_{ij}$, needs to be determined to enable calculations of a binary system. The $k_{ij}$ is a parameter in the van der Waals mixing rule used for the cubic EoS, therefore, suitable properties to fit $k_{ij}$ are density and phase behavior. As will be discussed in section 3.2, vapor pressure (a phase behavior property, also named bubble point pressure) is much more sensitive to $k_{ij}$ than density. Therefore, one vapor pressure point of a binary system should be measured to fit the $k_{ij}$. If no experimental vapor pressure is available for a binary system, $k_{ij}$ could be set zero.

### 2.2. Heat pump analysis model

A schematic of a recuperative HP and its typical pressure-enthalpy ($p-h$) diagram are shown in Figure 1. The working fluid absorbs heat in the evaporator, is compressed to a higher pressure in the compressor, releases heat in the condenser, goes through a valve and continues to enter the evaporator. An internal heat exchanger is included to recover heat from the working fluid exiting the condenser to heat up the working fluid exiting the evaporator. The coefficient of performance (COP) is defined as $(h_5 - h_2)/(h_5 - h_4)$; subscripts refer to the state given in Figure 1.

![Figure 1](image)

**Figure 1.** The (a) pressure-enthalpy ($p-h$) diagram and (b) schematic of a heat pump system.

### 3. RESULTS

#### 3.1. Feasibility study

The parameter fitting method described in section 2.1 was determined with a feasibility study using well-studied pure fluids. Except for those with strong association force (heavy water, water and ethylene glycol), all pure fluids in the NIST’s
REFPROP database version 10.0 [17] as well as in the NIST report 8263 [18] which are in the liquid phase at pressure $p = 0.1$ MPa and temperature $T = (278.15$ to $368.15)$ K were selected for the feasibility study. These fluids were chosen because most of lubricants have a similar feature and the needed experiments for parameter fittings are in the similar $T$-$p$ range.

The feasibility study was carried out by (1) calculating 'experimental' values with REFPROP 10.0 [17], (2) adding bias to these calculated values to imitate experimental expanded ($k = 2$) uncertainties $U_{\text{exp}}$ (relatively $U_{\text{exp}}$ 0.8 %, 4.0 %, 4.0 %, 4.0 % for density, heat capacity, viscosity and thermal conductivity, respectively, considering quick measurement techniques), and then (3) fitting the parameters of each fluid in the models. With the fitted parameters, the predicting capability of the model set was tested by calculating $\rho$, $c_p$, $\mu$, $\lambda$, entropy increment $\Delta s$ and enthalpy increment $\Delta h$ of these pure fluids in a larger temperature range (223.15 to 473.15 K) and pressure range (up to 5.0 MPa), and compared to the REFPROP models. The comparison results are summarized in Figure 2. According to this figure, the systematic offset (corresponds to the average of relative deviation, ARD) of the model set from the REFPROP models are less than the measurement uncertainty $U_{\text{exp}}$ and the scattering (corresponds to the average of the absolute value of relative deviation, AARD) is more or less at the same level of $U_{\text{exp}}$. The model set was estimated to have an uncertainty less than 7 % for viscosity and less than 3 % for all other properties. Viscosity has a higher uncertainty mainly because it shows a strong exponential relation to temperature, while other properties show more or less linear relations.

![Figure 2. Average of the absolute value of relative deviation (AARD) and average relative deviation (ARD) from the model set [3].](image)

### 3.2. Applied to Real Lubricants

One example of applying this modelling approach to lubricants and their mixtures is given here; more exampled is given in the journal paper [3]. Vapor pressure, density, heat capacity, viscosity and thermal conductivity measurements of PAG68 and PAG68 + propane mixtures (an asymmetric binary system) were carried out at ILK Dresden, Germany. Information of the experiment setups are summarized in Table 1 and the measurement results are given in the journal paper [3]. The PAG68 can be considered as a quasi-pure lubricant, which is a commercially available refrigeration lubricant. According to the confidentiality agreement with the manufacturer, no further information about PAG68 can be provided here. Please note, in the PAG68 measurements, pressure was typically at atmosphere pressure or slightly higher; while in the PAG68 + propane measurements, except for vapor pressure measurement, pressure was slightly higher than the vapor pressure (i.e., bubble point pressure) to keep the mixtures in liquid phase. No measurement efforts were carried out to obtain the average mole mass of PAG68; here we roughly choose a value of $M_{\text{PAG68}} = 200$ g/mol. Furthermore, although PAG is not an ester, its $Z_e$ value was still fixed at 0.2563 (recommended for esters in [5]). Such a rough-estimated $Z_e$ value can already yield good results as shown in the follows.

<table>
<thead>
<tr>
<th>Property</th>
<th>Technique and reference</th>
<th>Uncertainty ($k = 2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vapor pressure</td>
<td>Direct method (self-developed, ILK Dresden) [19]</td>
<td>0.15 bar or $\pm$ 1 %</td>
</tr>
<tr>
<td>Density</td>
<td>Vibrating tube densimeter (DMA HPM, Anton Paar) [19]</td>
<td>0.05 kg·m$^{-3}$</td>
</tr>
<tr>
<td>Heat capacity</td>
<td>Differential scanning calorimetry (stepwise method, µDSC 7 evo, Setaram) [20]</td>
<td>$\pm$ 3 %</td>
</tr>
<tr>
<td>Viscosity</td>
<td>Oscillating piston (VISCOpro 2000, Cambridge Viscosity) [19]</td>
<td>$\pm$ 10 %</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>Ring-gap apparatus (self-developed, ILK Dresden)[21]</td>
<td>$\pm$ 5 %</td>
</tr>
</tbody>
</table>

*This table is taken, unmodified from the journal paper [3].
Three points of density, four points of heat capacity and viscosity at different temperatures, and six points of thermal conductivity at three different temperatures of PAG68 were adopted to fit the parameters of PAG68; the fitted parameters are listed in Table 2. Together with the remaining data of PAG68, the relative deviations of the measured data from the model predictions are shown in Figure 3 (where data used for fitting are highlighted). The relative deviations for density, isobaric heat capacity, viscosity and thermal conductivity are generally within 2.0%, 0.5%, 4.0% and 1.0%, which is excessively good. Changing the value of $M_{PAG68}$ resulted in the change of some fitted parameters, mainly critical pressure, but did not obviously affect the prediction performance for the quasi-pure PAG68, i.e., Figure 3 stayed almost the same.

<table>
<thead>
<tr>
<th>Property</th>
<th>$M/\text{g}\cdot\text{mol}^{-1}$</th>
<th>$Z_c$</th>
<th>$T_c/\text{K}$</th>
<th>$p_c/\text{MPa}$</th>
<th>$\omega/\text{J}\cdot\text{mol}^{-1}\cdot\text{K}^{-1}$</th>
<th>$k_0/\text{J}\cdot\text{mol}^{-1}\cdot\text{K}^{-1}$</th>
<th>$k_1/\text{J}\cdot\text{mol}^{-1}\cdot\text{K}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>200.000</td>
<td>0.2563</td>
<td>750.688</td>
<td>2.43500</td>
<td>0.7157</td>
<td>286.940</td>
<td>457.802</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Property</th>
<th>$n_\mu_1$</th>
<th>$n_\mu_2$</th>
<th>$n_\mu_3$</th>
<th>$n_\mu_4$</th>
<th>$n_\lambda_1$</th>
<th>$n_\lambda_2$</th>
<th>$n_\lambda_3$</th>
<th>$n_\lambda_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>1.0000</td>
<td>0.1271</td>
<td>-0.2248</td>
<td>0.0433</td>
<td>32.5579</td>
<td>7.6460</td>
<td>-9.3029</td>
<td>1.5942</td>
</tr>
</tbody>
</table>

* Information in this table was taken from the journal paper [3].

![Figure 3](image_url) Relative deviation of the measured data of quasi-pure PAG68 to predictions of the model set. Data in full symbol are used to fit the parameters of PAG68. This figure is taken, unmodified from the journal paper [3].

For the calculations of the PAG68 + propane mixtures, the needed parameters of propane were obtained from REFPROP 10.0, and the binary interaction parameter $k_{ij} = 0.0381$ of the PAG68 + propane was fitted using one randomly picked vapor pressure point. The vapor pressure rather than density was used for $k_{ij}$ fitting because vapor pressure is much more sensitive to $k_{ij}$ than density. As shown in Figure 4, in the range of $k_{ij} = (0.030$ to $0.046)$, the root-mean-square (RMS) of the relative deviation of experimental densities to calculated values barely changes, but change significantly for vapor pressures.

![Figure 4](image_url) Sensitivity of the properties of the PAG68 + propane mixtures to the binary interaction parameter $k_{ij}$. RMS refers to root mean square. $\rho$ refers to density and vapor pressure respectively. This figure is taken, unmodified from the journal paper [3].

Relative deviations of the experimental PAG68 + propane data from the model prediction are illustrated in Figure 5. Changing the value of $M_{PAG68}$ resulted in the change of the fitted $k_{ij}$, but won’t obviously affect the prediction performance for the mixtures as well. For such an asymmetric system, the relative deviation for vapor pressure, density and thermal conductivity are quite good: generally within 5 %, 5 %, and 10 %, respectively. However for viscosity, the deviation is as high as 700 %. The bad viscosity prediction for asymmetric systems is attributed to the strong exponential relation of viscosity with temperature, and there is no proper mixing rules for asymmetric systems within the RES-$\mu$ approach available.
Improvement in the viscosity prediction of asymmetric binary systems using the RES approach is challenging and is one of our future work within KETEC project. It is interesting to note that, for density prediction of pure propane, the relative deviation is as high as 14 %, while for the PAG68 + propane mixture, the relative deviation is only up to 5 %.

Figure 5. Relative deviations of the measured data of the PAG68 + propane mixtures from the predictions of the model set. Only one data (the one in full symbol in top left subfigure) is used to fit the binary interaction parameters, \( w \) refers to mass fraction. This figure is taken, unmodified from the journal paper [3].

3.3. Heat pump analysis

The pressure-enthalpy (\( p-h \)) and temperature-entropy (\( T-s \)) diagrams of a HP running with pure propane and propane mixed with 2 mol-% of PAG68 (~8.5 wt% oil) are plotted in Figure 6. The calculations were carried out at fixed condensation and evaporation pressures (3.5580 MPa and 0.8349 MPa respectively, which corresponds to saturated temperatures of pure propane at 359.89 K and 293.15 K respectively). The superheated and subcooled temperatures were both 5 K. The recuperative effectiveness, defined as \((T_1 - T_4)/(T_1 - T_{1r})\), was set as 0.1; and the compressor efficiency, defined as \((h_{5s} - h_4)/(h_5 - h_4)\), was set as 0.75.

Figure 6. The pressure-enthalpy (\( p-h \)) and temperature-entropy (\( T-s \)) diagrams of a heat pump. Top figures: pure propane; bottom figures: propane mixed with 2 mol-% of PAG 68. The points (1,2,...,7) are explained in Figure 1.
The dew-point of the propane + PAG68 mixture was unable to be calculated as the dew-point pressure is too low. Therefore no dew-point line of this mixture is shown in Figure 6, instead that of pure propane is presented (the dashed red curves in Figure 6). This assumption needs to be verified in the future work. As compared to pure propane, in the p-h diagram, the bubble-point line (the blue line in Figure 6) of the PAG68 + propane mixture obviously shifted towards lower enthalpy. This implies that more heat needs to be taken away to reach the saturated liquid state in the condenser and more heat needs to be adsorbed in the evaporator. This is the major reason that, the COP of the HP running with propane + PAG68 mixture (COP = 3.503) is higher than that with pure propane (COP = 3.011). In the T-s diagram, bubble-point line (blue line in Figure 6) shifted towards higher temperature; this agree with the Raoult's law of boiling point elevation. Besides, one can notice from the T-s diagrams that the temperature in the two-phase region of the PAG68 + propane mixture is no long a fixed value; it increased when running through the condenser. This might result in the condenser not running at the optimal status as designed.

More complicated analysis are yet to be carried in the future. For example, the viscosity of the working fluid will increase when mixed with oil. This might yield a pressure drop in the tubes and the heat exchangers that is high enough and can no longer be ignored. Besides, thermal conductivity of the working fluids will also change which might result in the machine not running at the designed optimal conditions. The fixed compressor efficiency is also no long reasonable as the oil will definitely affect the efficiency; analysis of which required detail modelling of the compressor and the two phase flows in the compressor.

4. CONCLUSION

Modelling all the important thermophysical properties (mainly including: density, phase behavior, heat capacity, entropy, enthalpy, viscosity and thermal conductivity) of a lubricant oil remains a key challenge nowadays. To tackle this challenge, we propose a novel modelling approach, with which, a lubricant oil is considered as a quasi-pure fluid, a simple model set is used for property calculations, and a procedure should be followed to fit the needed parameters using very small amount of experiments. This simple model set includes: Patel-Teja-Valderrama equation of state, ideal gas isobaric heat capacity as a linear function of temperature, and residual entropy scaling for viscosity and thermal conductivity. All needed parameters to be fitted include: molar mass, critical temperature, critical density, critical pressure, acentric factor, two parameters for heat capacity, and four parameters each for viscosity and thermal conductivity. To fit the molar mass, Raoult's law of boiling point elevation could be used, and to fit the critical point, a modified Rackett equation was proposed in this work. When the experimental technique for the molar mass fitting is not available, an approximate molar mass value can be given to a lubricant, effect of which to the performance of the modelling approach is very small. As a result, less than 20 experimental points (a minimal of 12) are needed to fit all the parameters of a pure or quasi-pure component, and one experimental point is required to enable a binary system prediction. It is important to note here, six cubic EoS candidates were studied, but only the PTV EoS yielded reasonable results because it can predict liquid densities more accurately than others.

The performance of the proposed modelling approach (the model set and the parameter fitting procedure) was first tested by calculating the well-studied pure fluids in enlarged temperature and pressure ranges, and comparing to REFPROP 10.0 calculations. Then, the modelling approach was further tested by being applied to real cases of lubricants and their mixtures with other fluids: an asymmetric propane + PAG68 binary system. As a result, in the liquid phase and not in the vicinity of the critical points, for pure fluids, this modelling approach has an estimated uncertainty of less than 7 % for viscosity and less than 3 % for all other properties. For asymmetric binary system, except for viscosity, the modelling approach still yield good prediction, typically within 10 %. The higher uncertainty in viscosity prediction is attributed to the strong exponential relation of viscosity with temperature; meanwhile, there are no proper mixing rules for asymmetric binary systems using the RES approach for viscosity.

This fluid modelling approach was applied to calculate COP of a simple heat pump system, with working fluid being propane mixed with 2 mol-% of PAG68. As compared to pure propane, the bubble-point line in the p-h diagram obviously shifted towards lower enthalpy; this eventually contribute significantly to the increase of COP. Meanwhile, the bubble-point line shifted towards higher temperature, which result in the condenser not running at the optimal status as designed. More complicated analysis are yet to be carried in the future.
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Abstract

Heat pumps, particularly air-source systems, have been recognized as a promising technology for deep decarbonization of heating supply, but their industrial application is severely limited by their low temperature lift and rapid performance degradation with increasing temperature lift. In this paper, three-stage hybrid absorption-compression heat pump cycles coupling an absorption heat transformer (AHT) and a cascade vapor compression heat pump (VCHP) are proposed to achieve large temperature lift. Different internal heat recovery configurations, where the condenser heat emitted from the AHT is recovered to the low-temperature stage or medium-temperature stage of the VCHP, are designed to increase the coefficient of performance (COP) under enlarged temperature lift. Thermodynamic comparison of the two configurations is performed using the Engineering Equation Solver software. The first configuration has lower refrigerant pressure ratios, while the second configuration can reach higher temperature lift of 140 °C with a COP above 1.2. The COP and temperature lift of the three-stage cycles are higher than those of the two-stage cycle, indicating great potential for realizing air-source heat pumps with ultra-high temperature output.

Keywords: High temperature; temperature lift; heat pump; hybrid
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ABSTRACT
In recent years, the use of industrial waste heat as a heat source for high-temperature heat pumps has become increasingly important [1], [2]. In order to analyze further applications in the district heating sector, this paper deals with a parameter study.

In the district heating sector, the flow and return temperatures in existing networks are gradually lowered, e.g., to reduce heat losses. District heating systems cannot then supply consumers with higher temperatures (e.g., above 120 °C). The possibility of using the flow or return flow as a heat source also offers potential for high-temperature heat pumps. District heating operators can then take over the assignment of process heat supply or develop new customers.

Numerous influencing variables (such as different refrigerants, circuits, heat source temperatures) affect the heating capacity or efficiency of high-temperature heat pumps. Therefore, it is important to find an optimal heat pump solution for the respective boundary conditions.

To solve this problem, various refrigerants have been investigated, including natural refrigerants (R600, R601a, R744), HFO refrigerants (R1234ze(E), R1336mzz(Z), and HCFO refrigerants (R1224yd(Z), R1233zd(E)). Furthermore, improvements in the process can be achieved by modified circuits (e.g., internal heat exchanger, two-stage compression and intercooling with two-stage expansion). The heat pump inlet temperature on the source side is 50 to 100 °C. The target temperature of the heat supply is 140 °C (e.g., steam supply). All systems were modeled and simulated using the EBSILON®Professional program [3]. In the investigations, the COP was determined as an essential parameter. This in turn allows an optimal preselection of heat pumps. These systematic investigations show the functional progression of the COP, which promotes a better understanding of the problem. The results provide information for the district heating sector and industry to promote the use of high temperature heat pumps in district heating areas.

Keywords: Process heat, heat pump, district heating, simulation, parameter study

1. INTRODUCTION
New district and local heating systems are designed with the lowest possible supply and return temperatures. Operators also strive to lower temperatures in existing networks. These efforts are primarily aimed at minimizing heat losses. As a result, direct supply of process heat to customers (e.g., above 120 °C) is no longer feasible.

This problem can be solved by using high-temperature heat pumps (HTHP). In principle, the supply or return flow can be utilized as a heat source, allowing individual consumers in the network area to be supplied with heat at temperatures above 120 °C (superheated water or steam). This could form the basis for an interesting business model if low heat production cost can be achieved. In that case, district heating operators could attract new customers and increase sales.

The Coefficient of Performance for Heating (COP) $\varepsilon_H$ (energy efficiency of process) and heating capacity of HTHP are influenced by various factors. The choice of refrigerant (ODP = 0, GWP < 5), the circuits, and the heat source temperatures play an important role [4] - [6]. Therefore, it is crucial to find an optimal heat pump solution tailored to the specific boundary conditions. To gain a comprehensive understanding of the problem, systematic simulations and analyses were conducted using EBSILON®Professional [3].

In this article, Section 2.1 introduces the configurations of the researched the circuits, while Section 2.2 presents the chosen refrigerants. Furthermore, Section 2.3 explains the boundary conditions of the simulations. The simulation results are focus on the Coefficient of Performance for Heating, Compression ratio and Heat production cost, which are presented and evaluated in Sections 3.1 to 3.3.
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2. MODELS AND INVESTIGATIONS

2.1. Circuit

Figure 1 shows the three investigated heat pump circuits. These circuits were chosen due to their wide prevalence in practice. Figure 1 a) shows the basic circuit of a heat pump (referred to as the basic heat pump model), which consists of four main components: the compressor, condenser, expansion valve, and evaporator. The second circuit (Figure 1 b), referred to as single-stage compression with an internal heat exchanger (IHX)) extends upon the basic heat pump model and includes an additional internal heat exchanger. The internal heat exchanger can improve the COP by further cooling the refrigerant before it enters the expansion device, thereby increasing the suction temperature of the refrigerant. In the third circuit (Figure 1 c), referred to as two-stage compression and intercooling with two-stage expansion of the refrigerant), two compressors (low- and high-pressure stage) are used. Phase separation occurs in an intermediate cooler (flash tank) [2], [7].

All the above-mentioned circuits were modeled and then simulated using the EBSILON®Professional software. A specific control code (EbsScript) is used to handle the parameter variations. The code varies specific parameters (such as the inlet temperature on the heat source side, $T_{\text{so,in}}$, and the suction superheat, $T_{\text{SH}}$), and then initiates the simulation. Subsequently, a MATLAB script verifies the data again to filter out results that do not comply with the simulation boundary conditions (as described in Section 2.3). This allows for the determination of results under the given boundary conditions.

2.2. Refrigerants

Within this study, seven refrigerants, R600, R601a, R744, R1224yd(Z), R1233zd(E), R1234ze(E), and R1336mzz(Z), are investigated. Table 1 summarizes the main properties of the refrigerants. Nowadays, natural refrigerants are gaining attention due to environmental and economic concerns. Therefore, natural refrigerants are compared to synthetic refrigerants (hydrofluoroolefins (HFOs), and hydrochlorofluoroolefin (HCFOs)) within the scope of this study. The selected refrigerants have different safety classifications ranging from A1 to A3, thus covering a broad range of current and future refrigerants. All the refrigerants have an Ozone Depletion Potential (ODP) of zero and a Global Warming Potential (GWP) of less than five, thus complying with applicable policy regulations. Additionally, all the selected refrigerants (except R744) have critical temperatures above 150 °C, indicating that they can operate with subcritical state changes. Only the HTHP using R744 operates in the supercritical range. In this case, a very large temperature difference in the gas cooler is required to achieve high COP. Therefore, the HTHP using R744 is a special case.
**Table 1.** categorization and properties of the investigated refrigerants [1]

<table>
<thead>
<tr>
<th>Refrigerants</th>
<th>Substance group</th>
<th>Chemical formula</th>
<th>$T_0$ (1 bar) [°C]</th>
<th>$T_{out}$ [°C]</th>
<th>$p_{out}$ [bar]</th>
<th>ODP</th>
<th>GWP</th>
<th>SG</th>
</tr>
</thead>
<tbody>
<tr>
<td>R600</td>
<td>alkane</td>
<td>CH₃CH₂CH₂CH₃</td>
<td>-0.5</td>
<td>152.0</td>
<td>38.0</td>
<td>0</td>
<td>4</td>
<td>A3</td>
</tr>
<tr>
<td>R601a</td>
<td>alkane</td>
<td>(CH₃)₂CHCHCH₂H</td>
<td>27.8</td>
<td>187.2</td>
<td>33.8</td>
<td>0</td>
<td>3</td>
<td>A3</td>
</tr>
<tr>
<td>R744</td>
<td>nature refrigerant</td>
<td>CO₂</td>
<td>-78.5</td>
<td>31.0</td>
<td>73.8</td>
<td>0</td>
<td>1</td>
<td>A1</td>
</tr>
<tr>
<td>R1224yd(Z)</td>
<td>HCFO</td>
<td>CF₂(CF=CHCl)(Z)</td>
<td>14.0</td>
<td>155.5</td>
<td>33.3</td>
<td>0</td>
<td>&lt;1</td>
<td>A1</td>
</tr>
<tr>
<td>R1233zd(E)</td>
<td>HCFO</td>
<td>CF₂(CF=CHCl)(E)</td>
<td>14.0</td>
<td>166.5</td>
<td>36.2</td>
<td>0</td>
<td>1</td>
<td>A1</td>
</tr>
<tr>
<td>R1234ze(Z)</td>
<td>HFO</td>
<td>CF₂(CF=CHF)(Z)</td>
<td>9.8</td>
<td>150.1</td>
<td>35.3</td>
<td>0</td>
<td>&lt;1</td>
<td>A2L</td>
</tr>
<tr>
<td>R1336mzz(Z)</td>
<td>HFO</td>
<td>CF₃CH=CHCF₃(Z)</td>
<td>33.4</td>
<td>171.3</td>
<td>29.0</td>
<td>0</td>
<td>2</td>
<td>A1</td>
</tr>
</tbody>
</table>

2.3. Boundary conditions

In the simulation, except for the R744 heat pump operating in the supercritical range, the condensing pressure $p_c$ and the evaporating pressure $p_0$ can be calculated using the condensing temperature $T_c$ and the evaporating temperature $T_0$. The compressor discharge temperatures $T_2$ can be determined for the respective pressures. Similarly, the inlet temperature on the heat source side, $T_{s,in}$, was determined in the range of 50 to 100 °C. The temperature difference between the inlet and outlet on the heat source side is 5 K.

The superheating range of the suction gas is defined from 5 to 20 K [2]. In this study, the lowest possible superheat has been selected for refrigerants and circuits (except for R744). In circuit a) and circuit c), the superheating is 5 K for the refrigerants (R600, R1224yd(Z), R1233zd(E), R1234ze(Z)). This ensures that the compressor suction gas remains in a gaseous state. For refrigerants R601a and R1336mzz(Z), the authors set a superheating of 20 K to ensure that the compressor does not enter the two-phase region of the refrigerant during operation.

For the circuit b), the refrigerant first passes through the internal heat exchanger before entering the compressor. Compared to circuits a), this increases the superheating of the refrigerant before it enters the compressor. If the condensing pressure $p_c$ remains constant, the compressor discharge temperature $T_2$ increases. To ensure that the compressor discharge temperature $T_2$ remains within a reasonable range ($T_2 < 150$ °C), a superheating of 0 K was chosen for refrigerants R600, R1224yd(Z), R1233zd(E), and R1234ze(Z), and a superheating of 15 K was chosen for refrigerants R601a and R1336mzz(Z).

The control of the R744 heat pump model is determined based on the compressor discharge pressure $p_2$. To ensure better comparability, the authors of this study choose a discharge pressure $p_2$ below 150 bar and a compressor discharge temperature $T_2$ in the same range ($T_2 < 150$ °C) for all simulations, as mentioned above.

Based on the study [8], the isentropic efficiency $\eta_{is}$ is set to 0.7 for all simulations. The project Research Platform for Refrigeration and Energy Technology KETEC Subproject 10 [9] focuses on the storage and provision of process heat. Therefore, the inlet temperature on the heat sink side $T_{s,in}$ is set to 120 °C, and the outlet temperature of the heat sink side $T_{s,out}$ is set to 140 °C (condenser). To achieve comparable COPs, the inlet temperature of the heat sink side $T_{s,in}$ is set to 10 °C for the R744 heat pump (exception due to the substance properties).

In an early phase of the work, the generation of superheated water and superheated steam in the condenser was investigated. However, the simulation results showed that the influence of both variants on the COPs is negligibly small. Therefore, the following discussion is based on the case of superheated water production.

3. RESULTS AND DISCUSSION

3.1. Coefficient of Performance for Heating

The energetic efficiency of the HTHP is to be evaluated solely based on the Coefficient of Performance for Heating (COP) $\varepsilon_H$. Figure 2 a) shows an example of the COPs achievable with refrigerant R1224yd(Z) using the three circuits at different heat source temperatures. According to the COPs, circuit c) demonstrates a clear advantage over the other two variants. Circuit a) is the least advantageous. Figure 2 b) illustrates the relative increase in COPs for circuit b) and circuit c) compared to circuit a). On average, the relative increase is 13% (circuit b)) and 33% (circuit c)). It can be observed that the improvement in COPs due to the change in circuits has a greater impact at lower heat source temperatures. However, as the heat source temperature increases, the improvement in COPs gradually decreases.
R1224yd(Z) is a representative example to demonstrate the trend of the COPs for the different circuits and heat source temperatures. Among the remaining five refrigerants (except for R744) introduced at the beginning of the article, the simulation results show the same trend as with R1224yd(Z). The results can be seen in Figure 3 to Figure 5.

It should be noted that due to the limited boundary conditions, the seven refrigerants in this study cannot cover all heat source temperatures for all the three circuits. These limitations are also visible in Figure 3 to Figure 5. For example, in circuit c) with refrigerants R601a and R1336mzz(Z), the compression process of the high-pressure stage enters the two-phase region. Therefore, these two refrigerants are not included in Figure 5. When the heat source temperature is 50 °C, the points (R601a, circuit a); R1336mzz(Z), circuit a and circuit b)) are not present in Figure 3 and Figure 4. This is because the corresponding evaporating pressure is below 1 bar.

R744 stands out among the seven refrigerants, primarily due to its low critical temperature (Table 1). As a result, the process operation must be in the supercritical range. This allows for higher COPs at low heat source temperatures compared to the other refrigerants. However, due to the limited boundary conditions, the COPs for R744 reach a limit of approximately three as the heat source temperature increases. For circuit c), R744 is also unsuitable due to its lower critical temperature. Therefore, no simulation results for R744 are not shown in Figure 5.

Based on Figure 3 and Figure 4, it can be observed that R744 achieves the highest COPs with circuit a) and circuit b) at heat source temperatures between 50 °C and 90 °C. R1233zd(E) achieves the highest COPs with circuit c). If R744 is not considered for circuit a) and circuit b), R1233zd(E) can achieve the highest COPs.
3.2. Compression ratio

Compression is an important process in heat pumps, and reducing the compression effort is crucial. Without going into the actual implementation (such as the use of a compressor), this section aims to complement the results shown above and provide a better understanding of the operating ranges.

Figure 6 illustrates the functional relationship between compression ratios and heat source temperatures for various refrigerants. This figure is based on circuit a), where the condensing temperature remains constant. A lower compression ratio implies that the compressor can perform less work.

Figure 7 shows the pressure difference between the inlet and outlet of the compressor. Although R744 has the lowest compression ratio among all refrigerants, it still has the highest-pressure difference. For the other refrigerants, R1336mzz(Z) and R601a, the compression ratio is relatively high. However, the pressure difference remains below 30 bar.
3.3. Heat production cost

The cost of heat production is a good way to assess or estimate economic feasibility in the sense of marginal cost analysis. At the same time, the results of different heat pump circuits with different refrigerants can be better compared. This means that only operating cost are considered, while other costs (such as investment cost) are not taken into account. In the past years (2017-2021), it has been observed that the use of zero-emissions electricity may have higher purchase cost compared to conventionally generated electricity [10]. However, due to increasing prices for conventional energy supply and decreasing prices for e.g., PV systems, the situation may be reversed in the present and upcoming years.

Figure 8 presents the results of an investigation of heat production cost. The two sub-figures differ in terms of the selected COPs (Figure 8 a): $\varepsilon_H$: 2.05; Figure 8 b): $\varepsilon_H$: 4.44). They indicate the lowest and highest COPs for circuit c) (refrigerant: R1233zd(E)).

To calculate the cost of heat production, the electricity purchase cost was varied from 0.00 €/kWh to 1.00 €/kWh and the heat purchase cost (district heating return flow) was varied from 0.00 €/kWh to 1.00 €/kWh as well. The red dashed lines in the figures represent the cost of heat production, with a price difference of 0.10 €/kWh between each two lines. In this calculation method, the COP of the heat pump is the only factor considered. Therefore, the slope of the red dashed lines (iso-lines of heat production cost) becomes steeper as the COP increases. This behavior can be clearly seen in Figure 8. With the help of Figure 8, the district heating supplier or customer can quickly estimate the marginal cost.

Figure 9 is derived from Figure 8. The pink and blue dashed lines represent the cost of heat production at 0.10 €/kWh for the two COPs ($\varepsilon_H$: 2.05 and $\varepsilon_H$: 4.44). The shaded areas below these lines indicate the cost of heat production below 0.10 €/kWh. The shaded area increases as the COP increases (only the case with COP > 2 was considered). For the operator, a larger shaded area means greater flexibility in response to changes in electricity and heat purchase cost. The heat production cost lines intersect under the same cost (but different COPs). Connecting all the intersection points results in the red dashed line in Figure 9.
4. CONCLUSION

In total, three heat pump circuits and seven refrigerants were analyzed for heat supply at 140 °C (superheated water or steam) in this study. A fictitious district heating system (supply or return flow) served as the heat source. Circuit c) yielded the highest COPs. However, specific considerations need to be made regarding the refrigerants. Using circuits a) and b), R744 achieved the highest COPs at lower heat source temperatures ($T_{so}$: 50...80 °C). The other refrigerants showcased their advantages at higher heat source temperatures ($T_{so}$: 100 °C). In circuit c), R1233zd(E) achieved the highest COPs, reaching a maximum value of 4.44. As a competing technology, direct electric heating (expected cost of heat production at 0.10 €/kWh) can be considered. To remain competitive, a higher COP allows for a wider acceptable range of electricity and heat purchase cost. In the present example, to achieve a heat production cost below 0.10 €/kWh with an $\epsilon_H$ of 4.44 (R1233zd(E)), the electricity purchase cost would have to be below approximately 0.45 €/kWh and the heat purchase cost would have to below approximately 0.12 €/kWh. Therefore, high COPs are critical to achieving the expected low cost of heat production.

All the circuits were modeled, simulated, and systematically analyzed using EBSILON®Professional software to select suitable heat pump solutions. The results provide fundamental insights and functional relationships for the district heating and industrial sectors. The aim is to expand the application potential of high-temperature heat pumps and replace conventional solutions with greenhouse gas emissions and high costs. The marginal cost analysis revealed a cost range of heat production below 0.10 €/kWh. Further efforts are required to offer process heat affordable, securely, and in an environmentally friendly manner. In subproject 10 of the KETEC research project, this is a central focus area. Thermal energy storage systems are envisaged to compensate for fluctuating energy supply and variable heat demand over time. The authors see considerable development and application potential here.

LIST OF SYMBOLS

<table>
<thead>
<tr>
<th>Latin letters</th>
<th>Greek letters</th>
<th>Indexes and abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>$T$</td>
<td>$\epsilon_H$ Coefficient of Performance for Heating [-]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\eta$ efficiency [-]</td>
</tr>
<tr>
<td>$T_{so}$</td>
<td>$T_{crit}$</td>
<td>$\theta$ evaporation</td>
</tr>
<tr>
<td>$T_{co}$</td>
<td>$T_{hpr}$</td>
<td>$c$ Condensation</td>
</tr>
<tr>
<td>$\text{COP}$</td>
<td>$GWP$</td>
<td>$\text{COP}$ Coefficient of Performance for Heating</td>
</tr>
<tr>
<td></td>
<td>$\text{HCFO}$</td>
<td>$\text{crit}$ critical</td>
</tr>
<tr>
<td></td>
<td>$\text{HFO}$</td>
<td>$\text{GWP}$ Global Warming Potential</td>
</tr>
<tr>
<td></td>
<td>$\text{hpr}$</td>
<td>$\text{HCFO}$ hydrochlorofluoroolefin</td>
</tr>
<tr>
<td></td>
<td>$\text{HTHP}$</td>
<td>$\text{HFO}$ hydrofluorolefins</td>
</tr>
<tr>
<td></td>
<td>$\text{in}$</td>
<td>$\text{hpr}$ high pressure</td>
</tr>
<tr>
<td></td>
<td>$\text{is}$</td>
<td>$\text{HTHP}$ high-temperature heat pump</td>
</tr>
<tr>
<td></td>
<td>$\text{lpr}$</td>
<td>$\text{in}$ inlet</td>
</tr>
<tr>
<td></td>
<td>$\text{ODP}$</td>
<td>$\text{lpr}$ low pressure</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{ODP}$ Ozone Depletion Potential</td>
</tr>
</tbody>
</table>
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ABSTRACT

Seasonal thermal energy storage (STES) is an indispensable technology to correct temporal mismatch between supply and demand of carbon-free heat source throughout a year, for district heating systems. Existing STES technologies, such as pit thermal energy storage (PTES), tank thermal energy storage (TTES), borehole thermal energy storage (BTES), and aquifer thermal energy storage (ATES) have been utilized worldwide in varying scales, and there are a number of review studies summarizing the geometric and heat exchanger designs of the STES units as well as the key technical and economic performance indicators. Although such reviews provide explicit categorization for the existing STES systems almost all based on sensible heat storage, there is a lack of perspective differentiating the essential mechanisms of heat storage in view of heat transport irreversibility. For instance, the heat storage principle of thermocline hot water storage (THWS), including PTES and TTES, is based on vertical displacement of fluids to deliver stored hot water for later use, while BTES relies on heat conduction to raise the temperature of soil field. Such differences lead to varying characteristics of heat transport irreversibility, reflected in vastly different needs for re-boosting the temperature level of stored heat upon retrieval in practical terms. Therefore, this paper brings forward an analytical framework and entransy-dissipation models to evaluate the degree of irreversibility for THWS and BTES technologies. The results show that THWS is featured with a lower degree of irreversibility given that the mixing intensity across thermocline is maintained below a certain threshold. Demonstrating in-depth irreversibility evaluation of the existing STES technologies, this paper provides insight for selecting and designing STES pathways for low-carbon transition of district heating systems.

Keywords: seasonal thermal energy storage, irreversibility analysis, heat transfer, district heating

1. INTRODUCTION

Low-carbon transition of global energy systems is urgently needed. For district heating systems, integrating seasonable thermal energy storage (STES) devices is regarded as an effective pathway to replace fossil fuel demands by solar heat and industrial surplus heat stored throughout the year. Some European countries widely using urban district heating systems have built pilot STES projects with varying technologies and scales. For instance, Denmark has built nearly ten large-scale pit thermal energy storage (PTES) systems, each for one municipal district heating system, and the largest unit built in the town of Vojens has a total hot water storage volume of around 200,000 m³. In Sweden, borehole thermal energy storage (BTES) systems are more common, and one of the largest units in the world is Emmaboda with a bore storage field of 200,000 m³. Germany has built many solar communities (such as Chemnitz and Eggenstein) where PTES and tank thermal energy storage (TTES) devices are included in the centralized heating systems, and the storage volume varies in the range of hundreds to around ten thousand cubic meters. There are also several high-temperature aquifer thermal energy storage (ATES) projects in German, such as Neubrandenburg, in which heat is injected and retrieved through wells with aquifers of 1,200 meter deep. District heating systems are widely spread over the northern urban areas of China, where the total annual space heating demand is around 5 billion GJ. In the Chifeng City, the world’s largest BTES system of 500,000 m³ storage volume has been built and running, and there are several PTES installations of thousand to tens of thousand cubic meters in storage volume. In the prospected carbon-neutral urban heating systems of Northern China, even larger STES systems (up to ten million cubic meter of water storage volume equivalent) are needed because typical northern towns are more densely populated than typical European towns, and thus much higher total demand of heat storage is needed.

Although there is a variety of technological options for storing heat in seasonal cycles, operational results of many listed STES systems show that, as a common problem, heat pumping is often required upon heat discharging process because the output temperature level from storage is inadequate for indoor comfort heating or less than the forward temperature required of the district heating networks. For BTES, the Emmaboda system can only output 10-15% of its stored heat directly
to the hot water radiator heating system until an electric heat pump booster was installed in 2018. Afterwards, the discharged heat of 30-40°C was directed to the heat pump evaporator and boosted to up to 55°C, and the total amount of discharged heat available for heating increased by 3.5 times [1]. To solve a similar problem, an absorption heat pump system is proposed to lift the output temperature of discharged heat from the Chifeng BTES system, in demand of high-temperature steam as input [2]. For PTES, the monitoring data of, e.g., the Drømminglund [3] and Gram [4] systems show that output temperature lifting by an electrical heat pump is needed for the majority of the discharging periods. Furthermore, there are a number of STES systems (e.g., the Drake Landing Solar Community BTES system [5] and Neubrandenburg ATES system [6]) deploying boilers on the forward line of heat distribution systems for the same purpose. All such evidences point to the problem of STES systems that the useful temperature level is lost over annual cycles. An evident cause would be heat loss from storage to the ambient, while another important but often overlooked cause should be heat transport irreversibility across heat exchangers and within the storage media when heat loss is not considered.

Certainly, different STES designs and operational strategies lead to different characteristics in transient heat transfer, and several performance indicators have been used to characterize the level of irreversibility in literature. The principal parameter is exergy efficiency defined based on the second law of thermodynamics, which is widely used to evaluate not only heat storage but also thermal cycles involving heat-work conversion. In an ideal example for illustration [7], Dincer and Rosen introduce two thermal energy storage cycles with an equal energy efficiency but a significantly different exergy efficiency: both cycles are charged with the same hot stream with an inlet temperature of 85°C and an outlet temperature of 25°C, while in the first cycle heat is discharged with a 25°C-inlet cold stream of a flow rate five times than that in the second cycle, so that the output temperature of the first cycle is only 35°C (exergy efficiency is 27%) as compared with 75°C of the second cycle (exergy efficiency is 73%), when the reference state is set as 20°C. The first cycle is an example with larger irreversibility and the exergy efficiency quantifies the effect.

However, there seems to lack a generic study comparing BTES, PTES, ATES and STES other technologies regarding on exergy efficiency, and it could be incorrect to extract exergy efficiency data from individual studies to make intercomparison, because the selection of the reference state would affect the calculation results of exergy efficiency. Annually average ground temperature [8] or ambient air temperature [9] could be selected as dead state for evaluating BTES systems, while for TTES systems the dead state could be the inlet fluid temperature for discharging [10-12] or ambient air temperature [13]. Furthermore, the operational temperature range could be smaller for BTES and ATES than TTES and PTES, which might further complicate the comparison.

With calculation results from an assumed illustrative example, Figure 1 plots the variation of exergy efficiency with various conditions of degraded levels of output temperature (dT), reference state temperature (T₀) and operational temperature range (ΔT). With reference temperature of 0°C (~ambient air temperature during winter), 10°C (~annually average ground temperature), 20°C (~water inlet temperature), the exergy efficiency significantly differs when ΔT is low. It can happen when the case of dT=15 K and T₀=0°C has a higher exergy efficiency than the case of dT=5 K and T₀=20°C, when ΔT is around 25 K. Therefore, exergy efficiency for characterizing and comparing irreversibility may present some limitations with respect to variation of reference state. For thermocline hot water storage systems, parameters characterizing thermal stratification, such as MIX number [14] and Recovery efficiency [15], are defined and used to present the level of mixing in stratified fluids, which can be also interpreted as measure of how much heat transports from the hot to cold parts of the storage media irreversibly. However, such parameters cannot be used for evaluating BTES systems. In a nutshell, we need an appropriate performance indicator which can reflect irreversibility of heat transport in a universal manner for existing STES technologies. Since STES cycles have long timespan and transient thermal performance, it is also required that such parameter should include the dimension of time and reflect transient heat transfer conditions in STES systems.

This paper presents a novel evaluation framework of heat transport irreversibility in STES units, based on the entransy dissipation theory first developed by Guo et al. [16]. The analytical solutions of the total entransy dissipation across a certain period of charging, namely accumulative entransy dissipation, are given for the first time in the paper for ideally simplified one-dimensional heat transfer models of thermocline hot water storage systems (applicable for both PTES and TTES) and BTES systems. Based on entransy dissipation concept, the heat transfer characteristics and heat storage mechanisms of PTES and BTES systems are revisited, and the essential difference in irreversibility between the two technologies is discussed. The paper aims at providing a new prospective for evaluating thermal performance of STES systems and insights for selecting and designing STES pathways for future district heating systems.
This paper presents a novel evaluation framework of heat transport irreversibility in STES units, based on the entransy dissipation theory first developed by Guo et al. [16]. The analytical solutions of the total entransy dissipation across a certain period of charging, namely accumulative entransy dissipation, are given for the first time in the paper for ideally simplified one-dimensional heat transfer models of thermocline hot water storage systems (applicable for both PTES and TTES) and BTES systems. Based on entransy dissipation concept, the heat transfer characteristics and heat storage mechanisms of PTES and BTES systems are revisited, and the essential difference in irreversibility between the two technologies is discussed. The paper aims at providing a new prospective for evaluating thermal performance of STES systems and insights for selecting and designing STES pathways for future district heating systems.

2. METHODOLOGY

2.1. Analytical Framework

Entransy dissipation is originally defined as the loss of thermal potential caused by molecular thermal diffusion through thermally resistive materials, and so it can measure the degree of heat transport irreversibility. According to the entransy balance equation [16], the local rate of entransy dissipation can be expressed as $E_n = - q \cdot \nabla T$ (unit: $W \cdot K/m^3$). For three-dimensional STES systems in which heat transfer and entransy dissipation are transient, the integral forms of the local rate of entransy dissipation can be written as Eq. (1), considering thermal conduction as the heat transfer mechanism. $\Delta E_n$ is defined as accumulative entransy dissipation with a unit of $J/K$.

$$\Delta E_n = \int_{t_1}^{t_2} En dt = \int_{t_1}^{t_2} \iiint q \cdot (-\nabla T) dV dt = \int_{t_1}^{t_2} \iiint k \cdot (\nabla T)^2 dV dt$$ (1)

Besides entransy dissipation, change of entransy can occur with entransy flux and internal heat source. In practical terms, it can be perceived that, when considering the entire STES unit as a whole, the heat loss from the storage to the ambient leads to entransy change outside the boundary, and heat conduction within storage material from hot to cold parts, i.e., heat transport inside the boundary, causes entransy dissipation and leads to lowered useful temperature level of stored heat. Figure 2 illustrates a seasonal thermal energy storage cycle where heat is delivered from the source to the STES unit during charging and subsequently delivered to the sink during discharging. Across the source and sink heat exchangers, useful temperature level is lost despite negligible heat loss, which is a fundamental feature of all actual heat exchangers, and heat loss from the storage unit occurs throughout the cycle leading to temperature drops in storage media as well. Therefore, there are three main mechanisms resulting in change of entransy of the STES system: (1) heat transport across source and sink boundary heat exchangers; (2) heat loss to the ambient; (3) thermal conduction within storage material. The first two factors are common for any practical STES systems in spite of the technological option, while the last factor differs significantly between THWS and BTES units, as well as other thermal energy storage technologies such as ATES and latent heat thermal energy storage.
To analyze the entransy dissipation system by element and to stress the fundamental entransy dissipation process caused by heat storage mechanism, an analytical framework for heat transport irreversibility is proposed with a hierarchical structure, as shown in Table 1. In the first level, ideal charging/discharging processes where only one-dimensional heat transport within the storage media is considered. In the next levels, practical conditions in the heat storage cycle are gradually added to the scope of consideration, with the overall heat transfer and entransy dissipation models approaching the real picture.

Table 1 Ideal and practical charging process under the entransy dissipation evaluation framework

<table>
<thead>
<tr>
<th>Level of heat transport irreversibility</th>
<th>THWS</th>
<th>BTES</th>
<th>Heat transfer model descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fundamental heat storage mechanism, ideal case</td>
<td>Flow only in gravitational direction, only axial heat conduction, no convective mixing and no heat loss</td>
<td>Only radial temperature gradient and heat conduction, no consideration of thermal resistance of components in a single borehole exchanger</td>
<td>One-dimensional heat equations</td>
</tr>
<tr>
<td>Practical internal heat transfer conditions</td>
<td>Consider mixing effects from turbulent mixing, flow entrainment, and natural convection</td>
<td>Consider temperature gradient in longitudinal direction, effects from buried length and neighboring boreholes also considered</td>
<td>Two- or three-dimensional heat transfer models</td>
</tr>
<tr>
<td>STES systems with heat source and sink heat exchangers</td>
<td>Consider temperature drop in the heat source and sink heat exchangers separating the STES unit and forward loops</td>
<td>Consider thermal resistance in the borehole heat exchangers and source/sink heat exchangers</td>
<td>Inclusion of heat transfer through heat exchangers</td>
</tr>
<tr>
<td>Heat loss to the surrounding environment</td>
<td>Heat loss to the ambient air and the ground field</td>
<td></td>
<td>Inclusion of heat loss modelling of the storage</td>
</tr>
</tbody>
</table>

As this paper aims at establishing the irreversibility analysis framework and illuminate different irreversibility characteristics between THWS and BTES units, the analytical solutions of entransy dissipation and performance comparisons are given for the first level introduced in Table 1. The charging process is specifically analyzed, since charging and discharging processes are symmetric to an extent.

2.2. Deduction of Accumulative Entransy Dissipation

For an ideal THWS unit, a one-dimensional advection-diffusion equation can be written for the axial direction, see Eq. (2).
\[
\rho_w c_p w \left( \frac{\partial T_w}{\partial t} + u_z \frac{\partial T_w}{\partial z} \right) = k_w \frac{\partial^2 T_w}{\partial z^2} \tag{2}
\]

where \( u_z \) stands for the flow speed along the gravitational direction, which can be also understood as the rate of fluid displacement; \( \rho_w c_p w \) and \( k_w \) are the density, specific heat, and thermal conductivity of water, which are assumed to be constant in the ideal case. Assuming that the hot and cold fluids, separated by the thermocline, can be regarded as two individual semi-infinite bodies, the water temperature in the thermocline region can be written as Eq. (3), where \( z_0 \) stands for the distance between the centerline of hot and cold fluids and the point of interest. Here, \( \Delta T_z = T_{\text{h,in}} - T_{\text{c,ini}} \) and \( T_{\text{avg}} = (T_{\text{h,in}} + T_{\text{c,ini}})/2 \). \( T_{\text{h,in}} \) is the constant inlet temperature of the hot water and \( T_{\text{c,ini}} \) is the homogeneous initial temperature in the storage unit. \( \alpha_w \) is the thermal diffusivity of water and erf stands for the error function.

\[
T_w = \frac{1}{2} \Delta T_z \frac{z_0}{2\sqrt{\alpha_w t}} + T_{\text{avg}} \tag{3}
\]

With Eq. (1) and Eq. (3), the accumulative entransy dissipation throughout the thermocline region can be deduced and written as Eq. (4). \( \Delta E_{\text{thws}} \) is a function of the geometric mean of the thermal conductivity and volumetric thermal capacity, and the parameters of time and temperature difference are also included.

\[
\Delta E_{\text{thws}} = \frac{\Delta T_z^2 k_w}{\pi \alpha_w \sqrt{2t}} = \Delta T_z^2 \rho_w c_p w \frac{2t}{\pi \alpha_w} = \Delta T_z^2 \rho_w c_p w \frac{2}{\pi} \alpha_w t = \Delta T_z^2 \frac{2}{\pi} k_w \rho_w c_p w t \tag{4}
\]

For an ideal BTES unit with a single vertical borehole, the infinite line source (ILS) model can be applied to analytically calculate the radial temperature distribution of the surrounding ground in a cylindrical coordinate. The heat equation can be written as Eq. (5).

\[
\rho_g c_p g \frac{\partial T_g}{\partial t} = k_g \frac{\partial^2 T_g}{\partial r^2} + \frac{1}{r} \frac{\partial T_g}{\partial r} \tag{5}
\]

With the heat injection rate per meter of the borehole represented as \( q' \) (W/m), in the ILS model the ground temperature \( (T_g) \) can be expressed with a function of undisturbed ground temperature \( T_{g0} \), \( q' \), and an exponential integral, and then through Laplace Transformation, Eq. (6) can be used for calculating \( T_g \) with satisfactory accuracy, using the Euler–Mascheroni constant \( (\gamma \approx 0.577) \). \( \rho_g c_p g, k_g \), and \( \alpha_g \) are the thermo-physical properties of the ground.

\[
T_g = T_{g0} + \frac{q'}{4\pi k_g} Ei \left( \frac{r^2}{4\alpha_g t} \right) = T_{g0} + \frac{q'}{4\pi k_g} \left[ \ln \left( \frac{4\alpha_g t}{r^2} \right) - \gamma \right] \tag{6}
\]

Based on Eq. (1) and Eq. (6), the accumulative entransy dissipation of the ground field can be deduced as Eq. (7), where \( r_{\text{field}} \) and \( r_{bh} \) represent the thermal penetration radius and borehole radius, respectively. It is reasonable to estimate the thermal penetration radius as \( r_{\text{field}} = 3 \sqrt{\alpha_g t_c} \) [17, 18], and \( r_{bh} \) is the borehole radius.

\[
\Delta E_{\text{btes}} = \int_0^t \int_{r_{bh}}^{r_{\text{field}}} k \cdot 2\pi r H_{bh} \frac{dT}{dr} \frac{dT}{dr} dr dt = \frac{q'^2 \ln r_{\text{field}}}{2 k_g \pi} \frac{r_{bh} t_c}{r_{bh}} \tag{7}
\]

For clarity, the equivalent dissipative temperature difference \( (\delta T) \) is defined as the accumulative entransy dissipation divided by amount of heat storage capacity along the charging period, see Eq. (8).

\[
\delta T = \frac{\Delta E}{Q} = \begin{cases} 
\frac{\Delta T^2 \rho_w c_p w \frac{2}{\pi} \alpha_w t}{\Delta T \rho_w c_p w \frac{2}{\pi} \alpha_w t} & \text{for THWS units} \\
\frac{q'^2 \ln \frac{r_{\text{field}}}{r_{bh}} t_c}{2 k_g \pi} & \text{for BTES units} \\
q' t_c & \text{for BTES units} 
\end{cases} \tag{8}
\]

### 2.3 Parametric Analysis

In view of the abovementioned entransy dissipation models, the following design parameters of the STES systems would affect the amount of entransy dissipation in the ideal cases:

- Thermo-physical properties: for BTES units, type of the ground and its properties would largely influence thermal
conduction rate and entransy dissipation;

- **Geometry of the storage units:** for THWS units, the aspect ratio would affect the axial flow speed given the same total storage volume. For BTES units, typical borehole depth ranges between 10 to 150 m, and it is designed according to various parameters including the heat injection rate ($q'$), which directly influences the accumulative entransy dissipation.

We intend to use a comparative case study, where a simplified charging process of a seasonal thermal energy storage cycle is assumed, to compare the degree heat transport irreversibility between THWS and BTES technologies. For fair comparison, the primary principle is to assure the same amount of heat storage capacity can be achieved over the same period of charging. Secondly, although for BTES systems the heat transfer boundary condition is normally assumed to be the second type, there is an upper limit of the input temperature determined by the heat source. Therefore, another key boundary is that the ultimate input temperature allowing heat input to the BTES unit is assumed equal to the hot fluid temperature ($T_{h,in}$) enter the THWS units, which means the eventual temperature difference of BTES is set the same as the persistent temperature difference of THWS ($\Delta T_{t=e} = T_{g} - T_{c,in} = T_{h,in} - T_{c,in}$). Based on these conditions, Table 2 lists the relevant parameters and the varying ranges in case studies. For BTES, the ground type varies between soil (e.g., clay and sand) to rock (e.g., limestone, granite, sandstone) having diverse thermo-physical properties, and typical values of the main ground types are selected for case study.

**Table 2** Design and operational parameters of THWS and BTES for the comparative case study

<table>
<thead>
<tr>
<th>Parameters as variables for case study</th>
<th>THWS</th>
<th>BTES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Common design and operational parameters</strong></td>
<td>$T_{h,in} = T_{g} = 90,^\circ C$; $T_{c,in} = T_{g0} = 20,^\circ C$; $\Delta T_{t=e} = 70,K$</td>
<td>Borehole depth: $L_{bh} = 1.7 \times 10^4,m$</td>
</tr>
<tr>
<td><strong>Specific design parameters</strong></td>
<td>Total hot water storage volume: $V_{whs} = 1.54 \times 10^4,m^3$</td>
<td>Ground type</td>
</tr>
<tr>
<td><strong>Parameters as variables for case study</strong></td>
<td>Height of storage container: $H_{whs} = 10,20,50,100,m$</td>
<td>Volumetric heat capacity [MJ/(m$^3$·K)]</td>
</tr>
<tr>
<td><strong>Thermo-physical properties of storage material</strong></td>
<td>Aspect ratio of 0.12 to 3.9</td>
<td>clay</td>
</tr>
<tr>
<td></td>
<td>Water:</td>
<td>sand</td>
</tr>
<tr>
<td></td>
<td>Thermal conductivity: 0.6 W/(m·K)</td>
<td>limestone</td>
</tr>
<tr>
<td></td>
<td>Volumetric heat capacity: 4.18 MJ/(m$^3$·K)</td>
<td>granite</td>
</tr>
<tr>
<td></td>
<td>Thermal diffusivity: 1.43 $\times 10^{-7}$ m$^2$/s</td>
<td>sandstone</td>
</tr>
</tbody>
</table>

3. RESULTS AND DISCUSSION

Based on the analytical solutions provided in Section 2.2 and design parameters listed in Table 2, equivalent dissipative temperature difference ($\delta T$) is calculated for THWS and BTES along the charging process and plotted in Figure 3. The solid lines representing $\delta T$ of THWS with different heights of the storage volume (i.e., different axial flow speeds $u_x$) all show a decreasing trend, while the dashed lines representing $\delta T$ of BTES with different ground types, show an increasing trend. This is because, in the ideal case, the heat travels in the thermocline region only by molecular diffusion, which is featured with a penetration distance scaled as $\sqrt{t}$, see Eq. (8), while the fluid displacement effect of cold water by hot water in a perfectly stratified environment, which results in heat storage in the container, is a linear process with time. As a result, $\delta T_{thws}$ is proportional to $t^{-1/2}$; in practical terms, it can be understood as the molecular diffusion of heat penetrates slower than linear flow displacement with a constant speed in one-dimensional space, so that with a longer time, the effect of heat conduction leading to entransy dissipation gets gradually more insignificant compared with the increasing amount of heat along time. In contrast, $\delta T_{btes}$ increases from around 25 K to 40 K from the beginning to the end of the charging process, mainly because the temperature at the borehole wall (i.e., the temperature in contact with the wall $T_{g=\tau_{bh}}$), which can be interpreted as the boundary temperature for heat injection, increases from about 58 to 90°C. Thus, $\delta T_{btes}$ can be regarded as a mean driving temperature difference for the overall radial heat distribution in the ground field. Unlike in ideal THWS units where heat conduction is only a ‘by-product’ of the fluid displacement activity,
heat conduction itself is the effective mechanism for heat storage raising the ground temperature for BTES systems. Therefore, the heat storage mechanism is essentially different between THWS and BTES, and so the developing trends of $\delta T$ are also different.

![Diagram](image)

**Figure 3** Comparison of equivalent dissipative temperature difference ($\delta T$) between BTES (dashed lines) and THWS (solid lines) under various design conditions; $\tau$ is the dimensional time.

It can be also observed from Figure 3, that the height of THWS units ($H_{thws}$) significantly affects $\delta T_{thws}$, as a higher but thinner storage unit (e.g., $H_{thws} = 100$ m) leads to a lower level of $\delta T_{thws}$ compared with a shorter but flatter one (e.g., $H_{thws} = 10$ m) given the same storage volume. This is because entransy dissipation is only caused by thermal conduction across cross-sectional areas in the ideal case. Although THWS units of the same volume store the same amount of heat, the higher but thinner one has smaller cross-sectional areas for heat conduction to result in entransy dissipation and thus has lower $\delta T_{thws}$. For BTES, the five different ground types studied and shown in Figure 3 have different thermal conductivities and diffusivities, but their $\delta T_{btes}$-curves overlap well. This indicates that the ground properties are not the determinative factor of heat transport irreversibility in the ideal BTES systems. Overall, the comparative case study conducted for ideal charging process shows that THWS units have smaller equivalent dissipative temperature difference than BTES units. The primary cause for such difference is the heat storage mechanism of fluid displacement does not produce entransy dissipation itself, while the mechanism of heat conduction results in dissipation as long as there is temperature difference and thermal resistance.

In practice, STES systems with higher equivalent dissipative temperature difference presents a higher degree of heat transport irreversibility, which means the retrieved heat would be of less useful temperature level for the heating purpose. This is similar as the comparative case of exergy efficiency provided in the introductory section, as a lower exergy efficiency also reflects a higher degree of heat transport irreversibility. Although the ideal case study illustrates the fundamental difference between the displacement-based STES device and conduction-based STES device, many practical factors must be considered when comparing real STES systems, such as mixing phenomena in stratified water accelerating internal heat transport from the hot to cold parts of fluids, and borehole heat exchangers with thermal resistance of the borehole wall, tubes, and filling materials. The buried length of borehole and neighboring effects must also be considered. Considering the mixing effects leading to higher entransy dissipation, Figure 4 plots calculation results of the threshold value of axial flow speed ($u_0$), which is the minimum value of $u_e$ for $\delta T_{thws}$ to become lower than $\delta T_{btes}$, under various degree of mixing expressed by $N_{mix}$ of 5-100. The analytical solution of $u_0$ is given in Eq. (9). $N_{mix}$ is defined as the effective diffusion coefficient describing the ratio of the eddy thermal diffusivity ($\alpha_e$), a parameter widely used in turbulent studies to quantify the phenomenological diffusion rate, to the molecular thermal diffusivity of water: $\alpha_e = N_{mix} \alpha_w$. As mixing effects strengthen, the threshold velocity should be higher to compensate the higher level of entransy dissipation caused by mixing.

$$u_0 = \left( \ln \frac{2 \sqrt{\alpha_g t}}{r_{bh}} \right) \frac{\sqrt{\frac{2 \alpha_w N_{mix}}{\pi \tau_c}}}{\sqrt{\ln \frac{3 \sqrt{\alpha_g t}}{r_{bh}}}}$$

(9)
Despite the simplification and idealization, the analytical framework of heat transport irreversibility provides a theoretical tool for choosing and designing STES systems with lower loss in useful temperature levels for heating. It should be however noted that, concluding heat storage THWS units such as PTES and TTES. In other words, constraining mixing in the stratified fluid body is one of the most important premises for implementing THWS systems in practice, because such measures can reduce temperature re-boosting demands in the energy supply systems, which are usually provided by the heat pumps or boilers in the forward lines of the districting heating network.

4. CONCLUSION

In consideration of the limitation of exergy efficiency for evaluating the heat transport irreversibility in STES systems, this work establishes an entransy dissipation-based theoretical framework to evaluate the irreversibility for THWS (including PTES and TTES) and BTES systems. The analytical solutions of the accumulative entransy dissipation and equivalent dissipative temperature difference are provided for ideal charging process with the two types of technologies. Comparisons show that THWS mostly exhibits a lower level of entransy dissipation than BTES in ideal charging processes, because the heat storage mechanism of the former is fluid displacement, by which entransy dissipation only occurs within thermocline region due to limited heat conduction, while the latter entirely relies on heat conduction to achieve storage of heat. Furthermore, parametric analyses are conducted for THWS units regarding the height of storage container and for BTES regarding the ground properties. Calculation results show that the axial flow speed in THWS units, which can be also interpreted as the rate of fluid displacement, should be kept high for reducing the equivalent dissipative temperature difference, and a higher degree of mixing in stratified flow leads to a higher threshold value of axial flow speed for THWS units to reach less entransy dissipation than BTES units.

This work discloses the underlying relation between the heat storage mechanism and heat transport irreversibility through analytical solutions and case studies. As implication for practical STES systems, we tend to recommend THWS for district heating applications over BTES systems as long as mixing can be well restrained in stratified water. However, future studies are needed to concretely draw such conclusions for actual STES systems, by analyzing all segments of heat transport irreversibility listed in Table 1.
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ABSTRACT

Steam is a common heat transfer medium in industrial systems, which requires a significant amount of energy to generate. Within the current project KETEC (Research Platform Refrigeration and Energy Technology) concepts for the realization of the highly available, low-emission and energy-efficient supply of steam for industrial processes are fundamentally investigated. The solution approach provides for the use of a heat pump storage system. Steam generation is provided by a high-temperature heat pump using the low-GWP refrigerant R1336mzz(Z). The produced steam is buffered in a storage system to increase flexibility in steam generation and supply, with a minimum steam temperature of 140 °C. The heat pumps can currently only achieve good performance coefficients with low steam temperatures and high heat source temperatures. This limits the usable temperature difference, which has a negative effect on the Ruths steam storage. To increase the storage capacity in the small temperature range, steam storage can be combined with phase change materials (PCM).

This paper deals with the concept and possible implementation variants of a hybrid storage system based on a Ruths storage and a PCM when a steam generator with relatively low supply temperatures is used. The simulation of the system is performed with the software EBSILON®Professional.

The results confirm that the combination of the Ruths steam storage with the PCM is expedient. The usage of PCM increases the storage heat capacity and allows a larger amount of steam to be withdrawn from the Ruths storage. Consequently, the steam storage volume can be dimensioned smaller. The use of heat pumps allows the use of waste heat from other processes to increase overall efficiency.

Keywords: Heat pump, Ruths Steam Storage, PCM, Simulation, EBSILON®Professional

1. INTRODUCTION

In industrial process heat supply, steam is often used as the heat transfer medium. However, their production requires a relatively large amount of energy [1]. For example, in 2019, process heat accounted for approximately 66.7% of the energy consumption of German industry [2]. With the European Union aiming to reduce annual greenhouse gas emissions by 55% by 2030 and Europe aiming to be carbon neutral by 2050, the supply of process heat to industry must be given greater attention. Within the framework of the KETEC project (Research Platform for Refrigeration and Energy Technology) [3], concepts for the realisation of the highly available, low-emission and energy-efficient provision of steam for industrial processes based on heat pump-storage systems, among other things, are being fundamentally investigated.

Gradient pressure storages in steam supply systems are particularly suitable for storing (e. g. Ruths storages). During loading, steam is injected into the hot water in the storage tank. This injection causes an intensive heat and mass transfer, whereby the injected steam condenses and the hot water fill rate increases. At the same time, the storage tank temperature and pressure increase. The vapor and liquid phases are approximately in equilibrium. During discharge, steam is taken from the upper part of the storage. The pressure drops, thus the hot water evaporates. During the discharge process, the storage tank temperature decreases. However, a relatively small usable temperature difference leads to a larger required storage volume (e. g. 10 to 40 K).

To increase the storage capacity, especially in small temperature ranges, storage can in principle be equipped with phase change materials (PCM)¹. Such approaches are known as hybrid storage in the literature. PCMs with different melting temperatures or ranges can be used for this purpose.

¹Phase change materials (PCM) here are storage materials that perform the solid-liquid phase change and vice versa. I.e., steam storages do not classify as PCM storages.
The underlying research was able to identify three combination variants of the Ruths storage with PCM (Figure 1). These variants can be described as follows:

- **V1** Use of a macro-encapsulated PCM within the Ruths storage,
- **V2** Combination of the Ruths storage with external PCM storage,
- **V3** Ruths storage with external PCM storage and internal heat exchanger.

*Buschle* et al. [4], [5] present different concepts of hybrid storage especially for the concrete industry (PROSPER project). In the given temperature range of 100 to 210 °C, the use of different PCMs (e.g. technical salts, organic PCMs) is possible. Thermal conductivity is mentioned as an important criterion. This parameter is decisive for the provision of the required heat output and for the design of the heat transfer surface. The thermal conductivity is relatively low for many PCMs. For this reason, *Buschle* et al. propose two possible solutions: increasing the heat transfer surface, e.g. through the use of macro-encapsulated PCMs (variant V1, Figure 1) as well as increasing the effective thermal conductivity, e.g. through the integration of layers with high thermal conductivity or the creation of composite materials with PCM. An externally located PCM storage (variant V2, Figure 1) is also considered beneficial.

*Hofmann* et al. [6] (HyStEPs project) presents investigations on the optimisation of hybrid storage systems in which PCM is placed on the outer shell of Ruths storage (variant V3, Figure 1). As a conclusion, the authors state that proposed hybrid storage could have lower costs compared to the Ruths storage (under assumptions made). However, the process requirements (charging and discharging times) have a strong influence on the possible cost savings through the use of hybrid storage compared to Ruths storage. In relation to the investment costs (storage only), there was a reduction of around 20% compared to the reference design without PCM storage.

*Niknam* et al. [7] have attempted to provide a comprehensive evaluation of the technical and economic aspects of hybrid thermal energy storage for industrial applications. The PCM in the reference system (variant V3) is located on the shell of the steam storage. The use of PCMs is very effective in extending the discharge time. The investment costs of a system with this hybrid storage were 5% less expensive than a conventional steam storage. This solution reduces the steam production costs (investment and operating costs) [7] of industrial systems.

Each of the above variants of hybrid storage (V1 to V3) has certain advantages and disadvantages. These are summarized in Table 1. The use of PCM creates limitations in the delivery of heating output, which are due to low thermal conductivity.
Table 1. Comparison of different approaches of hybrid storages for the supply of process steam

<table>
<thead>
<tr>
<th>Variant</th>
<th>Ruths storage</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advantages</td>
<td>high discharge capacity, fast availability for operation</td>
<td>low space requirement</td>
<td>spatial separation between PCM and Ruths storage, thus high degree of freedom in design</td>
<td>low space requirement</td>
</tr>
<tr>
<td>Disadvantages</td>
<td>high space requirement, high pressures</td>
<td>displacement of hot water</td>
<td>high space requirement</td>
<td>sluggish behavior or reduced operational readiness, additional or higher costs due to further tanks, heat exchanger, PCM</td>
</tr>
</tbody>
</table>

2. MODELING AND BOUNDARY CONDITIONS

2.1. System

In this paper, a hybrid storage system is investigated on the basis of variant V2. The Ruths storage unit with the externally arranged PCM storage unit supplies a sterilization process from the food industry as an example. The simulations are realised with the software EBSILON®Professional [8]. A high-temperature heat pump with a relatively low supply temperature of 140 °C serves as the steam generator. The heat pump operates with the low-GWP refrigerant R1336mzz(Z). A system without a storage tank (designation: R-WP) and a system with a Ruths storage tank (designation: R-RS) are defined as references.

The use of a heat pump-storage system allows the avoidance of pollutant emissions. This applies in particular if power is supplied from renewable energy sources (e.g. photovoltaics). Furthermore, the return flow of a district heating network or industrial waste heat can be considered as a heat source.

2.2. Boundary conditions and reference systems

A batch sterilization process from the food industry is used as a heat sink. For example, in the process should be handled cans of tomato soup. According to assumptions, 4000 doses fit into the autoclave with a chamber volume of 2.2 m³. The autoclave with a starting temperature of 20 °C is supplied with steam for approx. 160 minutes (theoretical assumption) until the target temperature (mean temperature) of around 121 °C is reached. The temperature must be maintained for a period of 10 to 20 minutes to kill all microorganisms (Figure 2) [9]. The EBSILON component 165 is used to model the autoclave. Selected data for the simulation are summarized in Table 2.

Figure 2. Exemplary temperature curve of a batch sterilization process (modified according to [9])

Figure 3 shows the schematic representation of the reference systems with and without Ruths storage. The investigations on the heat pump are not the subject of this paper, so that the heat supply is only taken into account with marginal values (component 1). Steam is supplied at a delivery temperature of 140 °C and a pressure of 3.6 bar. The Ruths storage tank (component 160) with a storage volume of 25 m³ is used to store thermal energy. The reference data shows Table 2.

Figure 3. Reference models (EBSILON-modeling), a) use of heat pump, b) use of a heat pump and a Ruths storage tank
Table 2. Reference model, selected parameters

<table>
<thead>
<tr>
<th>System section</th>
<th>Heat pump</th>
<th>Ruths storage</th>
<th>Autoclave</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component (EBSILON)</td>
<td>1</td>
<td>160</td>
<td>165</td>
</tr>
<tr>
<td>Supply temperature (°C)</td>
<td>140</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Heat transfer fluid</td>
<td>-</td>
<td>steam</td>
<td>-</td>
</tr>
<tr>
<td>Storage medium</td>
<td>-</td>
<td>water/steam</td>
<td>tin cans with tomato soup</td>
</tr>
<tr>
<td>Storage volume (m³)</td>
<td>-</td>
<td>25</td>
<td>2.2</td>
</tr>
<tr>
<td>Storage mass (kg)</td>
<td>1253 (construction)</td>
<td>1868 (filled tin cans)</td>
<td></td>
</tr>
<tr>
<td>Total storage mass (kg)</td>
<td>23946</td>
<td>3759</td>
<td></td>
</tr>
<tr>
<td>Insulation thickness (m)</td>
<td>-</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Thermal conductivity of insulation (W/mK)</td>
<td>-</td>
<td>0.04</td>
<td></td>
</tr>
</tbody>
</table>

2.3. Hybrid storage system

The model with the hybrid storage is shown in Figure 4a). A parameter study (Figure 4 b)) was carried out for dimensioning the system R-PCM with the software EBSILON®Professional. Possible combinations of PCM storage mass and Ruths storage volume, which fulfil the target criteria according to section 2.2, are marked in blue. For further examinations, interpretation according to Table 3 (Figure 4 b), Point L) applies.

![Figure 4](image)

**Figure 4:** a) Hybrid storage system R-PCM (EBSILON model), b) Results of the parameter study for the dimensioning of the hybrid storage (EBSILON simulation)

The PCM storage is modeled with the component 166. Initially, a fictitious PCM is used as the PCM. The material data were derived from the PCM RT80HC [8] data available in the EBSILON®Professional and adjusted for the melting point of 130 °C. The fictitious PCM has a density of 1500 kg/m³, a specific heat storage capacity of 1.9156 kJ/(kg K) at 25 °C as well as a thermal conductivity of 0.6 W/(m K). The data for the calculation of the specific heat capacity over temperature are considered in the form of a characteristic curve (Figure 5 a)). According to the assumptions, the PCM is located in a container in which there are several pipes through which steam flows. In the model, it is initially not useful to reproduce the entire PCM storage. Instead, a part of the pipe ($l = 1$ m, $d = 0.009$ m) with surrounding PCM ($D = 0.047$ m, $m_{PCM} = 3.196$ kg) is modelled as a representative volume element (Figure 5b)). Consequently, scaling of the mass flow is required.

![Figure 5](image)

**Figure 5.** a) Specific heat capacity of the fictive PCM over temperature, b) Schematic illustration of the representative volume element of the PCM storage
By using the PCM storage with a PCM mass of around 3500 kg, the volume of the Ruths storage can be reduced\(^2\) from 25 m\(^3\) to 16 m\(^3\). The selected parameters for the model with the hybrid storage (variant R-PCM) are summarised in Table 3.

<table>
<thead>
<tr>
<th>System section</th>
<th>Ruths storage</th>
<th>PCM storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component (EBSILON)</td>
<td>160</td>
<td>166</td>
</tr>
<tr>
<td>Heat transfer medium</td>
<td>steam</td>
<td>steam</td>
</tr>
<tr>
<td>Storage medium</td>
<td>water/steam</td>
<td>imaginary PCM based on RT80HC</td>
</tr>
<tr>
<td>Storage volume (m(^3))</td>
<td>16</td>
<td>-</td>
</tr>
<tr>
<td>Fluid mass in the storage (kg)</td>
<td>13814 (water/steam)</td>
<td>3500 (PCM)</td>
</tr>
<tr>
<td>Total storage mass (kg)</td>
<td>14745</td>
<td>4444</td>
</tr>
</tbody>
</table>

3. RESULTS

First of all, the heating process of the autoclave is of interest. In order to better illustrate a difference to steam production with a storage tank, the initial state (model according to variant R-WP without storage tank) is to be simulated. The investigation provides a variation of the steam mass flow from 0.010 to 1.000 kg/s. The course of the average autoclave temperature over time for different loading mass flows is shown in Figure 6. According to the assumptions in section 2.2, the heating process should take approx. 160 minutes to achieve an even temperature distribution in the autoclave. At maximum heat pump steam mass flow of 1.000 kg/s, the target temperature of 121 °C is reached in about 34 minutes. Steam mass flows below 0.050 kg/s are not sufficient to reach the target temperature in the specified time. At a steam mass flow of 0.075 kg/s, the target temperature is reached in 148 minutes. Thus, this mass flow is initially considered as the reference value.

![Figure 6. Curves of the average autoclave temperature for different steam mass flows during the sterilization process (variant R-WP)](image)

During preliminary investigations, it was determined that the Ruths storage tank should have a volume of 25 m\(^3\) and a liquid level of approx. 98% in order to be able to supply the process. The Ruths storage (starting temperature of 139 °C, steam discharge mass flow of 0.078 kg/s) enabled the process to reach the sterilisation temperature of 121 °C in 160 minutes (Figure 7). The liquid level has decreased by 4.7% in the process. In addition, Figure 7 shows the temperature inside the autoclave (\(T_{\text{Autoklav,100}}\)). The temperature rises sharply from the 55th to the 72th minute to the temperature of around 131 °C. Then the temperature in the autoclave follows the steam temperature from the Ruths storage tank.

\(^2\) Data based on current parameter study.
The simulation results for the hybrid storage system are shown in Figure 8. The autoclave reaches the target temperature of 121 °C in 159 minutes. The liquid level in the Ruth storage tank drops by 5.87%. It is noticeable that the average temperature in the Ruths storage tank remains relatively high at the end of the charging process at approx. 127 °C. Lower temperatures can probably be achieved through further optimization of the operation.

Figure 8. Temperature and level curve during discharging of the hybrid storage system and sterilisation process (variant R-PCM)

Figure 9 shows the loading time for the Ruths storage system (R-RS variant) and the hybrid storage system (R-PCM). The assumption is that the heat pump can only deliver a limited mass flow of steam of 0.070 kg/s. With the system according to variant R-RS (Figure 3 b)) the Ruths storage tank is heated from 121 °C to 139 °C in around 185 minutes. The liquid level increases by 4.85% (variant R-RS) or 26.58% (variant R-PCM). In the R-PCM variant (Figure 4a)), the phase change of the PCM as well as the relatively low thermal conductivity impairs the loading process. The loading time here is around 572 minutes (significantly longer than R-RS variant). The PCM temperature remains up to 2.4 K below the average temperature of the Ruths storage because of the heat exchanger.

Figure 9. Curve of temperatures and liquid level during storage loading for variant R-RS and variant R-PCM

4. DISCUSSION

For the current investigations, the heating process of the autoclave as well as the considerations regarding the storage systems were of interest. When combining a high-temperature heat pump with renewable energies (e.g. photovoltaics), pollutant
emissions can be avoided, e.g. compared to natural gas firing. The disadvantages arise from the fact that the power supplied is often fluctuating (e. o. weather dependent). In order to improve the flexibility of operation and to decouple steam generation from steam consumption, the use of thermal energy storage systems is an obvious and effective solution.

In this paper, two systems with steam storages (variant R-RS and R-PCM) for supplying a batch process from the food industry were presented. The unloading mass flow of steam (in each case Ruths storage) remained constant at 0.700 kg/s. By using a PCM storage to expand the storage capacity in the small temperature range (125 to 135 °C), it was possible to reduce the required volume of the Ruths storage in the R-PCM variant by 36% compared to the R-RS variant. In the present case, the hot water was circulated between the Ruths and PCM storages. Compared to the use of steam, this has the advantage that the connecting pipes between the storages can be smaller. During storage discharge, the liquid level in the Ruths storage tank dropped by 4.70% (variant R-RS) or by 5.87% in the hybrid storage tank (variant R-PCM). It should be noted that the Ruths storage was cooled to around 122 °C for variant R-RS and to around 127 °C for variant R-PCM. Further operation optimization could reduce the value for the filling level even further and improve the use of the storage tank.

As expected, a decisive disadvantage occurs when loading the hybrid storage system. While a single Ruths storage (variant R-RS) requires approx. 185 minutes for a complete loading (from 121 °C to 139 °C), the loading of the hybrid storage unit requires approx. 572 minutes if the boundary conditions remain the same. In the process, the liquid level of the Ruths storage tank (variant R-PCM) increases by about 26.58%. In order to increase the rate of storage loading, further operational optimization or modifications to the storage design are required (e. g. use of ribs or additional particles for better heat transfer). Table 4 shows the advantages and disadvantages of variant R-PCM compared with variant R-RS.

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduction of Ruths storage volume</td>
<td>More complicated operating strategy</td>
</tr>
<tr>
<td>Variable PCM storage shape possible</td>
<td>Electrical load for circulation pump</td>
</tr>
<tr>
<td>Deeper discharge of Ruths storage</td>
<td>Complicated design</td>
</tr>
<tr>
<td></td>
<td>Significantly longer charging time</td>
</tr>
</tbody>
</table>

5. CONCLUSION

It is possible to produce the steam by using a high-temperature heat pump and store it for further purposes. Ruths storage tanks and hybrid storage systems (combination of Ruths and PCM storage) are suitable for steam storage. Such heat pump-storage systems can be used in various industries, such as the food industry.

In this paper, the heating process with a heat pump storage system in a sterilization process from the food industry was investigated. The EBSILON®Professional was used for modeling and simulation. This software is suitable in principle for the analysis of hybrid storage systems. Due to the internal software settings, it does not make sense to model the entire PCM storage. In the present investigations, a representative volume element consisting of pipeline as well as surrounding PCM was modeled and the results were subsequently scaled.

Due to the fact that the heat pumps can currently supply only relatively low steam temperatures, the usable temperature difference on the side of the Ruths storage tank and thus its storage capacity is limited. An additional PCM storage expands the storage capacity in this small temperature range and allows to take a larger amount of steam out of the Ruths storage. One disadvantage of the Ruths storage is that as discharge progresses, the storage tank temperature sinks. Next, the data from a real PCM will be used in the simulation. The disadvantages are to be minimised by optimising the operation as well as the design of the PCM storages. The authors work on this on this topic in sub-project 10 of the joint project KETEC Research Platform for Refrigeration and Energy Technology [3]. Further optimizations of the steam supply are planned here.
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ABSTRACT
Seasonal thermal energy storage (STES) allows storing heat for long-term and thus promotes the shifting of waste heat resources from summer to winter to decarbonize the district heating (DH) systems. Large-scale STES for urban regions is lacking due to the relatively high initial investment and extensive land use. To close the gap, this study assesses the potentials of using two naturally available structures for STES, namely valley and ground pit sites. Based on geographical information system (GIS) methods, the available locations are searched from digital elevation model and selected considering several criteria from land uses and construction difficulties. The costs of dams to impound the reservoir and the yielded storage capacities are then quantified to guide the choice of suitable sites. The assessment is conducted for the Northern China where DH systems and significant seasonal differences of energy demand exist. In total, 2,273 valley sites and 75 ground pit sites are finally identified with the energy storage capacity of 15.2 billion GJ, which is much larger than the existing DH demand. The results also prove that 682 valley sites can be achieved with a dam cost lower than 20 CNY/m³.

Keywords: Seasonal thermal energy storage, Geographical information system, District heating, water reservoir

1. INTRODUCTION
In 2021, the energy consumption of the Chinese building accounts to 21% in the whole country, equaling to 22% of the entire society’s carbon emission [1]. Within the building sector, around 19% of the energy is used for the space heating demand in Northern China during winter [2,3], making it an important factor in the plans towards carbon neutrality. The seasonal thermal energy storage (STES) technology can coordinate the temporal differences between the heating and electricity sectors in an efficient and cost-effective manner [4]. By storing and shifting excess energy in the form of hot water over a long term, the STES reduces the fossil fuels needed by the DH and improves the utilization of renewable energy. Besides, great potentials of industrial surplus heat are found in Northern China [5]. A major obstacle in utilizing such resources is the unmatching of excess heat in summer and DH demand in winter, which can also be solved by STES. Thereby, the STES can facilitate the decarbonization of energy sectors using the existing grid and facilities.

STES is mostly utilized in a small community with water storage capacity between 1,000 m² to 50,000 m² to increase renewable energy integrations [6]. However, such configuration is far less than the seasonal demand differences presented in large cities, whose heated floor area are normally over millions of m². A major reason for the lack of large-scale STES is the limitations in available sites. Considerations from geo-hydrological conditions, climate, and construction works are needed [7]. Besides, the huge investment for constructing large-scale STES also slows down the application. It is concluded that the cost of STES still needs to be reduced by half in order to be economically competitive on the heating market [6].

Recently, most studies on the improvement of STES are placed on the artificial one that is completely built from scratch [8]. Indeed, there are naturally available terrain structures such as ground pits or valleys that can be reformed into large hot water reservoirs for STES. Compared with manually built STES, a great amount of construction works can be saved. Besides, natural structures save the extensive land uses, which is a critical issue for manually excavated sites in urban regions. Similar idea of using natural structures have been developed in hydrology and power systems but is still missing for STES.

With the aim of identifying available locations and storage capacities of prospective STES, a GIS-based methodology is developed in this study, including site searching from digital elevation model (DEM) and selection procedures for integration into DH systems. The geometries and construction difficulties for STES based on two natural geo-structures, namely valley and ground pit, are analyzed. The assessment is applied for the Northern China where DH systems and significant seasonal differences of energy demand exist.
2. METHODOLOGY

2.1. Valley sites

A typical example of a valley site that is transformed into a water reservoir is shown in Figure 1. Through the construction of a dam along the virtual river network, the valley is closed, which is capable of impounding a certain amount of water. The entire land that holds all possible flowing water is called the watershed. The impounded area becomes the potential water reservoir, whose size is largely depending on the height of the dam.

![Figure 1. Typical examples of valley (left) and ground pit (right) sites.](image)

The main input data is DEM, which represents the topographic surface of the Earth. 1 arc-second data from the shuttle radar topography mission with the resolution of approximately 30 m is used. The searching procedures for potential valley, see Figure 2, are based on the hydrology toolset in ArcGIS Pro. The drainage line is a channel where surface water naturally flows and is regarded as the valley line, generated by the flow accumulation and flow direction tools. Then, the pour points are created along the drainage lines with an interval of 10 m in altitude. These points are the locations where water flows out of the basin, which are also potential sites for the dams to impound water.

![Figure 2. Flowchart for searching valley sites.](image)

The design static water pressure for DH systems is commonly smaller than 1.5 MPa (equaling to around 150 m water head), considering the safety of pipes and valves. In this study, the average ground altitudes of all urban regions in Northern China are analyzed based on DEM data. The pour points with relative elevations of smaller than 30 m are selected as potential sites to build dams and STES units, based on pressure safety and pumping energy cost concerns. For each potential dam site, a watershed is created by the hydrology toolbox and the shape of the reservoir is generated by selecting rasters within the watershed that have lower altitude than the water surface. With the help of 3D Analyst tool, the area and volume of the potential reservoir are calculated.

A simplified structure of a concrete dam is considered in this study, as shown in Figure 3. The dam height is designed as 60 m considering the practical issues with constructions. The crest width is designed as 10 m to accommodate a road. The base width is set the same as the dam height, which is a common practice for concrete dam. The dam construction cost calculated
with the empirical functions from investigations of 80 large dams in Australia [9], as shown in Equation (1). The original cost data is in Australian Dollar and is converted to Chinese Yuan (CNY) considering an average exchange rate of 4.6.

\[
Cost = \frac{4.6 \times 0.0039 \times 10^6 \times \text{height}^{1.5681} \times \text{length}^{0.6148}}{V_{\text{water}}}
\]  

(1)

- **Figure 3.** Simplified structure of a concrete dam.

### 2.2. Ground pit sites

Ground pits can be created by natural causes and human activities. Utilizing these pits for STES would save the construction cost while having little impact on the environment and landscape. A typical example of a desolated surface mining pit (latitude 40.06, longitude 118.54) with an average depth of 10 m below ground is shown in Figure 1. To locate ground pits, the lidar package developed by Qiusheng Wu [10] is applied. Based on level-set method, it is capable of delineating the nested hierarchy of surface depressions (pits) in DEMs and can be performed with Python or ArcGIS software. Similar as the searching procedures for valley sites, a minimum surface area of 10,000 m² and a maximum volume of 50 million m³ are set. As the ground pits STES are designed to be connected with DH systems, limitations of elevations to nearby urban region is also effective.

### 2.3. Site selection

The identified preliminary valley sites are selected using several levels of criteria (see Table 1) to find the feasible ones for STES. To prevent redundant reservoirs that might even intersect with each other, a searching radius of 2 km is set. Within this area, the reservoir with the largest depth and its corresponding site is selected, to ensure a low thermal loss and lowest possible construction cost. The searching criterion assumes that the distance between two distinctive drainage lines (valleys) is generally larger than 2 km. Thereby, for every valley, one site is selected.

To avoid the negative impact on the environment, the reservoir cannot be built in natural reservations designated by the Ministry of Ecology and Environment. Built-up areas, roads, and railways, derived from the most recent data (2022) in OpenStreetMap, indicate intensive land uses and are not suitable for STES.

For valley site reservoirs, the construction of dam makes up a significant part in the overall project cost. The dam with construction cost higher than 150 CNY/m³ is also excluded. This threshold refers to the currently lowest cost for artificially building a pit STES from scratch.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Valley</th>
</tr>
</thead>
<tbody>
<tr>
<td>Searching radius for redundant sites</td>
<td>2 km</td>
</tr>
<tr>
<td>Infeasible areas</td>
<td>Natural reservations</td>
</tr>
<tr>
<td></td>
<td>Built-up area</td>
</tr>
<tr>
<td></td>
<td>Roads and railways</td>
</tr>
<tr>
<td>Dam cost</td>
<td>≤ 150 CNY/m³</td>
</tr>
<tr>
<td>Pipeline through mountains</td>
<td>Elevation changes along the route ≤ 50 m</td>
</tr>
<tr>
<td>Distance to urban regions</td>
<td>≤ 20 km</td>
</tr>
</tbody>
</table>

Table 1. Selection criteria for valley sites.
The STES cannot be built on the hilltop due to the issues with large elevation and water pressures. Nevertheless, even with a small elevation, the STES located in the valley surrounded by mountains is still not an attractive option because the pipeline to the urban region goes through mountains, which requires huge investment and construction works. This study uses an alternative method to determine if the STES site is within the mountains. For every reservoir site, the nearest urban region is found and connected with a straight line. Then, several observation points with the interval of 200 m are created along the line. The altitude of these points is compared with the altitude of the reservoir. If the relative elevation changes are smaller than 50 m, it can be assumed that there are no obvious obstacles along the route and the reservoir is selected.

This study uses the location of the municipal building as the representation of the urban center. The STES sites located within 20 km from the urban center are selected because the current DH networks can be easily expanded to reach that distance. According to experience from Chinese DH networks and long-distance transportation projects, a longer distance would require specially designed pipeline and systems.

For the finally selected reservoirs, the energy storage capacity is calculated using a temperature difference of 75 °C to maximize the storage benefit with a certain water volume. To achieve that, the return water temperature shall be reduced to around 20 °C.

3. RESULTS

3.1. Characteristics of valley sites

Using the GIS-based searching methodology, a total of 402,363 preliminary valley sites are identified in Northern China. After several steps of selection procedures, 2,273 sites that can be developed into STES units are included in the final set, as shown in Table 2. These potential sites would not interrupt the land use status and are located within 20 km from nearby urban regions. The geographical distributions of the final valley sites are presented in Figure 4, based on the map provided by ESRI ArcGIS.

<table>
<thead>
<tr>
<th>Procedures</th>
<th>No. of sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: GIS-based searching</td>
<td>402363</td>
</tr>
<tr>
<td>Step 2: Remove redundant points</td>
<td>155634</td>
</tr>
<tr>
<td>Step 3: Area and volume requirement</td>
<td>85788</td>
</tr>
<tr>
<td>Step 4: Exclusion of reservations, built-up area</td>
<td>46801</td>
</tr>
<tr>
<td>Step 5: Dam size and construction cost</td>
<td>29815</td>
</tr>
<tr>
<td>Step 6: Pipeline through mountains</td>
<td>6095</td>
</tr>
<tr>
<td>Step 7: Distance to urban region ≤ 20 km</td>
<td>2273</td>
</tr>
</tbody>
</table>

Figure 4. Selected valley sites in Northern China, classified by the reservoir size and distance to the nearest urban region. Due to their specific geo-structures, the valley sites are gathered around major mountains in Northern China. It is seen that a large number of valley sites are distributed in the middle, around Qinling Mountains and Taihang Mountains. Although the
Northwestern part of China is famous for having huge mountains, only limited numbers of potential sites are found. The main reason is that there are few cities in this area while the searched sites are located far from urban regions. In contrary, the Eastern part of Northern China, including Henan, Shandong and Hebei provinces, have dense populations and numerous cities. The available STES sites in this region are also rare due to flat terrain features.

A general description of the main characteristics of selected sites is provided in Figure 5. The reservoirs have an average water storage capacity of around 21 million m$^3$, which is much larger than the currently common storage unit used in small communities. By transforming these reservoirs into STES units, a total water volume of 47.8 billion m$^3$ is achieved, with the energy storage capacity of 15.1 billion GJ. This aggregated value is already larger than the total DH demand of Northern China (around 5.4 billion GJ). The distribution of volumes also reveals that more than half of the potential sites have water capacity larger than 10 million m$^3$, while only 152 reservoirs are smaller than 5 million m$^3$.

The average cost of the dams is 29.3 CNY/m$^3$. According to the previous estimation about large-scale STES [11], the costs for geotechnical works, excavation and cover are the three most important parts in the project investment. Since the STES sites investigated in this study are built from natural structures that save excavation costs, the overall expenditure of the proposed STES is still attractive compared to the current practices of STES that usually cost more than 200 CNY/m$^3$.

The design dam height of 60 m defines the maximum depth of the reservoir, while the average depth, also known as the characteristic length, is 24.5 m. Considering an average water surface area of around 870,000 m$^2$, the impounded reservoir has a flat and shallow shape. Such shape brings new challenges such as the thermal loss and temperature stratification issues during practical operation. In order to maintain a good thermal storage performance, more research works from bottom-level design and optimization aspects are needed.

To further highlight the most promising sites within the selected data set, the ones with the least dam cost and shortest distance to urban regions are summarized in Table 3. It can be seen that there are still 57 sites located within 5 km radius with dam costs lower than 20 CNY/m$^3$. By slightly increasing the tolerance of distance to 10 km, 125 more sites are found.

3.2. Characteristics of ground pit sites

Compared to valley sites, less ground pit sites are identified by the GIS-based searching procedure. The main reason is that pit sites are more demanding for terrain structures that shall naturally impound a certain area of water. In contrary, the valley sites rely on the constructions of dams to create reservoirs. Due to the same reason with structures, the dams and associated costs are not analyzed for pit sites. After several steps of selections, as shown in Table 4, only 75 sites remained as potential STES units. The geographically distributions of these sites are presented in Figure 6.
Table 4. Searching procedures and the numbers of selected ground pit sites.

<table>
<thead>
<tr>
<th>Procedures</th>
<th>No. of sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: GIS-based searching</td>
<td>64030</td>
</tr>
<tr>
<td>Step 2: Area and volume requirement</td>
<td>59465</td>
</tr>
<tr>
<td>Step 3: Exclusion of reservations, built-up area</td>
<td>44948</td>
</tr>
<tr>
<td>Step 4: Sink size, shape</td>
<td>25106</td>
</tr>
<tr>
<td>Step 5: Elevation requirement</td>
<td>11043</td>
</tr>
<tr>
<td>Step 6: Pipeline through mountains</td>
<td>3156</td>
</tr>
<tr>
<td>Step 7: Distance to urban region ≤ 20 km</td>
<td>75</td>
</tr>
</tbody>
</table>

Figure 6. Selected ground pit sites in Northern China, classified by the reservoir size and distance to the nearest urban region. The main characteristics of the selected pit sites are generally described in Figure 7. In total, the water storage volume of all 75 sites is 0.166 billion m³, corresponding to an energy storage capacity of 52.4 million GJ. The average volume is 2.2 million m³, which is also significantly smaller than the valley sites. As is shown in Figure 7, 46 pit sites have volumes smaller than 1 million m³. From the perspective of practical construction, the STES based on pit sites are more easily achieved compared to those larger reservoirs impounded in valleys.

Figure 7. Distributions of storage volume, depth, distance to urban regions, and water surface area in the selected ground pit sites.

<table>
<thead>
<tr>
<th>Volume (m³)</th>
<th>&lt; 1 M</th>
<th>1~5 M</th>
<th>5~10 M</th>
<th>&gt; 10 M</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>46</td>
<td>20</td>
<td>6</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Depth (m)</th>
<th>5~10</th>
<th>10~15</th>
<th>15~20</th>
<th>&gt; 20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>31</td>
<td>23</td>
<td>9</td>
<td>12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Distance to urban (km)</th>
<th>&lt; 5</th>
<th>5~10</th>
<th>10~15</th>
<th>15~20</th>
<th>&gt; 20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7</td>
<td>14</td>
<td>28</td>
<td>26</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Area (ha)</th>
<th>&lt; 5</th>
<th>5~10</th>
<th>10~15</th>
<th>15~20</th>
<th>&gt; 20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>33</td>
<td>17</td>
<td>11</td>
<td>3</td>
<td>11</td>
</tr>
</tbody>
</table>
The average depth of the pit sites is 14.2 m, which is close to the current practices of manually built pit STES. The deepest pit is found in an open coal mine near Qian’an city, whose depth is around 70 m. As for the water surface area, an average value of 11 ha (110,000 m²) is found. Considering these parameters, the shape of pit-based reservoir is less shallow than the valley-based reservoir.

4. DISCUSSION

The huge seasonal differences of DH demand in Northern China and extensive waste heat resources call for effective and economic energy storage solutions that can be applied in urban regions. From the scope of top-level planning, the findings of this study have identified the potentials of large-scale STES. However, to effectively put the idea into reality, more research works from bottom-level implementation stage are needed. The identified valley and pit reservoirs have shallow shapes that would create huge thermal losses to the environment. As the cost of insulation is an important factor in the overall project cost, economic solutions from material and structural design perspectives are needed. Besides, innovative measures such as diffusers and vertical partitions are also required to preserve the hot water for a seasonal period.

As for the utilization of STES, the reservoirs are prioritized for using in urban regions, so a distance limit of 20 km is set. This design is based on the availability of existing DH networks. However, there are flexible ways of connections between the heat source, STES, and the urban DH demand. A longer pipeline can be built to transport the waste heat into urban regions, as demonstrated by several projects in China [12,13]. This increases the freedom of choices for STES sites but requires more detailed evaluations on the project costs. Moreover, the STES can also be integrated with waste heat sources to improve the overall energy efficiency of industrial regions. Considering various application scenarios of STES, the combined planning of large-scale STES with energy supply and demand locations is an interesting topic to facilitate the co-decarbonization of multiple sectors.

5. CONCLUSION

This study identifies the locations and potentials of large-scale STES developed from two natural structures including the valley and ground pit, using a GIS-based searching methodology in Northern China. The most promising sites are selected considering various criteria from dam construction, land reservation, and reservoir sizes.

With the dam height of 60 m and elevations smaller than 30 m, 2,273 valley sites and 75 pit sites are finally identified, which in total has the energy storage capacity of 15.2 billion GJ. The reservoirs built from valley sites contribute most of the yielded capacity and have generally larger sizes than the pit reservoirs. The typical characteristics of identified sites including dam size, reservoir size, and average depth are analyzed. 682 valley sites are found to be achieved with a dam cost lower than 20 CNY/m³. Based on the average depth and water surface area, the reservoirs are depicted as shallow shapes.
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ABSTRACT

Thermal energy storage systems contribute, among other things, to increasing the security of supply in the district heating system and to improving the efficiency of the district heating system (e.g., making the generators more flexible, storing waste heat, better hydraulic operation). Pressure vessels, so-called slim hot water storage tanks (storage type b2) are suitable for this purpose. The above mentioned advantages require efficient storage operation (low internal and external storage losses). This paper deals with the minimization of internal losses by improving the thermal stratification behavior. Thermal stratification with a thermocline between hot and cold zone as narrow as possible is an indicator of low mixing processes during loading. Minimizing these mixing processes during loading takes a key role in minimizing internal storage losses. Lohse and Brähmer investigated loading with conventional radial diffuser in slim hot water storage tanks with numerical flow simulation. The work identifies adverse flow effects due to the slim tank shape, such as a wall jet. This wall jet stimulates mixing processes and thus increases the internal storage losses. To overcome this flow problem, Findeisen et al. proposes swirl loading. The investigations of Oestreich et al. showed the flow behavior in the diffuser and in the storage, the effects on the thermal stratification as well as the advantageousness. This paper aims to provide a more detailed description of the flow processes. This knowledge is essential to better understanding the causes and effects of swirl loading and the structure of thermal stratification. Modeling and simulation of the diffuser and storage, respectively, are performed using Ansys CFX. Large eddy simulation (LES) is applied to resolve turbulent structures. This paper presents for the first time the vortex structures in the diffuser with internal elements for swirl generation. The storage flow exhibits similar behavior to known density flows (e.g., head and nose formation, instabilities in the free shear layers), which was previously unknown. High Peclet numbers (high advection currents) in the storage model lead to numerical instability of the simulation and therefore require increased discretization efforts.

Keywords: thermal energy storage, charging, radial diffuser, swirl, large eddy simulation

1. INTRODUCTION

The use of thermal energy storage enables, among other things, the flexibilisation of the generation fleet, the increase of supply security as well as the increase of system efficiency through e.g. waste heat utilisation. In district heating, these functions are performed by slim hot water storage tanks (storage type b2 in [1]). An example is shown in Figure 1. The pressure vessels have a so-called dished bottom according to DIN EN 28011 [2]. The operating range is at temperatures up to 200 °C and pressures up to 20 bar. Large system volumes can be achieved by setting up a storage cascade (series connection). The schematic structure is shown in Figure 2 a). The storage system is connected via the flow and return, e.g. with the district heating network. Efficient storage operation requires low internal and external losses. This article pursues the reduction of mixing effects during loading and an improvement of thermal stratification. A narrow transition layer between cold and warm zone is an indicator for good thermal stratification. Radial diffusers are typically used to achieve the lowest possible mixing effect during loading (Figure 2 b)). These realise a radial velocity reduction and a relatively uniform radial inflow into the storage (cf. Figure 2 c)). Investigations for radial diffusers in hot water storage tanks (compact design) show their suitability in principle [3]. However, the situation in slim storage tanks with dished heads is fundamentally different. Due to the slim shape of the storage tank, there is only little space available for the radial diffuser (limited by the storage tank diameter of 4 m). As the diffuser radius decreases, the radial velocity decay also decreases. This leads to higher inlet velocities of the loading fluid into the storage. Investigations by Lohse [4] and Brähmer [5] with Ansys CFX show the formation of adverse flow effects such as a radial wall jet (high momentum, reflection at the storage wall, cf. Figure 2 c)).
This penetrates the storage at high speed and stimulates strong mixing effects. This is contrary to the above-mentioned goals. In order to overcome this flow problem, Findeisen et al. [6] propose swirl loading. The radial diffuser is equipped with curved internal elements, see Figure 2 d). These generate a swirling flow. The loading fluid enters the storage in rotation, see Figure 2 e). This reduces the momentum of the wall jet. Recent investigations by Oestreich et al. [7] prove the advantages (e. g. reduction of internal storage losses) compared to loading with an available radial diffuser (cf. Figure 2 b)) and identify hitherto unnoticed flow effects in the guiding channel and in the storage. So far, there is no information available on the flow effects of swirl loading, especially the behaviour of turbulent structures. This is where the present article comes in. This article presents the results of numerical flow simulations. By using the Large Eddy Simulation (LES), essential turbulent structures and flow effects during swirl loading in the guiding channel and in the slim storage with dished bottom are identified and the current state of knowledge is expanded.

Figure 1. Slim hot water storage tanks, four times nine storage tanks in series, Chemnitz (Germany) district heating supply, operator eins/inetz

Figure 2. a) schematic diagram of a storage cascade with essential internals, b) schematic diagram of the radial diffuser without internals, c) simplified operating principle of radial loading, d) schematic diagram of the radial diffuser with internal elements, e) simplified diagram of the operating principle of loading with swirl

2. METHODOLOGY

Ansys CFX [8] is used to simulate the flow and heat transfer. The modelling includes a diffuser model as a 360° model with one of the connecting pipe (Figure 3 a)), with a single pipe (Figure 3 a), detailed view) and a storage model as a segment model (Figure 3 b)). Table 1 summarises the quantities for geometry and operation. The number of blades \( z \) indicates the number of internal elements. The swirl angle \( \beta \) includes the angle between the flow and the circle normal at the internal element. The storage model in Figure 3 b) corresponds to \( h_{\text{St}}/3 \) with a spatial extension in the \( Z \)-direction of 2.8°. The rotational symmetry is exploited. The investigations in [7] prove the advantageousness of this approach. The storage has a dished bottom according to DIN EN 28011 [2] with the radius \( r_1 \) and \( r_2 \).

The modelling of the diffuser outlet or the fictitious outlet plane from the storage as an opening enables the consideration of recirculation (backflow into the diffuser or storage). The simulation is transient. Ideal boundary conditions are assumed. I.e. at the beginning of the loading the fluid is at rest (\( U = 0 \text{ m s}^{-1} \)) with homogeneous temperature distribution (\( T_{\text{St}} \)). The loading takes place at constant temperature and with constant mass flow. In the storage simulation, the velocity components are specified for a swirl angle of 50° at the inlet (cf. Figure 3 b)). The heat transfer at the walls is not considered (adiabatic
For the temperature and pressure-dependent material data for water, the IAPWS-IF 97 [9] implemented in Ansys is used. The turbulence modelling is carried out with LES (WALE) [10]. This approach offers a good resolution of the flow variables near the wall and in the free shear flows. In addition, LES enables the resolution of large turbulent structures, while small-scale effects are modelled via filter functions [11]. The correct setup of a LES simulation makes high demands on the spatial, temporal and numerical discretisation. Several recommendations exist for this [12]. The turbulent integral length scale according to Eq. (1) is used to estimate the size of the computational grid or the element size. The model constant $C_\mu$ is 0.09 [13]. For the calculation, a simulation of the diffuser and storage model with the $k$-$\omega$-SST model [13] is first necessary in order to obtain the turbulent dissipation rate $\epsilon$ and turbulent kinetic energy $k$. Another important criterion for estimating the convergence behaviour is the Courant number Eq. (2) [14]. This index relates the velocity and the time step size to the grid spacing in the main flow direction. For $Cr < 0.3$ holds [13].

The so-called Q-criterion [15] according to Eq. (4) is used for the visualisation of vortex structures. It includes the vorticity $\Omega$ and the shear rate $S$. The model constant $C_Q$ is 0.25 [13]. This definition is implemented in Ansys CFX-Post by default.

![Figure 3](image)

**Figure 3.** a) Diffuser model with boundary conditions and geometry sizes as well as detailed view of a representative guiding channel with computational grid, b) storage model with boundary conditions and geometry sizes

| Table 1. Geometrical sizes of the storage and the radial diffuser and operating parameters |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Quantity       | Value           | Quantity       | Value           | Quantity       | Value           |
| $h_{St}$       | 10.00 m         | $r_{CP}$       | 0.16 m          | $T_{St}$       | 50.0 °C         |
| $r_{St}$       | 2.00 m          | $h_{D}$        | 0.10 m          | $T_{Char}$     | 125.0 °C        |
| $r_1$          | 4.00 m          | $r_D$          | 0.50 m          | $\bar{\rho}_{Char}$ | 94.0 kg s⁻¹ |
| $r_2$          | 0.40 m          | $\beta$       | 50.00°          | $z$            | 32.00           |
| $h_{CP}$       | 1.00 m          |                |                 |                |                 |

$$ l = \frac{C_\mu}{\epsilon}^{3/2} \left( \frac{k}{\epsilon} \right)^{3/2} $$  \hspace{1cm} (1)

$$ Cr = \frac{U \cdot \Delta t}{X} $$  \hspace{1cm} (2)

$$ Pe = \frac{U \cdot X}{\alpha_W} $$  \hspace{1cm} (3)

$$ Q = C_Q \cdot (\Omega^2 - S^2) $$  \hspace{1cm} (4)

### 3. RESULTS

#### 3.1. Discretisation

The simulation of the diffuser and storage model with the $k$-$\omega$-SST model yields the turbulent integral length scale according to Eq. (1). The result is shown in Figure 4 a) for a guiding channel (compare with Figure 3 a) guiding channel).
This shows the element size of the computational grid. This enables the derivation of the element size of the computational grid according to the principle as small as possible and as large as necessary, taking into account the available computational resources. The maximum cell size in the guiding channel is set to 2 mm. This also enables the solution of small-scale effects. The boundary layer meshing is done with 21 prism layers and a growth factor of 1.3. This results in a cell number of approx. 500,000. The recommendation $Cr < 0.3$ is observed. This means that the simulation runs with only a few iteration steps, which reduces the overall computing time. The simulation of the guiding channel assumes isothermal conditions. Therefore, the Peclet number is not relevant. The central difference method is used [13]. The simulation duration is 6 s. After that, the flow course in the guiding channel no longer changes. The simulation of the storage model yields relatively large turbulent structures up to 10 cm (cf. Figure 4 b) red areas). The wall boundary layer is relatively finely interconnected with 18 prism layers. The number of cells in the circumferential direction is 12, which is relatively high but necessary due to the tangential flow. Both turbulent and laminar regimes are present in the storage. The position of the turbulent structures changes constantly over the loading duration (250 s), therefore the storage space is completely interconnected with a maximum cell size of 5 mm. The computational grid comprises 4 million cells. The time step size is relatively small at $10^{-4}$ s, but allows for low Courant numbers. At the beginning of loading, the temperature in the storage tank is relatively low ($T_{St}$) compared to the loading temperature ($T_{Char}$). Therefore, high advection currents occur. Because $Pe \gg 2$, the simulation is numerically unstable. The flow variables oscillate or take on non-physical values. This is a major drawback of the central difference method. Adjusting the computational grid with smaller cell spacing to achieve second-order accuracy. In addition, the computing time is acceptable and the physical limits are observed.

The change from laminar to turbulent behaviour is triggered by the flow reversal at the upper diffuser plate. This is typical for low Courant numbers. At the beginning of loading, the temperature in the storage tank is relatively low ($T_{St}$) compared to the loading temperature ($T_{Char}$). Therefore, high advection currents occur. Because $Pe \gg 2$, the simulation is numerically unstable. The flow variables oscillate or take on non-physical values. This is a major drawback of the central difference method. Adjusting the computational grid with smaller cell spacing to achieve second-order accuracy. In addition, the computing time is acceptable and the physical limits are observed.

### 3.2. Flow effects in the radial diffuser with internal elements

The flow in the radial diffuser with internal elements is shown in Figure 5. The colouring of the turbulent structures with $Q = 400 \text{ s}^{-1}$ is relatively coarse and therefore gives a good overview of the situation in the diffuser and the guiding channels. The change from laminar to turbulent behaviour is triggered by the flow reversal at the upper diffuser plate. This is typical and known for LES simulations [16]. For this reason, the connecting pipe is not shown (no turbulent structures visible). Furthermore, this behaviour also explains the blue colouring in the middle of the diffuser (stagnation point and flow reversal). The detailed view of the guiding channel shows fluctuating velocities in the guiding channels, e.g., in Figure 5, bottom right. This is due to the statistical distribution of the flow variables (LES character) [16]. The distribution of the vortex structures shows a complex, turbulent behaviour. The vortex strands are connected similar to a screw structure. For a differentiated observation and evaluation of the flow effects, the meshing and simulation of a single guiding channel is carried out (Figure 4 a)). The result is shown in Figure 6. The fluid flows from the inlet into the guiding channel. The effect of a centrifugal force causes the flow to be applied to the internal element. A centrifugal instability, the so-called Görter vortex [17-19], forms in the boundary layer. The fluid near the wall is slowed down due to the wall adhesion condition. Faster fluid flows in from the outer boundary layer. Pressure gradients lead to balancing processes and roll up the Görter vortex, G in Figure 6. A cross vortex forms inside the guiding channel due to the effect of a centrifugal force. This rotates across the cross-section of the guiding channel (cf. Q in Figure 6). The cross vortex runs on larger energy cascades than the Görter vortex (higher kinetic energy of the main flow compared to the boundary layer flow). Approximately in the middle of the diffuser radius ($r_d/2$), the cross vortex entrains the Görter vortex. The Görter vortex bursts and merges with the cross vortex. The cross vortex flows out of the guiding channel along the main flow direction. Due to the difference in velocity between the right and left side (Figure 4 a)), a pressure gradient forms along the main flow direction. This leads to recirculation and a radial longitudinal vortex (cf. L in Figure 6). The flow effects occur simultaneously and influence each other. This leads to
the formation of so-called screw structures. These are marked with HP in Figure 6.

Figure 5. Flow effects in the radial diffuser with internal elements visualised with the $Q$-criterion ($400 \, \text{s}^{-2}$) and coloured according to the magnitude of the velocity (isometric view), detailed view top right: flow at the upper diffuser plate, bottom right: guiding channel with outflow.

Figure 6. Flow effects in a representative guiding channel visualised with the $Q$-criterion ($Q = 1400 \, \text{s}^{-2}$) and coloured according to the magnitude of the velocity, significant flow effects are marked with G... Görtler vortex, Q... cross vortex, L...longitudinal vortex, HP... Helical Pairing.

3.3. Flow effects in the slim tank with dished bottom

Figure 7 shows the flow in the storage. The storage fluid is introduced into the storage. Due to the density differences, the buoyancy forces act. As a result, the flow attaches itself to the ceiling of the storage. Due to the swirling flow, a red area forms over the diffuser height near the diffuser outlet (cf. Figure 7 a)). This is not the case with conventional radial diffusers. Vortices roll up at the layer boundary due to shear forces. The radial velocity component causes the flow to advance at the storage ceiling. There, a higher head is formed compared to the leading nose. This behaviour is known from density flows in cold water storages [20]. Here, the head-nose formation occurs in reverse (horizontally mirrored) to the density flow in flat-bottom tanks. The occurrence of the lobe-air structure cannot be clearly demonstrated. This is probably due to the high velocity of the wall jet, which closes the gap quickly. Shorter evaluation intervals in the simulation are necessary so that the proof can be successful. After 6 s, Kelvin-Helmholtz vortices are formed in the free shear layers (cf. Figure 7 b)). The resolution of these instabilities confirms the high quality of the computational grid. In the wake of the flow, further vortices...
detach. The radial velocity component ensures a deep penetration of the flow into the storage space. In Figure 7 c), the flow comes to a standstill along the storage wall due to the buoyancy force. Then no vertically deeper penetration is possible. The loading fluid is deflected horizontally. Due to the temperature difference, it experiences a vertical acceleration. Then the flow penetrates into the centre of the storage. This process is associated with strong mixing effects. The intensity is shown in Figure 7 c), because in some cases heavier or colder areas lie above lighter, warmer areas. Wave movements are the result. With increasing operating variables (volume flow, temperature), the mixing effects or wave movements increase. At the end of this phase, the mixing area extends to the connection pipe (cf. Figure 7 d)). There, the reflection takes place again, combined with mixing effects. After 150 s an S-shaped transition layer is formed (cf. with Figure 7 e)). This is typical for swirl loading. When the rotation of the storage mass no longer has any influence, the transition layer flattens out into a straight line. More vortices form at the lower end of the boundary layer.

Figure 7. Flow effects during swirl loading in the slim hot water tank with dished bottom at different times with significant flow effects

4. CONCLUSION AND OUTLOOK

Slim hot water storage tanks with dished heads play a key role in increasing the efficiency of district heating networks. This requires high storage efficiency. This requires a narrow transition layer with low internal losses during loading. Oestreich et al [7] showed that swirl loading can make a significant contribution. So far, the detailed description of the flow effects of swirl loading in the radial diffuser with internal elements and in the storage remains unclear. This paper closes this gap. The investigations are carried out with numerical flow simulation (CFD). Ansys CFX is used. A 360° diffuser model, a single guiding channel and a segment model of the storage are modelled and simulated. Turbulence modelling with LES
(WALE) resolves the vortex structures. Recommendations for the turbulent integral length scale, Courant and Peclet numbers are used for correct modelling. Observation of the diffuser model shows helically connected vortex structures. The simulation of a single guiding channel resolves the Görtler vortex as well as longitudinal and transverse vortices. Furthermore, the flow of a vortex can be reproduced from rolling up to bursting and transformation into a larger vortex. Due to the simultaneous character of the vortex effects, screw structures appear. These findings confirm the known flow effects from [7] and significantly expand the understanding. The discretisation of the storage model leads to numerical instability due to high Peclet numbers. The central difference method is not suitable in this case. Instead, the high resolution method is used. This problem could not be found in previous work [7] due to different turbulence modelling. For the first time, the simulation of the storage model shows in detail the flow effects in the development of thermal stratification during swirl loading. The flow behaves similar to a density flow with head and nose formation. Kelvin-Helmholtz vortices occur in the free shear layers. Future work will investigate the occurrence of a lapp-air structure. In addition, the transferability of the present findings to other operating and geometric sizes is being sought in order to be able to derive design recommendations for swirl loading.

ACKNOWLEDGEMENT

The underlying collaborative project is funded by the Federal Ministry of Education and Research (BMBF) under the number 03SF0623A/B/C on the basis of a resolution of the German Bundestag. Project management is carried out by the Project Management Organisation Jülich (PJ). The responsibility for the content of this publication lies with the authors.

The authors gratefully acknowledge the GWK support for funding this project by providing computing time through the Center for Information Services and HPC (ZIH) at TU Dresden.

REFERENCES


**LIST OF SYMBOLS**

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Unit</th>
<th>Shortcut</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>$C_Q$</td>
<td>-</td>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>Constant</td>
<td>$C_\mu$</td>
<td>-</td>
<td>Char</td>
<td>Charging</td>
</tr>
<tr>
<td>Coordinate</td>
<td>$X,Y,Z$</td>
<td>m</td>
<td>CP</td>
<td>Connecting pipe</td>
</tr>
<tr>
<td>Courant number</td>
<td>$C_r$</td>
<td>-</td>
<td>D</td>
<td>Diffuser</td>
</tr>
<tr>
<td>Height</td>
<td>$h$</td>
<td>m</td>
<td>G</td>
<td>Görtler vortex</td>
</tr>
<tr>
<td>Mass flow rate</td>
<td>$\dot{m}$</td>
<td>kg s$^{-1}$</td>
<td>IAPWS-IF97</td>
<td>The International Association for the</td>
</tr>
<tr>
<td>Number of internal elements</td>
<td>$z$</td>
<td>-</td>
<td>L</td>
<td>Properties of Water and Steam - Industrial</td>
</tr>
<tr>
<td>Peclet number</td>
<td>$Pe$</td>
<td>-</td>
<td>TCP</td>
<td>Formulation 1997</td>
</tr>
<tr>
<td>Pressure</td>
<td>$p$</td>
<td>Pa</td>
<td>LES</td>
<td>Large Eddy Simulation</td>
</tr>
<tr>
<td>Q-criterion</td>
<td>$Q$</td>
<td>1 s$^{-2}$</td>
<td>Q</td>
<td>Cross vortex</td>
</tr>
<tr>
<td>Radius</td>
<td>$r$</td>
<td>m</td>
<td>St</td>
<td>Storage</td>
</tr>
<tr>
<td>Shear rate</td>
<td>$S$</td>
<td>1 s$^{-1}$</td>
<td>W</td>
<td>Water</td>
</tr>
<tr>
<td>Swirl angle</td>
<td>$\beta$</td>
<td>°</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>$T$</td>
<td>°C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>$\alpha$</td>
<td>m$^2$ s$^{-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>$t$</td>
<td>s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turbulent dissipation rate</td>
<td>$\varepsilon$</td>
<td>m$^2$ s$^{-2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turbulent kinetic energy</td>
<td>$k$</td>
<td>m$^2$ s$^{-2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turbulent length scale</td>
<td>$l$</td>
<td>m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velocity</td>
<td>$U$</td>
<td>m s$^{-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume</td>
<td>$V$</td>
<td>m$^3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vorticity</td>
<td>$\Omega$</td>
<td>1 s$^{-2}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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ABSTRACT

The district heating and cooling integrated energy system (DHC-IES) is a complex system engineering that realizes multi-energy coupling and meets multiple loads on the demand side. The coordinated and optimal operation of "source-load-storage" needs to be solved urgently. Given the problems of insufficient resource mobilization on the demand side of DHC-IES and the complex operation control of ice storage "peak shifting and valley filling", this paper takes a certain DHC-IES with ice storage that has been put into operation as the research object. Using the digital drive and mechanism modeling method, the demand side predicts the hourly heat load of user heat exchange station and the hourly cooling load of the user cooling exchange station and then studies the on-demand operation of the secondary return water temperature of the DHC-IES winter user heat exchange station considering the heat load prediction. The example shows that scenario3 refers to the actual operation of the secondary return water temperature as the control target temperature, and the average error value of the secondary return water temperature prediction after considering the hourly heat load variable is 0.08°C. The multi-objective optimization model of the economy, energy consumption, and CO2 emission of the DHC-IES summer energy station ice storage system is established based on the time-of-use electricity price, and the integrated demand response (IDR) of the cooling load of the energy station, the example shows that compared with scenario1 actual operation, scenario3 reduces daily operating costs by 13.5%, energy loss rate by 11.7%, and CO2 emissions by 5.7%, while scenario4 reduces daily operating costs by 15.5%, energy loss rate by 9.8%, and CO2 emissions by 3.8%.

Keywords: Ice storage; IDR; winter user heat exchange station; summer energy station;

1. INTRODUCTION

District heating and cooling integrated energy system (DHC-IES) is an energy system that coordinates energy production conversion, transmission and distribution, storage, consumption, and other links through the coupling utilization of multiple energy resources in the region, and under the premise of meeting the demand of cooling/heating loads, maximizes the comprehensive utilization efficiency of district heating and cooling, which has great significance for energy conservation and emission reduction. DHC-IES multi-energy coupling synergy and runtime economy improvement need energy storage to solve[1], ice storage, as a common form of cold storage, can assist power grid companies to "shift peaks and fill valleys", in DHC-IES plays an important role[2]. However, the operation control of ice storage is complex, which can easily cause inefficient equipment operation and waste of energy, and optimal control is the most ideal control strategy for ice storage operation[3-4]. In terms of single-objective optimization control with the economy as the goal, Henze et al.[5] established an optimization mathematical model and constraints for the annual operating cost of the ice storage district cooling system, and analyzed the operation optimization method. Zhang Feng et al.[6] took the minimization of operating costs as the objective function, and applied the operation optimization control strategy of the ice storage air conditioning system based on load forecasting, which could reduce the operating costs by 6.11%. In terms of multi-objective optimal control of the economy and energy consumption, Sun Yue et al.[7] constructed a multi-objective optimal operation control strategy for ice storage systems considering cost and energy consumption, to achieve the optimal comprehensive benefit. Ran Tong[8] analyzed the multi-objective optimization control of the ice storage system of an airport energy station with the lowest operating cost and the lowest energy consumption loss, saving the operating cost and energy consumption loss to varying degrees. In addition, the unified and optimal allocation of supply-side and demand-side resources can improve the performance of the DHC-IES system[9], and the establishment of accurate load forecasting models and the implementation of IDR are hot issues in the research of efficient and low-carbon operation of IES in parks. At present, the resource mobilization of the DHC-IES demand side is insufficient, and the management resources of the demand side are rarely used to improve the economic benefits of the system in the operation stage[10]. With the development of artificial intelligence, cooling/heating load demand forecasting provides conditions for demand response resources to participate in DHC-IES operations. Without affecting the user experience, IDR improves the comprehensive utilization efficiency of DHC-IES and mobilizes demand-side management resources[11], which is a key technology to encourage the collaborative optimization of IES source-load-storage in the park[12]. At present, IDR's research in DHC-IES operation optimization focuses on electricity and heat demand response, Dong Dou[13] proposes a day-ahead optimization operation model considering peak and valley heat price and demand response, which
2. OVERVIEW OF DHC-IES WITH ICE STORAGE

2.1 Project Overview

The demand side of DHC-IES with ice storage provides heating for residential buildings in winter and commercial, office, and hotel buildings in summer, with 5 user heat exchange stations and 12 user cooling exchange stations; On the energy supply side, one energy station is operated, and the municipal electricity and municipal heat network are used to provide cool and heat sources for the user stations, realizing the coupling of "heat-electricity-cool". The energy station is equipped with energy conversion and storage equipment, and the winter heat supply converts the 130/70°C high-temperature hot water of the municipal heat network into 120/60°C hot water through the plate heat exchanger in the energy station to ensure the user's all-day heat load demand of the heat exchange station; Summer cooling adopts an external ice melting ice storage system connected in series upstream of the base load host in the energy station.

2.2 Main equipment modeling

Ignoring the pipeline transmission loss, this study mainly focuses on the "source-load-storage" modeling of energy conversion equipment, energy storage equipment, and load characteristics of user stations in energy stations.

2.2.1 Energy conversion equipment model

(1) Refrigeration host: mainly includes base load host and dual-condition host, and the equipment model is shown in Equation (1).

\[ Q_{sl}(i) = \text{COP}_s \times P_{sl}(i) \]  (1)

In the formula, \( Q_{sl}(i) \) is the cooling capacity output of the refrigeration host in i period, kW; \( \text{COP}_s \) is the energy efficiency ratio of the refrigeration host; \( P_{sl}(i) \) is input the electrical power of the refrigeration host in i period, kW.

(2) Cooling tower: a device that uses a motor to drive a fan to dissipate the waste heat of the ice storage system, and the approximate mathematical model is shown in Equation (2).

\[ t_{c}(i) = P_{sl}(i) + Q_{sl}(i) \]  (2)

In the formula, \( t_{c}(i) \) is the load-bearing load of the cooling tower in i period, kW.

(3) the plate heat(cool) exchanger: Using the phenomenon of heat transfer, heat is transferred from high (low) temperature fluid to low (high) temperature fluid to realize energy transfer and exchange, and the equipment model is shown in Equation (3).

\[ Q_{sl}(i) = P_{sl}(i)\eta_{sl} \quad Q_{hl}(i) = P_{hl}(i)\eta_{hl} \]  (3)

In the formula, \( Q_{sl}(i) \) is the output power of the plate cool exchanger in i period, kW; \( P_{sl}(i) \) is the input power of the plate cool exchanger in i period, kW; \( \eta_{sl} \) is the operating efficiency of the plate cool exchanger, \( \eta_{hl} \) is the input power of the plate cool exchanger in i period, kW; \( \eta_{hl} \) is the input power of the plate heat exchanger in i period, kW; \( \eta_{hl} \) is the operating efficiency of the plate heat exchanger.

2.2.2 Energy storage device model

The energy storage equipment in the energy station is an external ice-melting ice storage tank, and the equation of the hourly cold storage capacity \(^{[10]} \) is shown in Equation (4).

\[ B_{ic} = Q_{ic}(i) \times \sum_{k=1}^{4} PLR_{ik} \times \eta \]  (4)

In the formula, \( B_{ic} \) is the dual-condition host's hourly ice storage during ice storage, kW; \( Q_{ic}(i) \) is dual-condition host rated cooling capacity, kW; \( PLR_{ik} \) is the k-deck dual-condition host produces the hourly load rate under ice; \( \eta \) is the dual-condition host conversion rate from cool to ice, with a value of 0.94.

2.2.3 User station load characteristic model
(1) The cooling load characteristics of the user cooling exchange station are shown in Equation (5).
\[
(Q_o(i) + Q_{co}(i))(1 - \lambda_{c}^{loss})(1 - \eta_{ul}^{(i)}) = \sum_{k=1}^{5} Q_{load}^{i}(i)
\] (5)

In the formula, \(Q_o(i)\) is the cooling capacity output of the ice storage tank in i period, \(RTh\) or \(kW\); \(\lambda_{c}^{loss}\) is the rate of loss of cooling energy; \(\eta_{ul}^{(i)}\) is the loss efficiency of the user's cooling station to the cooling energy; \(Q_{load}^{i}(i)\) is the cooling load demand of a user's cooling station in i period, \(RTh\) or \(kW\).

(2) The heat load characteristics of the user heat exchange station are shown in Equation (6).
\[
Q_{hu}(i)(1 - \lambda_{h}^{loss})(1 - \eta_{ul}^{(i)}) = \sum_{k=1}^{5} Q_{load}^{i}(i)
\] (6)

In the formula, \(\lambda_{h}^{loss}\) is the thermal energy loss efficiency rate of the user heat exchange station; \(Q_{load}^{i}(i)\) is the heat load demand of a user's heat exchange station in i period, \(kW\).

2.3 Energy station cooling energy consumption model

The energy consumption of the cooling operation of the energy station mainly occurs on the cooling side of the ice storage system, including the power consumption of the refrigeration host, cooling tower, and water pump, and the energy consumption of other equipment can be ignored.

2.3.1 Refrigeration host power consumption model

The relationship between cop and PLR of the refrigeration host is shown in Equation (7).
\[
PLR(k) = \frac{Q_o(i)x(k)}{Q_o(k)} \quad COP(k) = a_1 + a_2 \times PLR(k) + a_3 \times PLR(k)^2
\] (7)

The power consumption model of the refrigeration host is shown in Equation (8).
\[
W_{c}(i) = \sum_{k=1}^{n} Q_o(i)x(k) COP(k) \quad W_{c} = \sum_{i=1}^{24} W_{c}(i)
\] (8)

In the formula, \(PLR(k)\) is the load rate of the k-th refrigeration host; \(x(k)\) is the of the cooling load of the k-th refrigeration host to the total cooling load; \(Q_o(k)\) is the rated power of the k-th refrigeration host, \(kW\); \(COP(k)\) is the energy efficiency ratio of the k-th refrigeration host; \(a_1, a_2, a_3\) is the COP and PLR fitting coefficient of the refrigeration host; \(W_{c}(i)\) is platform refrigeration hosts power consumption in i period, \(kWh\); \(m\) is the number of refrigeration hosts; \(W_{c}\) is the total daily power consumption of the refrigeration host, \(kWh\).

2.3.2 Cooling tower power consumption model

Combined with practical engineering experience, the power consumption formula of the cooling tower is shown in Equation (9).
\[
W_{c}(i) = A \times t_{c}(i) \quad W_{c} = \sum_{i=1}^{24} W_{c}(i)
\] (9)

In the formula, \(W_{c}(i)\) is cooling towers consume electricity in i period, \(kWh\); \(A\) is the fitting coefficient is 0.014 in combination with the actual fit of this project; \(t_{c}(i)\) is the load-bearing load of the cooling tower, \(kW\); \(W_{c}\) is the total daily power consumption of the cooling tower, \(kWh\).

2.3.3 Pump power consumption model

The power consumption of the water pump is the power consumption of the primary side pump, including the cooling water pump, ethylene glycol pump, and chilled water pump, and the power consumption model of the water pump is shown in Equation (10).
\[
W_{p_{c}} = B \times P_{1} + C \times P_{2}T_{2} + D \times P_{3}T_{3}
\] (10)

In the formula, \(W_{p_{c}}\) is the total daily power consumption of the primary side pump, \(kWh\); \(P_{1}\) is rated power for cooling water pumps, \(kW\); \(P_{2}\) is the rated power of the ethylene glycol pump, \(kW\); \(P_{3}\) is the rated power for chilled water pumps, \(kW\); \(B, C, D\) is the fitting coefficient between the running power and the rated power of the pump; \(T_{1}, T_{2}, T_{3}\) is the working time of the cooling water pump, ethylene glycol pump, and chilled water pump throughout the day.

3. TEMPERATURE OPERATION STRATEGY OF WINTER USER HEAT EXCHANGE STATION CONSIDERING HEAT LOAD

The winter heating operation of DHC-IES with ice storage is that the control unit of the user heat exchange station supplies heating to residential buildings, and the operation strategy of the user heat exchange station mainly adopts the temperature operation with the secondary return water temperature as the control goal. Aiming at the problem of insufficient
resource mobilization on the demand side of DHC-IES winter heat supply, the control unit of Li xin Yi yuan user heat exchange station at the end of the winter heating system is selected as an example. Firstly, the hourly heat load of the user heat exchange station on the demand side is predicted based on BP, GA-BP, and GS-SVR models. Secondly, the hourly heat load prediction value is used as the characteristic variable of secondary return water temperature prediction, and the four prediction feature sets of secondary return water temperature are divided according to the actual operation. Finally, GRNN neural network was used to analyze the influence of hourly heat load variables on the temperature prediction of secondary return water, and the temperature operation strategy of the winter user heat exchange station was guided.

### 3.1 Example of hourly heat load prediction of user heat exchange station

Firstly, the original sample data of the Li Xin Yi yuan user heat exchange station from November 15, 2020, to March 15, 2021, with a total interval of 1 hour for 121 days, were collected for data preprocessing. Secondly, the influencing variables of hourly heat load prediction were preliminarily screened as meteorological factors and historical heat load, through correlation analysis, eight influencing variables were selected as input variables of the t-hour cooling load prediction, there is the outdoor temperature at time t (prediction), the outdoor temperature at time t+1 (prediction), the outdoor temperature at time t-2 (prediction), relative humidity at time t (prediction), heat load at time t of the previous day ~ four days before the previous day. Finally, 2808 sets of hourly data will be collected to divide the dataset, of which 2112 sets of data are the training set and 696 sets of data are the test verification set, the prediction error results of the Li Xin Yi yuan user heat exchange station from February 15, 2021, to March 15, 2021, of three heat load prediction models based on BP, GA-BP, and GS-SVR are shown in Table 1. The average relative error of the predicted hourly heat load based on the GS-SVR model is 3.04%, which can meet the requirements of DHC-IES winter heating operation according to engineering experience.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Build model parameters</th>
<th>Maximum relative error</th>
<th>Minimum relative error</th>
<th>Average relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>The learning rate of the 8-6-1BP neural network model is 0.015, and the error target value is 0.0000001.</td>
<td>43%</td>
<td>0.06%</td>
<td>7.22%</td>
</tr>
<tr>
<td>GA-BP</td>
<td>The 8-6-1GA-BP neural network model has 54 weights, 7 thresholds, 61 coding lengths, 50 population sizes, 0.8 Cross, 0.2 Mutation, 18 iterations, and 0.026 training accuracy.</td>
<td>36.6%</td>
<td>0.03%</td>
<td>6.86%</td>
</tr>
<tr>
<td>GS-SVR</td>
<td>The input and output variables are the same as above, when the time step is 0.5, the penalty parameter C is 0.7 and the kernel function variance g is 5.6.</td>
<td>25.8%</td>
<td>0.01%</td>
<td>3.04%</td>
</tr>
</tbody>
</table>

### 3.2 Prediction example of secondary return water temperature of winter user heat exchange station

Firstly, the outdoor temperature and historical operation data of the Lai sin Yi yuan user heat exchange station from November 15, 2020, to March 15, 2021, with a total interval of 1 hour for 121 days, were collected as sample data for data preprocessing. Secondly, Outdoor temperature and historical operating data have a certain influence on the secondary return water temperature, through correlation analysis, the outdoor temperature at t time (T outdoor), the outdoor temperature at t+1 time (T+1 outdoor), the outdoor temperature at t+2 time (T+2 outdoor), the outdoor temperature at t+3 time (T+3 outdoor), the primary supply water temperature at t time (T1 supply), primary return water temperature at t time (T1 return), primary flow at t time (F1 supply), the secondary supply water temperature at t time (T2 supply), secondary flow at t time (F2 supply), hourly heat load (G demand), 10 characteristic variables are the characteristic variables predicted by the secondary return water temperature (T2 return). Then, to simulate the heating system’s operation and explore the influence of hourly heat load characteristic variables on the secondary return water temperature, the 10 characteristic variables selected were divided into four feature sets, as shown in Table 2. Set1 is the 10 characteristic variables containing G demand, Set2 is the 9 characteristic variables except for G demand, Set3 refers to the actual operation with the secondary return water temperature as the control target temperature, including characteristic variables such as G demand, and Set4 strips the G demand from Set3. Finally, according to the four prediction feature sets, the collected 2904 sets of hourly data of the Lai Sun Yi yuan user heat exchange station are divided into data sets, of which 2208 sets of data are substituted as the training set and 696 sets of data are substituted into the GRNN neural network model training as the test verification set, and obtain the prediction error results of secondary return water temperature from February 15, 2021, to March 15, 2021, as shown in Table 3. Based on the characteristic set Set3, the average error value of the secondary return water temperature prediction is 0.08°C, and the operation management personnel can manage the temperature operation of the user's heat exchange station.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Enter the feature variables</th>
<th>Number</th>
<th>output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set1</td>
<td>T1 supply, T1 return, F1 supply, T2 supply, F2 supply, T outdoor, T+1 outdoor, T+2 outdoor, T+3 outdoor, G demand</td>
<td>10</td>
<td>T2 return</td>
</tr>
<tr>
<td>Set2</td>
<td>T1 supply, T1 return, F1 supply, T2 supply, F2 supply, T outdoor, T+1 outdoor, T+2 outdoor, T+3 outdoor, G demand</td>
<td>9</td>
<td>T2 return</td>
</tr>
<tr>
<td>Set3</td>
<td>T1 supply, F1 supply, T2 supply, T outdoor, T+1 outdoor, T+2 outdoor, T+3 outdoor, G demand</td>
<td>8</td>
<td>T2 return</td>
</tr>
<tr>
<td>Set4</td>
<td>T1 supply, F1 supply, T2 supply, T outdoor, T+1 outdoor, T+2 outdoor, T+3 outdoor, G demand</td>
<td>7</td>
<td>T2 return</td>
</tr>
</tbody>
</table>
4. OPTIMIZATION OF SUMMER ENERGY STATION OPERATION CONSIDERING ICE STORAGE AND COOLING LOAD

DHC-IES with ice storage summer cooling is mainly the operation optimization of the ice storage system of the energy station, and the multi-objective optimization control is the key to the cooling operation control of the ice storage system of the energy station. The ice storage system of the energy station adopts a dual-condition host store ice and the base load host cooling as shown in Figure 1, or dual-condition host store ice and ice storage tank cooling as shown in Figure 2. When the electricity price is cheap at night, turn on the dual-condition host to store ice, and the base load host cooling to meet the cooling load demand at night. When the nighttime load is low and the PLR of base load host cooling is low, the nighttime cooling load demand can be provided by ice storage tank cooling.

At present, DHC-IES only provides cooling for hotel buildings at night, and the load demand is relatively small, such as the use of base load host cooling resulting in the low PLR, the use of ice storage tank cooling will increase the duration and amount of ice storage at night. Therefore, it is necessary to optimize the nighttime ice storage duration and cooling mode of the energy station. Firstly, the hourly cooling load of the user cooling exchange station on the demand side is predicted based on BP, GA-BP, and GS-SVR models. Secondly, based on the time-of-use electricity price and the hourly cooling load demand of the energy station integrated demand response (the hourly cooling load demand of the energy station is equal to the sum of the predicted hourly cooling load of the user cooling exchange station operating at the same time). Finally, the NSGAII algorithm is used to optimize and solve the ice storage duration and cooling operation strategy of the ice storage system of the energy station is optimized in different scenarios at night with the goal are the lowest daily operating cost, the smallest energy loss rate, and the lowest CO₂ emissions.

### Table 3 Prediction error of secondary return water temperature in four feature sets

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Average relative error</th>
<th>Average error value (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set1</td>
<td>0.16%</td>
<td>0.06°C</td>
</tr>
<tr>
<td>Set2</td>
<td>0.19%</td>
<td>0.07°C</td>
</tr>
<tr>
<td>Set3</td>
<td>0.20%</td>
<td>0.08°C</td>
</tr>
<tr>
<td>Set4</td>
<td>0.29%</td>
<td>0.12°C</td>
</tr>
</tbody>
</table>

#### 4.1 Multi-objective optimization of summer energy station cooling

##### 4.1.1 Multi-objective function model for cooling operation

Taking 24 hours as the cooling operation cycle, the multi-objective function model of the ice storage system of the summer energy station is constructed with the lowest daily operating cost, the lowest energy loss rate, and the lowest CO₂ emission as the multi-objective:

1) Daily running cost model:  
\[ f_1 = \min \cot = \sum_{i=1}^{24} \left( W_{g}(i) + W_{b}(i) + W_{p_r}(i) \right) \times e(i) \]  

In the formula, \( \cot \) is total daily running costs, million yuan/day; \( W_{g}(i) \) is the refrigeration host consumes electricity in i period, kWh; \( W_{b}(i) \) is cooling towers consume electricity in i period, kWh; \( W_{p_r}(i) \) is the total daily power consumption of the primary side pump in i period, kWh; \( e(i) \) is the price of electricity in i period, Yuan/kWh.

2) Energy loss rate model:  
\[ f_2 = \min \text{per} = \frac{W_{g}}{W_{exe}} = \frac{\sum_{i=1}^{24} (1-\eta)[W_{g}(i) + W_{b}(i) + W_{p_r}(i)]}{W_{g} + W_{b} + W_{p_r}} \]  

In the formula, \( \text{per} \) is the dual-condition host's energy loss rate during nighttime ice making, %; \( W_{exe} \) is the total daily power consumption of the ice storage system; \( W_{g} \) is dual-condition host energy loss during nighttime ice making; \( T \) is the length of time to store ice for the night; \( \eta \) is the conversion rate of the cool energy into ice under the ice condition of the main mechanism of the double working condition is 0.94.
(3) Daily CO₂ emission model: 
\[ f_i = \min \text{emission} = \sum_{i=1}^{24} \left[ \left( W_i(i) + W_{eq}(i) + W_{pr}(i) \right) \times E_{co2} \right] \] (13)

In the formula, emission is the daily CO₂ emissions, \( g \); \( E_{co2} \) is CO₂ equivalent coefficient per unit of electricity consumption in i period, 604 g/kWh.

4.1.2 Constraints for cooling operation

(1) The total amount of ice storage at night is not greater than the maximum capacity of the ice storage tank; The daytime ice melting and cooling capacity of the ice storage tank in the cooling cycle is less than or equal to the total amount of ice storage at night, and to ensure the utilization efficiency of the ice storage tank, it should be greater than or equal to 95% of the total ice storage at night \([10]\).

\[ S = \sum_{i=1}^{n} B_i \leq M \]

\[ S_i = \sum_{i=1}^{n} Q_{ice}^i \;
0.95S \leq S_i \leq S \] (14)

In the formula, \( S \) is the total amount of ice stored at night, \( RTh \); \( B \) is dual-condition host's ice storage per hour, \( RTh \); \( M \) is for the maximum capacity of the ice storage tank, \( RTh \); \( n \) is ice storage time for the night, \( h \); \( S_i \) is the amount of ice melted during the day in the cooling cycle, \( RTh \); \( T \) is cooling time for melting ice during the day, \( h \); \( Q_{ice}^i \) is the amount of ice melt cooling supply of the ice storage tank, \( RTh \).

(2) The sum of the main engine cooling (base load host and dual-condition host) and ice storage tank should meet the cooling load demand of the energy station.

\[ Q_{eq}^i(i) + Q_{ice}^i(i) = \sum_{h=1}^{I} Q_{hl}^{load}(i) = Q_{hl}^{load}(i) \] (15)

In the formula, \( Q_{eq}^i(i) \) is the sum of the cooling capacity of the refrigeration host (base load host and dual-condition host) in i period, \( RTh \); \( Q_{hl}^{load}(i) \) is the cooling load demand of a user's cooling station, \( RTh \); \( I \) is the number of user cooling exchange station in i period; \( Q_{hl}^{load}(i) \) is energy station cooling load demand, \( RTh \).

4.2 Example of hourly cooling load prediction of user cooling exchange station

The Longhu Tianjie user cooling exchange station that supplies cooling for commercial buildings was selected as an example for hourly load forecasting. Firstly, the original sample data of the Longhu Tianjie user cooling exchange station from May 10, 2021, to September 14, 2021, with a total interval of 128 days at 13:00, were collected for data preprocessing. Secondly, the influencing variables of hourly cooling load prediction were preliminarily screened as meteorological factors and historical cooling load, through correlation analysis, ten influencing variables were selected as input variables of the t-hour cooling load prediction. There is the outdoor temperature at time \( t \) (prediction), the outdoor temperature at time \( t-1 \) (prediction), the outdoor temperature at time \( t-2 \) (prediction), the relative humidity at time \( t \) (prediction), the relative humidity at time \( t-1 \) (prediction), the relative humidity at time \( t-2 \) (prediction), cooling load at time \( t \) of the previous day – four days before the previous day. Finally, 124 sets of hourly data at 13:00 will be collected to divide the dataset, of which 90 sets of data are the training set and 34 sets of data are the test verification set. The prediction error results of the Longhu Tianjie user cooling exchange station at 13:00 from June 21, 2021, to July 10, 2021, of three heat load prediction models based on BP, GA-BP, and GS-SVR are shown in Table 4. The average relative error of the predicted hourly cooling load based on the GA-BP model is 4.7%, which can meet the requirements of DHC-IES summer cooling operation according to engineering experience.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Build model parameters</th>
<th>Maximum relative error</th>
<th>Minimum relative error</th>
<th>Average relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>The learning rate of the 10-4-1BP neural network model is 0.015, and the error target value is 0.0000001.</td>
<td>14.6%</td>
<td>0.6%</td>
<td>5.54%</td>
</tr>
<tr>
<td>GA-BP</td>
<td>The 10-4-1GA-BP neural network model has 44 weights, 5 thresholds, 49 coding lengths, 50 population sizes, 0.9Crossover, 0.1 Mutation, 12 iterations, and 0.00873 training accuracy.</td>
<td>9%</td>
<td>0.3%</td>
<td>4.7%</td>
</tr>
<tr>
<td>GS-SVR</td>
<td>The input and output variables are the same as above when the time step is 0.1, the penalty parameter C is 194.01 and the kernel function variance g is 0.0118.</td>
<td>15.8%</td>
<td>0.4%</td>
<td>6.12%</td>
</tr>
</tbody>
</table>

4.3 Multi-objective optimization control example

This study takes the time-of-use electricity price and hourly cooling load prediction simulation values of an energy station in the summer of July 10, 2021, as an example, as shown in Table 5 and Table 6. The actual operation at night adopts scenario1 ice storage for 10 hours (21:00-23:00 in the flat section, 23:00-7:00 in the valley section) ice storage tank cooling, to compare and analyze the impact of different ice storage durations and cooling modes on the multi-objective optimal operation of cooling supply. In this study, different scenarios were designed, such as scenario2 ice storage for 10 hours of base load host cooling (21:00-23:00 in the flat section, 23:00-7:00 in the valley section), scenario3 ice storage for 8 hours of
ice storage tank cooling (23:00-7:00 in the valley section), and scenario 4 ice storage for 8 hours base load host cooling (23:00-7:00 in the valley section). The NSGA-II algorithm was used to solve the Pareto optimal solution set of multi-objective optimization problems in different scenarios, and three target optimal solutions and night ice storage were screened out from the Pareto optimal solution set.

### Table 5 Time-of-use electrovalency for energy station

<table>
<thead>
<tr>
<th>Time</th>
<th>Electrovalency (Yuan/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak segment</td>
<td>10:00-15:00; 18:00-21:00</td>
</tr>
<tr>
<td>Flat segment</td>
<td>7:00-10:00; 15:00-18:00; 21:00-23:00</td>
</tr>
<tr>
<td>Valley segment</td>
<td>23:00-7:00</td>
</tr>
</tbody>
</table>

### Table 6 Hourly cooling load of energy station as of July 10, 2021

<table>
<thead>
<tr>
<th>Time</th>
<th>Cooling load (RTh)</th>
<th>Time</th>
<th>Cooling load (RTh)</th>
<th>Time</th>
<th>Cooling load (RTh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0:00</td>
<td>219</td>
<td>8:00</td>
<td>6093</td>
<td>16:00</td>
<td>4313</td>
</tr>
<tr>
<td>1:00</td>
<td>422</td>
<td>9:00</td>
<td>6378</td>
<td>17:00</td>
<td>3601</td>
</tr>
<tr>
<td>2:00</td>
<td>540</td>
<td>10:00</td>
<td>6110</td>
<td>18:00</td>
<td>540</td>
</tr>
<tr>
<td>3:00</td>
<td>601</td>
<td>11:00</td>
<td>5924</td>
<td>19:00</td>
<td>2683</td>
</tr>
<tr>
<td>4:00</td>
<td>686</td>
<td>12:00</td>
<td>5758</td>
<td>20:00</td>
<td>1782</td>
</tr>
<tr>
<td>5:00</td>
<td>433</td>
<td>13:00</td>
<td>6050</td>
<td>21:00</td>
<td>1123</td>
</tr>
<tr>
<td>6:00</td>
<td>1707</td>
<td>14:00</td>
<td>5965</td>
<td>22:00</td>
<td>596</td>
</tr>
<tr>
<td>7:00</td>
<td>6575</td>
<td>15:00</td>
<td>6104</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The multi-objective optimization control strategy using the NSGA-II algorithm is: During the night, according to the time-of-use electricity price, the dual-condition host started to store ice, and the base load host or ice storage tank cooling; During the day, the ice storage tank cooling and refrigeration host are used to jointly provide cooling load, ice storage tank cooling is used during peak hours of electricity consumption. and the refrigeration host is not opened, such as opening the refrigeration host to turn on the base load host first, followed by the dual-condition host. The refrigeration host should try to ensure that it operates in the energy-efficient stage (night duplex host >0.6, except for the night base load host cooling, the base load host >0.5) to ensure that the ice storage capacity of a cooling cycle is melted according to the operating constraints of 4.2.2. The NSGAII algorithm is used to solve the Pareto optimal solution set of multi-objective optimization problems in four different scenarios of the summer energy station ice storage system, as shown in Figure 3–Figure 6, corresponding to the three target optimal solutions and the amount of ice storage at night, as shown in Table 7. Compared with scenario 1, scenario 2 increases the daily operating cost by 0.5%, the energy loss rate is increased by 1.7%, and the CO₂ emission is increased by 0.8%. Compared with scenario 1, scenario 3 reduces daily operating costs by 13.5%, energy loss rate by 11.7%, and CO₂ emissions by 5.7%, while scenario 4 reduces daily operating costs by 15.5%, energy loss rate by 9.8%, and CO₂ emissions by 3.8%. Therefore, scenario 3 or scenario 4 can be selected for optimal control in the actual operation control.

### Table 7 Three optimal solutions and nighttime ice storage in four scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Pareto solution</th>
<th>Multi-objective optimization</th>
<th>Daily operating cost (million Yuan/tian)</th>
<th>Energy loss rate (%)</th>
<th>CO₂ emission (g)</th>
<th>Amount of ice storage (RTh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>18</td>
<td>Cost Optimal solution</td>
<td>3.650</td>
<td>5.058</td>
<td>5.443×10⁷</td>
<td>71008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Optimal solution</td>
<td>3.737</td>
<td>5.320</td>
<td>5.395×10⁷</td>
<td>67093</td>
</tr>
<tr>
<td></td>
<td></td>
<td>emission Optimal solution</td>
<td>3.737</td>
<td>5.320</td>
<td>5.395×10⁷</td>
<td>67093</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>89</td>
<td>Cost Optimal solution</td>
<td>3.669</td>
<td>5.489</td>
<td>5.456×10⁷</td>
<td>64021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>per Optimal solution</td>
<td>3.724</td>
<td>5.411</td>
<td>5.435×10⁷</td>
<td>62349</td>
</tr>
<tr>
<td></td>
<td></td>
<td>emission Optimal solution</td>
<td>3.724</td>
<td>5.411</td>
<td>5.435×10⁷</td>
<td>62349</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>22</td>
<td>Cost Optimal solution</td>
<td>3.157</td>
<td>4.876</td>
<td>5.119×10⁷</td>
<td>59797</td>
</tr>
<tr>
<td></td>
<td></td>
<td>per Optimal solution</td>
<td>3.253</td>
<td>4.705</td>
<td>5.093×10⁷</td>
<td>56575</td>
</tr>
<tr>
<td></td>
<td></td>
<td>emission Optimal solution</td>
<td>3.241</td>
<td>4.718</td>
<td>5.088×10⁷</td>
<td>56833</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>333</td>
<td>Cost Optimal solution</td>
<td>3.086</td>
<td>5.048</td>
<td>5.190×10⁷</td>
<td>58327</td>
</tr>
<tr>
<td></td>
<td></td>
<td>per Optimal solution</td>
<td>3.296</td>
<td>4.805</td>
<td>5.268×10⁷</td>
<td>52901</td>
</tr>
<tr>
<td></td>
<td></td>
<td>emission Optimal solution</td>
<td>3.086</td>
<td>5.048</td>
<td>5.190×10⁷</td>
<td>58327</td>
</tr>
</tbody>
</table>
5. CONCLUSION

DHC-IES is deeply integrated with information technology, and the supply-side and demand-side linkage response accelerates the process of China's "30·60" carbon peaking and carbon neutrality goals. This paper aims to solve the practical problems of DHC-IES engineering through digital transformation and provide useful guidance for the coordinated and optimal operation of the same type of DHC-IES. The main conclusions are as follows:

(1) the average relative error of hourly heat load prediction of user heat exchange stations based on the GS-SVR model is 3.04%, which can meet the requirements of DHC-IES winter heating operation according to engineering experience. Through the calculation of four predicted feature sets of the secondary return water temperature of the user's heat exchange station, Set3 refers to the actual application with the secondary return water temperature as the control target temperature and the average error value of the secondary return water temperature prediction is 0.08°C, and the operation management personnel can carry out the temperature operation management of the user's heat exchange station.

(2) The average relative error of hourly cooling load prediction of user cooling exchange stations based on GA-BP neural network is 4.7%, which can meet the requirements of DHC-IES summer cooling operation according to engineering experience. Taking the time-of-use electricity price and hourly cooling load of the energy station on July 10, 2021, as examples, the NSGA-II algorithm is used to solve the multi-objective optimization Pareto optimal solution set for four different scenarios. The results showed that compared with scenario1 actual operation, scenario2 increases the daily operating cost by 0.5%, the energy loss rate is increased by 1.7%, and the CO₂ emission is increased by 0.8%. Compared with scenario 1, scenario3 reduces daily operating costs by 13.5%, energy loss rate by 11.7%, and CO₂ emissions by 5.7%, while scenario4 reduces daily operating costs by 15.5%, energy loss rate by 9.8%, and CO₂ emissions by 3.8%. Therefore, scenario3 or scenario4 can be selected for optimal control in the actual operation control.
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ABSTRACT

Heat provision quality and thermal performance of a domestic hot water tank are closely linked to the degree of thermal stratification within stored water. Buoyancy-induced thermal stratification is dominant when a hot water tank is on standby cooling. Numerical approaches yield detailed yet accurate approximation on temperature evolution. However, these solvers estimate the temperature at a concerned location and time with known information of its neighbouring location and preceding time. This inherent nature of implicit iteration posts restrictions to wider applications of these numerical solvers in optimal study (like linear programming problems). This study bridges the gap by developing a semi-analytic method to estimate thermal stratification induced by buoyancy of hot water tanks without iterations. An explicit expression of water temperature as a function of standby time and tank height is analytically derived. By analysing natural convection as heat conduction that propagates from the tank bottom, the intractable nonlinear partial derivative equation (PDE) is decomposed into a linear PDE with convective boundary and an ordinary partial derivative equation, such that they can be easily solved stepwise. The compromised accuracy aroused from such an analogy is effectively compensated by synthetic thermal conductivity which is determined from validated numerical results. Results show the semi-analytic method satisfactorily approximates thermal stratification at different standby cooling durations. The effect of height-to-diameter ratios of tanks on stratification characteristics is numerically investigated and discussed. It is found that a constant synthetic thermal conductivity produces relatively accurate estimation when the geometry of a tank changes. Slight estimation discrepancies are shown at the lower part of the tank which can be further overcome by applying time-varying synthetic thermal conductivity. The developed semi-analytic method can efficiently estimate thermal stratification of hot water tanks in daily and seasonal applications, and its non-iteration feature enables a promising prospect in optimal research.

Keywords: Analytic method, Thermal stratification, Buoyancy, CFD

1. INTRODUCTION

Hot water tanks are one of the most commonly used sensible thermal energy storage technologies in water heating systems across domestic, industrial, and commercial sectors [1]. They serve to conserve heat and meet the heat demands in times of low supply. Hot water tanks can effectively facilitate the accommodation of renewable energy for the decarbonisation of the current heating system [2].

Water temperature is of great significance to performance evaluation for a domestic hot water tank as thermal comfort of users must be prioritised. When the water temperature is lower than the set point due to heat loss, auxiliary heaters (electric heating coil in most cases) must be switched on for temperature elevation. Moreover, lowered water temperature would also give rise to problems like bacteria growth [3]. It is therefore crucial to study the temperature evolution mechanism of hot water tanks. Uneven temperature distribution in a tank is constantly created caused by water circulation (injection and draw-off), and natural convection when the tank is on standby. Compared to warm water, cooled water is denser and tends to move downward driven by buoyancy force. The hot water tank is consequently thermally stratified. Thermal stratification describes the temperature gradient in storage medium, it acts as a barrier to hinder fierce cold-hot water mixing. This phenomenon is desirable when the availability of heat source is limited. For instance, in solar-assisted hot water production systems, freshly prepared hot water from the solar collector is injected to the top for a better stratification. Analysis shows that a well-stratified tank can improve energy efficiency of a heating system by 20% over a non-stratified tank [4]. Stratification can be artificially enhanced by structural specifications like diffusors and baffles, it also can be maintained by careful operations like reduced flow rates.

Thermal stratification modelling enables one to predict temperature conditions of a hot water tank. Circulation-induced stratification caused by fast perturbations like hot water injection is an advection-dominant process. Theoretical and experimental studies have confirmed that an apparent hot front can be well maintained in most flow conditions [5], [6].
Buoyancy-induced thermal stratification is, on the other hand, a slower process where heat conduction and convection play a non-negligible role [7]. When the tank is on standby, water near the tank walls emits heat to the environment because of imperfect insulation. Temperature drop gradually propagates inwards and causes small eddy flows by which the cooled water travels downwards and absorbs heat from the adjacent hot water [8]. Extensive research has been carried out to understand and mathematically describe the process. Fan et al. studied the water flow patterns due to standby cooling and correlated the relationship between flow velocities and temperature gradients [9]. Their follow-up research found out the correlation between heat flows with temperature gradients under various tank geometries [10]. Baeten et al. developed and experimentally validated a one-dimensional model to approximate buoyancy-induced thermal stratification. The idea is to extract water from different layers with a prescribed distribution, to mix it with incoming water and re-enter the tank [11]. The distribution is derived from pre-validated numerical results and formulated with dimensionless numbers. A similar work done by Lago et al. focused on extending the application to other linear programming tools of such a method via smoothing the temperature distribution [12]. Other scholars studied in depth the boundary layers adjacent to side walls of a tank to describe the natural convection [7]. However, most of these numerical approaches are based on finite element method (FEM) in which the temperature at any point needs information of its neighboring points and preceding times. Despite higher accuracy in estimation results, the implicit iteration procedure associated with FEM-based models makes them difficult to incorporate with deterministic optimisers like linear programming. As a result, optimisation studies must idealise hot water tanks as either perfectly stratified or well-mixed. Prominent discrepancies in optimal results may arise if different degrees of stratification are assumed [13]. Non-iterative modelling approaches while keeping adequate accuracy require further investigations.

Analytic methods give exact solutions to the concerned equations governing the physical phenomenon. However, the complex interaction of convection and conduction relating to buoyancy flows makes it challenging to analytically solve the temperature function. In this work, a semi-analytic method is proposed to give an explicit expression of temperatures in the function of tank height and time. The nonlinear convection term is simplified as conduction with convective boundary conditions. Estimation accuracy is compensated by synthetic heat conductivity of water which is determined by validated numerical simulation results. Effects of tank geometry on temperature distribution are discussed and theoretically discussed.

2. METHODOLOGY

2.1. Problem description and its mathematical formulations

The semi-analytic method studies the temperature gradient in one direction, which has been justified to be accurate enough and computational lightweight over multi-dimensional models [14]. The cross sectoral schematic of the physical model of a hot water tank is shown in Fig. 1. Initially the tank is filled with hot water at temperature of $T_r$. Heat loss occurs at the side wall and the bottom wall. Water emits less heat through top walls than other two parts and therefore the top surface is considered as adiabatic herein [9]. By assuming constant thermophysical properties of water, one-dimensional energy equation writes as follows:

$$
\rho c_p \left( \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} \right) = k \frac{\partial^2 T}{\partial x^2} - q_i
$$

(1)

![Fig. 1 Schematics of the physical model of a vertical hot water tank.](image)
Where $\rho$ is mass density, [kg/m$^3$], $T$ is water temperature, [K], $u$ is flow velocity, [m/s], $c_p$ is heat capacity, [J/kg K], $k$ is thermal conductivity, [W/m K], $q_i$ is heat loss per unit volume, [W/m$^3$]. Eq.(1) is a second-order nonlinear partial derivative equation (PDE) in which velocity $u$ varies with time and space. Such an equation is difficult to find out exact solutions. Here the equation is solved in two steps for an approximation solution.

2.2. A two-step semi-analytic solution to thermal stratification.

If the nonlinear term in Eq.(1) is omitted the PDE becomes a linear nonhomogeneous PDE, as referred in Eq.(2).

$$\rho c_p \frac{\partial T}{\partial t} = k_{on} \frac{\partial^2 T}{\partial x^2} - q_i$$  \hspace{1cm} (2)

Now the original problem is linearised if the coefficient is independent of time and space. The effect of convection is compensated by the coefficient $k_{on}$, which in this study is called synthetic thermal conductivity. It has greater value than the material thermal conductivity because convection is stronger than particle movements. By this means, synthetic thermal conductivity is no longer a material property. The determination of $k_{on}$ is discussed later in section 3.2.

Eq.(2) is solved in two steps where heat loss through bottom wall and side wall are separately accounted for. The first step is to analogue natural convection as heat conduction with a cooling boundary (bottom). The second step is to account for heat loss through side walls using lumped capacitance method.

2.1.2. Step 1: Solution to heat conduction with convective boundary condition at the tank bottom.

By considering heat loss through the tank bottom, the problem is rewritten as a second-order homogeneous PDE with convective boundary and initial conditions.

$$\frac{\partial T}{\partial t} = k_{on} \frac{\partial^2 T}{\partial x^2} \quad \text{for} \quad 0 < x < H, \quad t > 0$$
$$T(x,0)-T_i$$
$$h_b [T(0,t)-T_i] = -k_{on} \frac{\partial T}{\partial x}$$  \hspace{1cm} (3)

Where $h_b$ represents convective heat coefficient, [W/m$^2$ K], $T_i$, $T_a$ are ambient, initial temperature [K]. The solution of such problem is worked out in detail by Schneider [15], which writes as follows.

$$\frac{\theta(x,t)-T_i}{T_a-T_i} = 1-\text{erf} \left( \frac{X}{\sqrt{2 \alpha t}} \right) - \left[ \text{erf} \left( \frac{h_b x}{k_{on}} + \frac{h_b \alpha t}{k_{on}^2} \right) \right] \left( 1-\text{erf} \left( \frac{h_b \sqrt{\alpha t}}{k_{on}} \right) \right)$$  \hspace{1cm} (4)

where $\theta(x,t)$ is the water temperature at position $x$ and time $t$ in step 1, [K]. $\alpha$ is the thermal diffusivity, [m$^2$/s].

$X = x \sqrt{\frac{2 \alpha t}{\sqrt{\pi}}}$, erf is the error function, $\text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-\tau^2} d\tau$ [16].

2.1.3. Step 2: Solution to heat loss through side walls using lumped capacitance method.

In the second step, the heat loss through side walls is addressed by regarding the bulk water as a lumped capacitance. The problem is written as an ordinary derivative equation.

$$\frac{dT}{dt} = \frac{h_A}{\rho c_p V} (T_a-T)$$  \hspace{1cm} (5)

where $h_A$ is the convective heat transfer coefficient, [W/m$^2$ K], $A$ is the surface area of the side wall, [m$^2$], $V$ is water volume inside the tank, [m$^3$]. The solution is obtained by applying separation of variables, and it is expressed as follows.

$$\frac{T(t)-T_i}{\theta(t)-T_a} = \exp \left( -\frac{h_A \Delta t}{\rho c_p V} \right)$$  \hspace{1cm} (6)

where $\Delta t$ is the standby time, [s]. Here the water temperature obtained in step 1 substitutes the initial state in the solution in step 2.
2.1.4. Final solution

The mathematically intractable PDE as Eq.(2) has been decomposed step-wise, each of which is analytically derived. The final solution to water temperature is obtained by superposition of Eq.(4) and (6), which gives as follows.

\[
T(x,t) = (T_i - T_e) \left[ 1 - \text{erf} \left( \frac{X}{\sqrt{4at}} \right) \right] \left[ 1 - \text{erf} \left( \frac{X + \sqrt{4at}}{\sqrt{k_r}} \right) \right] \exp \left( - \frac{h_s \Delta t}{\rho \rho_c V} \right) + T_e
\]  

(7)

Here two variables are introduced, \( \phi = 1 - \text{erf} \left( \frac{X}{\sqrt{4at}} \right) \left[ 1 - \text{erf} \left( \frac{X + \sqrt{4at}}{\sqrt{k_r}} \right) \right] \), and \( \psi = \exp \left( - \frac{h_s \Delta t}{\rho \rho_c V} \right) \). Rearranging Eq. (7), it gives the following concise form.

\[
T(x,t) = \psi(t) \left[ (1 - \phi(x,t)) \right] \left[ T_i (x) - T_e \right] + T_e
\]  

(8)

Graphical interpretation of the two-step analytic method is shown in Fig. 2. The tank is at a uniform initial temperature, step 1 addresses heat conduction with negative heat flux imposed at the bottom consequently temperature profile bends at the bottom end. \( \phi \) therefore denotes as the bending factor. Step 2 regards a lumped capacitance of the water in the tank that bears heat loss through the side wall. It shifts the temperature profile leftwards without changing its shape. So \( \psi \) is called the decay factor.

![Graphical interpretation of temperature evolution by the two-step analytic method.](image)

With Eq.(8) one can explicitly get water temperature at any point and time with given information of tank geometry and external conditions. It greatly simplifies the calculation process compared to numerical solvers that rely on iterations and suffer from convergence issues. However, the accuracy of the two-step analytic method is compromised as temperature change caused by convection is represented by a single parameter. In an attempt to improve the accuracy of the analytic method, a numerical study is performed for identification of synthetic thermal conductivity.

2.2. Identification of synthetic thermal conductivity based on Computational Fluid Dynamics (CFD).

CFD is an effective and reliable tool to deal with sophisticated phenomena when experimental study is economically or technically infeasible. In the present work, CFD is used to identify synthetic thermal conductivity for the given cases. Numerical results are firstly validated against experiments from existing publications, and thereafter numerical results serve as trustworthy benchmark for parameter identification.

2.2.1. Problem description and simulation settings

A vertical hot water cylinder is studied here. Subsidiary parts other than water domain are neglected for convenience. Schematics of physical geometry of the tank is shown in Fig. 3 which is displayed in 2D axisymmetric coordinates. The volume of the tank is fixed at 150 l. The height-to-diameter ratio (called aspect ratio hereafter) is the main geometric feature that varies for different volumes. It is set as 5 in this section, its effect is discussed in detail in section 3.2.
Reasonable assumptions are made to simplify the simulations. (1) Water is incompressible; (2) laminar flow in the water domain; (3) no viscous dissipation; (4) constant heat capacity of water. Mathematical equations that govern the conservation of mass, momentum, and energy in the sense of transience are written as follows.

\[ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial z} + \frac{1}{r} \frac{\partial (\rho rv)}{\partial r} = 0 \]  

\[ \frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho uu)}{\partial z} + \frac{\partial (\rho vu)}{\partial r} = -\frac{\partial p}{\partial z} + \mu \left( \frac{\partial^2 u}{\partial z^2} + \frac{1}{r} \frac{\partial u}{\partial r} + \frac{\partial^2 u}{\partial r^2} \right) + \rho g \]  

\[ \frac{\partial (\rho v)}{\partial t} + \frac{\partial (\rho uv)}{\partial z} + \frac{\partial (\rho vv)}{\partial r} = -\frac{\partial p}{\partial r} + \mu \left( \frac{\partial^2 v}{\partial z^2} + \frac{1}{r} \frac{\partial v}{\partial r} + \frac{\partial^2 v}{\partial r^2} - \frac{v}{r} \right) \]  

\[ c_p \left[ \frac{\partial (\rho T)}{\partial t} + \frac{\partial (\rho u T)}{\partial z} + \frac{\partial (\rho v T)}{\partial r} \right] = k \left( \frac{\partial^2 T}{\partial z^2} + \frac{1}{r} \frac{\partial T}{\partial r} + \frac{\partial^2 T}{\partial r^2} \right) \]  

Thermal insulation boundary condition is set at the top surface of the tank. Convective heat transfer condition is imposed at the side wall, the bottom and top wall, which are expressed in Eqs. (12) and (13).

\[ -k \frac{\partial T}{\partial z} = h_c (T_\infty - T) \]  

\[ -k \frac{\partial T}{\partial r} = h_c (T_\infty - T) \]  

Heat transfer coefficients vary with insulation conditions, external environment, coefficients for the top, bottom, and side walls are set as 0.81, 1.52, and 1.81 W/(m²·K), which is derived from experiments [9]. The described problem is implemented and solved using COMSOL Multiphysics. Other parameters used in the simulations are listed in Table 1. Independence of mesh and timestep is studied and the main results are presented in Table 1.

Table 1 Parameters used in the COMSOL Multiphysics 6.0.
3. RESULTS AND DISCUSSIONS

3.1. Validation of CFD results against experiment data

The buoyancy-induced thermal stratification is experimentally investigated on a 150l water tank with the aspect ratio of 5 in [9]. Water temperatures were measured with thermocouples placed along the height direction. In this section, the experimental measurements are used to validate the numerical results. Fig. 4 illustrates the comparison of numerical results and experiment data at different standby durations. Clear thermal stratifications in both experiments and simulations are observed where water close to the bottom is cooler than that near the top. Thermocline, referring to the location at which the steepest temperature gradient occurs, gradually moves upwards with the proceeding of standby. Moreover, the entire water domain bears heat loss. The simulation results generally have good alignment with the experimental measurements with the maximum relative error of 5.6%. The simulations slightly overestimate the water temperature near the bottom as stratification builds up. This parallels the issue observed in other research in which the authors’ conjectures this is caused by variable ambient temperature, mains water leakage, etc. [9]. The experimental validation justifies that numerical simulations are accountable to reproduce thermal stratification caused by buoyant force during standby cooling. Numerical simulations are therefore served as benchmark for the later parameter identification.

Fig. 4 Validation of CFD results against experimental measurements at different standby durations. The aspect ratio of the tank is 5. Measurement uncertainty is 0.5 K.

3.2. Synthetic thermal conductivities under different aspect ratios.

Unlike thermal conductivity that reflects the ability of a material to conduct heat due to particle vibrations and movements, synthetic thermal conductivity also includes the effect of natural convection. It is physically counterintuitive, however mathematically valid. Synthetic thermal conductivity is a critical component that influences the estimation accuracy of the two-step analytic method. In this section identification of synthetic thermal conductivity is performed.

Although the intensity of convection is susceptible to a number of factors, existing research has pointed out that aspect ratios of the tank is primarily influential to the degree of stratification [7], [17]. Conclusions drawn from the research reveal that the greater the aspect ratio, the more evident the stratification. As suggested in [6], stratification becomes less affected by aspect ratio when it is less than 3. Therefore in the study aspect ratios of 3 and 5 are investigated. The rest geometry parameters are in line with those in the previous section. Synthetic thermal conductivity is identified using trial and error until the best agreement is reached.

Fig. 5 shows the analytic solutions and simulation results of a 150-l tank after standby cooling of 6, 12, 18, and 24 hours. It is seen that the two-step analytic method can well describe the degree of thermal stratification and heat loss during a standby cooling process. The temperature gradient is greater as the cooling continues, and the thermocline gradually moves to the upper part of the tank. When the aspect ratio decreases, it is found that the temperature profile becomes flatter, in other words, the water is less thermally stratified. This phenomenon coincides with existing findings from the cited literature [7], [17]. Such an effect can be theoretically explained by Grashof number, which is a dimensionless ratio of buoyant to viscous force in natural convection. In the case of vertical plates, it writes as \( Gr = g \beta \Delta T \ell / \nu^2 \). As such, the intensity of buoyant force is positively proportionate to length of the cooling surface, referring to the tank height here. For a slim and tall tank, the natural convection is therefore more intense, and thermal stratification is more prominent.
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The synthetic thermal conductivity is manually set as 20 W/(m·K) for the best approximation. Though the analytic method in general yields satisfactory precision at the upper body of the tank, estimation discrepancies are observed near the bottom especially for the 6-hour curve. This is because the strength of natural convection changes over time at the bottom region. Fig. 6 presents the streamline patterns on the axisymmetric plane after standby cooling of 6, 12, 18, 24 hours. The color palette indicates flow velocities. It is implied from the streamline density that the intensity of natural convection at the upper part of the tank is constant throughout the standby whereas convection near the bottom is weaker as the standby goes on. This explains the discrepancies by applying a time-independent synthetic thermal conductivity to the two-step analytic method.

**4. CONCLUSION**

Hot water tanks are gradually thermally stratified when they are on standby for a certain time. In the context of domestic heating, the resultant temperature degradation jeopardizes heat provision quality and maybe leads to other health and safety issues. There is a lack of modelling approach to give realistic thermal stratification without iterations. In summary, this work presents a semi-analytic method to bridge this gap where an explicit expression of water temperature is derived analytically. Natural convection caused by buoyancy is regarded as heat conduction developing from tank bottom as a physical analogy. Synthetic thermal conductivity is introduced and determined with numerical simulations for improved estimation accuracy. The developed method yields adequately accurate temperatures at any height and duration of standby cooling without iterations, it creates a notable opportunity to improve computation efficiency and optimisation quality for energy systems where buoyancy-induced thermal stratification in hot water tanks is significant. Further work needs to be conducted in terms of estimation robustness in different conditions, and the application in deterministic optimisation,
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ABSTRACT

In view of the common problems of low heat storage density and serious heat loss in existing solar heating systems with seasonal heat storage based on apparent heat storage, a new type solar heating system with coupling of water and PCM thermal storage (SHS-WPTS) is proposed. The system uses long-term water pit thermal storage and short-term phase change water tank to realize coupled heat storage, and two system forms are set up in series and parallel according to the connection method of the thermal storage device; based on the TRNSYS platform, a numerical model of the system's annual operating performance is established, and the correctness of the numerical model is verified by actual measurement and experimental data. The changes in the heat storage temperature are obtained through simulation. In addition, a solar heating system that uses long-term water pit thermal storage and short-term water tank is set up as a control group for comparative analysis, and the advantages of phase change water storage tank in SHS-WPTS in terms of enhanced heating stability and efficient use of solar energy are verified. The annual solar collector efficiency, heat storage efficiency and solar fraction of the series system have increased by 1.52%, 3.52%, 5.46%. Finally, comparing and analyzing the series and parallel systems, it is concluded that the series system has the best performance. The research results provide theoretical and technical reference for the application of solar heating system with seasonal thermal storage.

Keywords: Seasonal heat storage, phase change heat storage, solar heating, TRNSYS simulation

1. INTRODUCTION

Solar energy is a kind of renewable and clean energy, which has the advantages of rich reserves, pollution-free and universality, but it also has the problems of low energy flow density and uneven seasonal distribution. To solve this problem, research on solar heating systems using seasonal heat storage technology has been carried out at home and abroad. Most of the large-scale projects in operation use water as the heat storage medium in the form of apparent heat storage [1]-[4]. The principle of apparent heat storage is simple, but there are disadvantages such as low energy storage density and large temperature fluctuations. Its volume and footprint are large, and the heat loss is also large, and there are certain requirements for building pressure [5]. The heat storage efficiency, heat collection efficiency, and solar fraction of the operating system all have room for further improvement [6]. Compared with apparent heat storage, phase change heat storage has high energy density and small temperature fluctuations. It can reduce the volume and heat dissipation loss of the heat storage device, which is conducive to the stable operation of the heating system. Therefore, many researchers use phase change heat storage instead of water tank heat storage [7]-[11]. However, due to the low thermal conductivity, low phase transition enthalpy and flammability of phase change materials, as well as the insufficient long-term thermal stability of phase change materials due to corrosion, supercooling and phase segregation [12], practical applications are limited. At present, large-scale and long-term latent heat storage is still in the experimental stage, and existing applied research is mainly used for short-term storage [13].

In this study, a new type of solar heating system with coupling of water and PCM thermal storage (SHS-WPTS) is proposed. The system uses a seasonal water pit and a short-term phase change water tank to realize coupled heat storage. According to the connection method of the phase change water tank and the water tank, it is divided into two system forms: series and parallel. According to their respective hot water storage temperature, they cooperate with each other to adjust. Taking an actual building as an example, the TRNSYS software simulates the operation and verifies the operating characteristics of the new system, and at the same time verifies that the addition of the phase change water tank is conducive to improving the stability of the system and the energy efficiency of the system.

2. METHODOLOGY

2.1. SHS-WPTS system form

The structure of SHS-WPTS is divided into solar collecting subsystem, heat storage subsystem, heat supply subsystem and heat consumption subsystem. The solar collecting subsystem includes a collector part; The heat storage subsystem includes a short-term phase change heat storage tank and a long-term water pit. According to the different connection forms of the components of the heat storage subsystem, two distinctive design schemes of series and parallel are provided. The heating
subsystem is divided into three parts according to the different outlet temperature, including the direct heating part, the heat exchanger part, and the water source heat pump auxiliary heating part. Figure 1 show the design diagrams of the two systems.

![Diagram of SHS-WPTS](image)

**Figure 1.** Schematic diagram of SHS-WPTS

### 2.2. Design of the operating modes and adjustment methods of system

According to the designed series SHS-WPTS and parallel SHS-WPTS, the control modes of heat storage and heating operation are set separately. Through the electric valve $V_{c1}$ and the hot water collection pump $P_1$, the phase change water tank heat storage mode is opened and closed, and the water tank heat storage mode is opened and closed through the electric valve $V_{c2}$ and the water tank hot water collection pump $P_2$. For parallel SHS-WPTS, since the two heat storage devices are connected in parallel, the heat collection cycle does not affect each other, and can be controlled separately. The water temperature $T_{H}$ at the outlet of the collector is controlled, and $T_{H}$ is divided into three temperature intervals: high temperature, medium temperature and low temperature. The temperature range of the medium temperature range is calculated according to the phase change temperature of the phase change material. The opening of the phase change water tank and the pool heat storage mode is divided into two situations according to the heating period and the non-heating period: in the non-heating period, when the high temperature and low temperature periods meet the heat storage conditions, the pool will give priority to heat collection; in the medium temperature period and the heat storage conditions are met, the phase change water tank will give priority to heat collection; during the heating period, the heat collected by the collector is only stored in the short-term phase change hot water storage tank.

References to system operation adjustment methods[14],[15]. Set up 3 different heating modes, choose 40℃~60℃ as the outlet temperature range of the heat source for direct heating. When $T_g$ is higher than 60℃, a plate heat exchanger is used for cooling; when $T_g$ is lower than 40℃, a water source heat pump is used to assist in heating.

### 2.3. Construction of TRNSYS model of SHS-WPTS

The main feature of TRNSYS simulation program is modular instantaneous dynamic simulation. The new system proposed in this paper mainly includes solar heat collection module, heat storage module, terminal heating module, valve module, control module, etc. The output end of the module is successively connected with the input end of another module according to the system composition. The TRNSYS simulation platform of series and parallel SHS-WPTS is constructed. Figure 2 shows the simulation model of parallel SHS-WPTS.

![Diagram of TRNSYS simulation system](image)

**Figure 2.** TRNSYS simulation system of the new parallel SHS-WPTS
2.4. Verification of the simulation model of SHS-WPTS

Because there is no practical project using SHS-WPTS at home and abroad, the acquisition of measured and experimental data has limitations. To verify the correctness of the system construction and module setting of the TRNSYS model. For the long-term and short-term heat storage devices of the new system, a solar heating system with seasonal pit storage and a phase change heat storage system are constructed respectively to verify the two systems. The measured and experimental data in relevant literatures are compared with the simulation results, and the relative deviation is used as the analysis index. The relevant calculation is shown in the following formula.

For SHS-WPTS, the measured object is a club in Shandong Province in the literature [16]. The system form is consistent with the form of the series solar cross-season heating system in this study. According to the literature, the relevant parameters of the collector, water tank, sink and other components are set, and the measured system is compared with the numerical simulation model. The simulation results in Figure 3 can better reflect the changes in the water temperature of the seasonal pool of key heat storage components in the actual project. The measured data are more consistent with the trend of the simulation results, and the values are relatively similar. The maximum relative deviation is 11:00 on December 1st, the simulated temperature is 27.49°C, the measured data is 26.15°C, and the maximum relative deviation is 5.13%.The average difference within three days was 0.82°C, and the average relative deviation was 3.14%.Secondly, during the simulation verification process, no errors in the water temperature, heat, flow rate, etc. output of each loop were found, and the simulation results were in line with the actual engineering laws. Since the pipeline loss in the model is ignored, there are also differences between the actual system operation mode and the model, which is the main reason for the deviation.

For the phase change water tank heat storage and exothermic system, the experimental object in the literature [17] is a cylindrical barrel design with built-in phase change material. The water flows through the heat transfer coil and the phase change material for heat transfer, which is consistent with the structure of the existing Type1334 phase change module in this study. Construct a TRNSYS model consistent with the experimental system, set the heat storage condition to 83°C, 1.4m³/h, and the exothermic condition to 35°C, 1.3m³/h, and obtain the simulation results of the heat storage process and the exothermic process to compare with the experimental results as shown in Figure 4. This simulation is more consistent with the trend of TRNSYS simulation results. The maximum difference between the two in the heat storage process is 2.03°C, the average difference is 0.49°C, the maximum relative deviation is 2.10%, and the average relative deviation is 0.69%. The maximum difference between the two in the exothermic process is 4.40°C, the average difference is 2.06°C, the maximum relative deviation is 5.34%, and the average relative deviation is 3.32%. There is a certain deviation between the average temperature simulation of the phase transition water tank during the heat storage and exothermic processes and the measured data. The analysis reasons are as follows: the heat transfer loss to the environment is ignored in the model, and the maximum relative deviation of the heat storage and exothermic processes numerically is within the maximum allowable deviation range.
storage and heat release system is verified. The results prove to a certain extent that the system construction and control strategies of the TRNSYS simulation model established in this study are reasonable and dependable.

3. CASE STUDY

The research object of this paper is a residential community in Dalian City, which has twelve buildings with a total heating area of 24,360m²[18]. The heating period is from November 5 of the current year to April 5 of the next year, 152 days in total. The DeST-H is used to simulate the heat load of the continuous heating system, and the detailed climate data for the simulation comes from the typical meteorological year data of Meteonorm 8 [19]. The simulation results show that the maximum heat load is 860.84kW, and the total heat load during the heating period is 3.95×10³ GJ. The outdoor temperature range is [-13℃, 22℃].

Based on the simulated heat load results and the design basis of component parameters in the literature [14], the initial parameters of SHS-WPTS in series and parallel in a cell in Dalian are calculated, which are listed in Table 1.

<table>
<thead>
<tr>
<th>Component</th>
<th>Design parameter unit</th>
<th>Design parameter unit</th>
<th>Design parameter value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collector</td>
<td>Intercept efficiency</td>
<td>%</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>Collector area</td>
<td>m²</td>
<td>3270</td>
</tr>
<tr>
<td></td>
<td>Water tank volume</td>
<td>m³</td>
<td>1200.00</td>
</tr>
<tr>
<td>PCM tank</td>
<td>PCM volume ratio</td>
<td>%</td>
<td>20.00</td>
</tr>
<tr>
<td></td>
<td>Melting temperature</td>
<td>°C</td>
<td>45.00</td>
</tr>
<tr>
<td></td>
<td>Enthalpy of PCM</td>
<td>kJ/kg</td>
<td>220.00</td>
</tr>
<tr>
<td>Water pit</td>
<td>Volume</td>
<td>m³</td>
<td>15000.00</td>
</tr>
<tr>
<td></td>
<td>Height</td>
<td>m</td>
<td>10.00</td>
</tr>
<tr>
<td>Heat exchanger</td>
<td>Heat transfer coefficient</td>
<td>kW/ (m²·°C)</td>
<td>3.00</td>
</tr>
</tbody>
</table>

4. RESULTS AND DISCUSSION

To better analyze the effectiveness of the series and parallel solar heating system, which uses water pit and water tank for heat storage (SHS-PTTS) is set as the control group. The data of heat collection, heat storage, heat supply and water supply temperature of the above series-parallel system are compared and analyzed, and the advantages of the new system in enhancing heat supply stability and utilizing solar energy efficiently due to the use of phase change heat storage tank are verified.

4.1. Analysis of the operation characteristics of the system

Figure 5 is a diagram of the annual outlet temperature change of the heat storage device of the series system. During the heat storage period, the average temperature of the long-term hot water pit rose from the initial 10℃ to 66.63℃. At the beginning of the heat storage season from April 5th to June 5th, the temperature of the PCM tank failed to reach the phase change point. The phase change material is solid. Due to the heat storage effect of the PCM tank, the temperature of the water body began to rise to 45℃, and the liquid phase rate of the phase change material reached 1 on June 16th. Liquid distribution. During the heating period, with the reduction of effective heat collection and the increase of heat load demand, the temperature of the PCM tank gradually decreases, and the temperature drops to 59.47℃ by the end of the heating period. Among them, in February and March, due to the large heat load demand, the outlet temperature of the long-term water tank does not meet the heating conditions. The heating is provided by the short-term PCM tank. The temperature of the device drops rapidly to the lowest point of 38.29℃, and the phase change material below the freezing point begins to phase transition and is distributed in a two-phase state. Finally, at the end of the heating, the demand for heating decreases, and the temperature of the PCM tank rises and is distributed in a liquid state.
Figure 5. The outlet temperature of the series SHS-WPTS heat storage device changes throughout the year.

Figure 6 shows the change of the annual outlet temperature of the parallel system and the parallel heat storage device throughout the year. During the heat storage period, the temperature of the pool continues to rise to 68.98°C. During the heating period, the temperature of the pool drops to 23.40°C at the end. The PCM tank is in significant heat storage, so the temperature rises relatively slowly. In the non-heating period, the temperature rises more quickly. After 118h, the temperature of the PCM tank begins to rise to 45°C, the phase change material is in the two-phase zone, and the average temperature rises very slowly, basically around the melting point of the phase transition. After that, on February 3, the average temperature of the PCM tank began to rise rapidly. At this time, the latent heat storage ended and the liquid phase apparent heat storage stage was entered. The average temperature of the PCM tank reached the highest value of 59.78°C. Then it enters the heating period, and at the beginning, the liquid phase is also pyrothermic, and the PCM temperature drops faster. It can be seen from the slope of the curve that the heat release process is faster than the heat storage process. The latent heat release stage was maintained for 44h, and the change was not obvious. Then the temperature of the phase transition water tank began to drop sharply again, and it entered the stage of significant heat exothermic. Finally, on February 16, the temperature of the phase transition water tank dropped to 30.71°C, and the heating conditions were not met. Heat storage began, until the temperature at the end of the heating rose to 67.83°C.

4.2. Comparative analysis of the annual operation results of SHS-WPTS and SHS-PTTS

The data in Table 2 show that the heat storage of the PCM tank and the pool in the series display dual storage system has increased by 334.36GJ and 108.73GJ respectively compared to the series display dual storage system. If the same heat is stored as the PCM tank, the total heat storage needs to be increased by 1137m³; if the series display dual storage system needs to obtain the same heat storage as the pool added to the PCM tank system, calculated based on a temperature rise of 70°C, the volume of the pool needs to be increased by 369m³, and the initial investment in the corresponding series display system will cost more. 1.035 million yuan. The cumulative total heat collection and heat supply of the series latent dual storage system also increased by 81.65GJ and 156.46GJ respectively compared to the ordinary water storage system, and the total power consumption was reduced by 9.71% compared to the ordinary water tank.

<table>
<thead>
<tr>
<th>System</th>
<th>Serial SHS-WPTS</th>
<th>Serial SHS-PTTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM tank</td>
<td>5441.01</td>
<td>5359.36</td>
</tr>
<tr>
<td>Water pit</td>
<td>4747.39</td>
<td>4413.03</td>
</tr>
<tr>
<td>Water tank</td>
<td>663.97</td>
<td>595.83</td>
</tr>
<tr>
<td>Water pit</td>
<td>2802.51</td>
<td>2714.19</td>
</tr>
<tr>
<td>Total heat collection (GJ)</td>
<td>5441.01</td>
<td>5359.36</td>
</tr>
<tr>
<td>Total heat storage (GJ)</td>
<td>4747.39</td>
<td>4413.03</td>
</tr>
<tr>
<td>Total heat supply (GJ)</td>
<td>663.97</td>
<td>595.83</td>
</tr>
<tr>
<td>Total power consumption</td>
<td>2802.51</td>
<td>2714.19</td>
</tr>
</tbody>
</table>

In the parallel system, as shown in the data in Table 3, the cumulative heat storage and heat supply of the apparent dual storage system is 121.90GJ and 207.59GJ more than that of the apparent dual storage system. The corresponding temperature rise is calculated at 70°C. The water tank and pool of the parallel display system need to be increased by 43m³ and 372m³, and the initial investment will cost 182,000 yuan more. Due to the addition of the PCM tank system, the operation is more stable, the start and stop of the heat pump is reduced, and the power consumption is reduced by 45GJ. Compared with the
series apparent latent dual storage system, taking into account the fact that the PCM tank of the parallel apparent latent dual storage system stores heat in a significant heat manner during the non-heating period, the advantages of latent heat storage are not fully utilized, and the heat storage in the water tank is stopped during the non-heating period, and the surrounding environment will produce heat loss. The cumulative heat storage and cumulative heat supply of the parallel system in parallel are reduced by 4.76% and 4.28% respectively compared with the series.

Table 3. Statistics on heat collection, heat storage, heat supply and power consumption of parallel systems

<table>
<thead>
<tr>
<th>System</th>
<th>Parallel SHS-WPTS</th>
<th>Parallel SHS-PTTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCM tank</td>
<td>Water pit</td>
<td>Water tank</td>
</tr>
<tr>
<td>Total heat collection (GJ)</td>
<td>5578.15</td>
<td>5490.64</td>
</tr>
<tr>
<td>Total heat storage (GJ)</td>
<td>1092.15</td>
<td>3439.50</td>
</tr>
<tr>
<td>Total heat supply (GJ)</td>
<td>619.82</td>
<td>2526.81</td>
</tr>
<tr>
<td>Total power consumption</td>
<td>1472.88</td>
<td>1517.88</td>
</tr>
</tbody>
</table>

The water supply temperature of the series and parallel apparent potential and apparent dual storage system is compared and analyzed. The heating period is selected from March 14-26 of the following year. The heating source is a PCM tank. Figure 6 shows the change of the water supply temperature on the user side over time when two different heat storage systems are adopted. According to the analysis, the water supply temperature fluctuation range of series and parallel display double storage system is large, and the variation range is 5-10 ℃. Because the phase change heat storage measures are adopted, the start and stop times of the latent double storage solar heating system are reduced a lot, the water supply temperature is stable at 50℃, and the heating is more stable. The PCM tank can play a buffer role between the unit and the heating users, reduce the frequency of unit start and stop, and eliminate the insufficient heating phenomenon in individual cold weather through heat storage.

![Figure 6](image)

To verify the effectiveness of the new SHS-WPTS performance improvement, based on the system energy balance equation, choose the evaluation index of energy efficiency that they are selected for solar collector efficiency $\eta_c$, heat storage efficiency $\eta_s$ and solar fraction $f[20]$, the related calculation formula as shown in 2-4, respectively represent the heating subsystem, the efficiency of heat storage subsystem and the whole system.

$$\eta_c = \frac{Q_c}{Q_{sr}} \times 100\%$$  \hspace{1cm} (1)

$$\eta_s = \frac{Q_s}{Q_c} \times 100\%$$  \hspace{1cm} (2)

$$f = \frac{Q_h}{Q_g} \times 100\%$$  \hspace{1cm} (3)

Where, $Q_c$ is the effective heat collection by the collector, $Q_{sr}$ is the total amount of incident solar radiation, $Q_s$ is the effective heat storage of heat storage device, $Q_h$ is the effective heat provided by solar energy, $Q_g$ is the heat load of the building.

According to the simulation results, the heat collection efficiency of the series and parallel display dual storage systems and the series and parallel display dual storage systems are respectively 33.57%, 34.42%, 33.07%, 33.88%. The series and parallel systems using PCM tanks heat up slowly during the heat storage period compared to the system using ordinary water tanks. The temperature of the heat storage device is slower than that of the system using ordinary water tanks, and the outlet temperature of the collector is larger, which is conducive to heat collection. The heat collection efficiency of the series and parallel systems added to the PCM tank increased by 1.52% and 1.59%.

The average annual heat storage efficiency of series and parallel display dual storage and series and parallel display dual
storage systems is 86.78%, 82.29%, 83.83%, 82.90%. In view of the control strategy of the parallel system during the non-heating period, phase change heat storage is carried out in the medium temperature range, and most of the heat is stored in water pit. During the non-heating period, the series system reduces the heat loss from long-term cross-season heat storage to the surrounding environment, so the heat storage efficiency of the series system is higher.

The monthly solar fraction of the series and parallel display dual storage systems is higher than that of the display dual storage system. The annual average solar fraction of the series and parallel display dual storage systems and the series and parallel display dual storage systems is 87.84%, 79.74%, 83.88%, 74.48%. The solar fraction of the series and parallel apparent dual storage systems is 5.46% higher and 1.12% higher than that of the apparent dual storage system. The solar fraction of the parallel system is lower than that of the series system. This is mainly due to the short heating time of the water tank. During this period, the heat storage capacity of the water tank was not fully utilized. Therefore, the system can be optimized by adjusting the volume of the PCM tank or increasing the range of the heat storage medium temperature interval, and rationally arranging the heating time.

Through the comparative analysis of the energy efficiency of the above-mentioned different structural forms of system operation, it can be concluded that the addition of PCM tanks has played a positive role in improving the performance of the series and parallel cross-season heat storage and heating systems throughout the year.

4.3. Comparative analysis of energy efficiency of series and parallel SHS-WPTS

According to the simulation results of the operating characteristics of the SHS-WPTS system mentioned earlier, the heating capacity and heating time of the series and parallel SHS-WPTS under three typical operating conditions are compared. The comparison results are shown in Table 4. The data in the table show that the heat collection efficiency of the parallel SHS-WPTS system is 34.42%, which is 3.04% higher than that of the series system. Since the parallel system is based on the heat storage of the pool in the early stage of the non-heating period in the parallel system, the volume of the pool is larger, and the temperature rise is slower than that of the PCM tank used in the series system for heat storage, and the inlet temperature of the collector is also reduced. Therefore, it is conducive to the collector to collect heat, and the effective heat collection is 137GJ more than that of the series system, so the efficiency of the solar collector is relatively high.

| Table 4. Heating time, capacity, and power consumption under three typical operating conditions of SHS-WPTS |
|---------------------------------|-----------------|-----------------|-----------------|
|                   | Indirect heating | Direct heating  | Water source heat pump auxiliary heating |
| Series SHS-WPTS    |                 |                 |                                          |
| Heating time (h)   | 533.00          | 2379.00         | 736.00                                    |
| Heat supply (GJ)   | 532.92          | 2237.60         | 1175.77                                   |
| Power consumption (GJ) | 986.22     |                 |                                          |
| Parallel SHS-WPTS  |                 |                 |                                          |
| Heating time (h)   | 664.00          | 1917.00         | 1067.00                                   |
| Heat supply (GJ)   | 697.51          | 1887.54         | 1361.13                                   |
| Power consumption (GJ) | 1472.88     |                 |                                          |

Table 5 shows the comparison results of the energy efficiency indicators of the series and parallel SHS-WPTS systems. The heat storage efficiency of the series and parallel SHS-WPTS are 86.78% and 83.83%, respectively. The parallel heat collection of the parallel system is higher than that of the series system. However, because the parallel control strategy of the parallel system during the non-heating period performs phase change heat storage in the medium temperature range, and the heat storage is mostly in the pool. During the non-heating period, the thermal insulation effect of the water tank in the series system is better than that of the pool, and the temperature of the pool in the series system is 3-4°C lower than that of the parallel pool in the parallel system, to avoid the heat loss to the surrounding environment caused by the cross-season storage of the pool is reduced, so the heat storage efficiency of the series system is higher. The highest solar fraction of the series system is 87.84%, which is 3.15% higher than that of the parallel system. The reason is mainly because in the series system, the time for direct heating using the water tank has been extended, which reduces the equipment loss caused by the heat exchanger and the water source heat pump during heating.

| Table 5. Series and parallel SHS-WPTS energy efficiency indicators |
|-----------------|-----------------|-----------------|
| System          | Heat collection efficiency (%) | Heat storage efficiency (%) | Solar fraction (%) |
| Series SHS-WPTS | 33.57            | 86.78           | 87.84                     |
| Parallel SHS-WPTS | 34.42           | 83.83           | 79.74                     |
5 CONCLUSION

This paper proposes a new type of solar heating system with water storage pit and phase change material storage tank. Research analyzed the difference of operating characteristics between the systems through TRNSYS simulation. The system without PCM tank is set as the control group to verify the effect of phase change heat storage system on system performance improvement.

1) The numerical model is set up by SHS-WPTS, phase change collection hot water tank system effect, the heat storage, heating time and heating has a certain amount of ascension, the average temperature of the heat storage device is low, reduce the heat loss with the surrounding environment, phase transition water tank is a good way to unit to act as a buffer between the heating users, stable water supply temperature. Research verified the advantages of the new system using phase change heat storage in enhancing the stability of heat supply and utilizing solar energy efficiently.

2) Compare the three performance indicators of the system: solar collector efficiency, heat storage efficiency and solar fraction and verify the effectiveness of adding a new system to improve the performance of the phase change tank. Compared the energy efficiency of the parallel system and the series system. The results show that the heat storage efficiency and solar fraction of the series system are 3.04% and 10.06% higher than that of the parallel system, respectively, but the solar collector efficiency of the parallel system is significantly higher than that of the series system.
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ABSTRACT

Ammonia-based sorption thermal battery (STB) is gathering momentum due to the advantage of high energy storage density and strong operation flexibility. To further improve the system adaptability to cold region, compression-assisted sorption thermal battery (CSTB) is inclined to reach a required heat release temperature by adjusting internal reaction pressure difference. However, the role of compression process in CSTB and its performance limiting factors under dynamic operating conditions remains unclear. This paper investigates the performance of CSTB by matching continuous compression processes under different working conditions. The results indicate that an average heat output power per kg MnCl₂ adsorbent ranges from 0.042 kW to 0.26 kW when ambient temperature increases from -10°C to -10°C. Heat storage efficiency in an hour varies from 8% to 60%, and energy storage density (ESD) varies from 150 kJ·kg⁻¹ to 950 kJ·kg⁻¹. Besides, for the comparison between CSTB and STB, it demonstrates that under the condition of 40°C heat release temperature and 10°C ambient temperature, ESD of STB is a bit larger than that of CSTB by 47 kJ·kg⁻¹. When ambient temperature drops to 0°C, ESD of STB decreases to 310 kJ·kg⁻¹, which is 50% lower than that of CSTB. It reveals that the compression process is key to CSTB at lower ambient temperature, and expected to have a desirable performance by regulating sorption kinetics in real application.

Keywords: sorption, thermal battery, compression process, heat supply

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>Sorption kinetic constant</td>
</tr>
<tr>
<td>c</td>
<td>Specific heat capacity (J·kg⁻¹·K⁻¹)</td>
</tr>
<tr>
<td>CSTB</td>
<td>Compression-assisted sorption thermal battery</td>
</tr>
<tr>
<td>E</td>
<td>Energy (J)</td>
</tr>
<tr>
<td>E₀</td>
<td>Activation energy (J·mol⁻¹)</td>
</tr>
<tr>
<td>ENG</td>
<td>Expanded natural graphite</td>
</tr>
<tr>
<td>ESD</td>
<td>Energy storage density (kJ·kg⁻¹)</td>
</tr>
<tr>
<td>h</td>
<td>Specific enthalpy (J·kg⁻¹)</td>
</tr>
<tr>
<td>HTS</td>
<td>High temperature salt</td>
</tr>
<tr>
<td>LHS</td>
<td>Latent heat storage</td>
</tr>
<tr>
<td>LTS</td>
<td>Low temperature salt</td>
</tr>
<tr>
<td>MnCl₂</td>
<td>Manganese chloride</td>
</tr>
<tr>
<td>m</td>
<td>Mass (kg)</td>
</tr>
<tr>
<td>mr</td>
<td>Sorption kinetic constant</td>
</tr>
<tr>
<td>n</td>
<td>Amount of substance (mol)</td>
</tr>
<tr>
<td>Q</td>
<td>Heat (J)</td>
</tr>
<tr>
<td>R</td>
<td>Gas constant (J·mol⁻¹·K⁻¹)</td>
</tr>
<tr>
<td>SrCl₂</td>
<td>Strontium chloride</td>
</tr>
<tr>
<td>STB</td>
<td>Sorption thermal battery</td>
</tr>
<tr>
<td>P</td>
<td>Pressure (Pa)</td>
</tr>
<tr>
<td>S</td>
<td>Entropy (J·mol⁻¹·K⁻¹)</td>
</tr>
<tr>
<td>SHS</td>
<td>Sensible heat storage</td>
</tr>
<tr>
<td>T</td>
<td>Temperature (K)</td>
</tr>
<tr>
<td>t</td>
<td>Time (s)</td>
</tr>
<tr>
<td>u</td>
<td>Specific internal energy (J·kg⁻¹)</td>
</tr>
<tr>
<td>V</td>
<td>Volume (m³)</td>
</tr>
<tr>
<td>W</td>
<td>Work (J)</td>
</tr>
<tr>
<td>x</td>
<td>Global conversion rate</td>
</tr>
<tr>
<td>ΔH</td>
<td>Reaction enthalpy of sorbent (J·mol⁻¹)</td>
</tr>
</tbody>
</table>

Greek letters

ΔH
1. INTRODUCTION

To achieve the goal of carbon peak and carbon neutrality, low-carbon energy technologies would play a significant role to address the issues of high energy consumption and environmental pollution [1, 2]. A remarkable fact is that different decarbonized technologies cannot be well fulfilled with available energy resources due to the mismatch between energy generation and consumption in terms of time-scale and space-scale [3, 4]. As a branch of energy storage technologies, thermal energy storage (TES) has attracted burgeoning attention in the past decades since it can be used as a supplementary way to store the heat through energy conversion [5, 6]. Based on the working mechanism, sensible heat storage (SHS) technologies have been most widely investigated, e.g., hot water storage tank [7, 8]. With the increased requirement of system compactness, latent heat storage (LHS) is gradually playing a leading role due to its relatively high energy storage density (ESD) that is round 2-4 times higher than that of SHS [8-10]. Compared with SHS and LHS, thermochemical heat storage (THS) takes the advantage of the highest ESD and the minimum heat loss for the long-term energy storage, which tends to attract more attention in recent years [11-13].

It is acknowledged that THS can be classified into chemical reaction and sorption type [11, 14]. The basic working principle is to store the heat through chemical or physical working processes [15, 16]. Since thermal battery is analogous to electric battery, sorption thermal energy storage (STES) is also termed as sorption thermal battery (STB) [17, 18]. Thermal energy is transferred into sorption reaction enthalpy during the charging process while the heat is released during heat release process [19]. When compared with other sorbates, e.g., water and methanol, ammonia-based STB is highly attractive due to its versatility in working conditions, especially for the applications like power generation and freezing. A new barrier for ammonia-based STB by using chemisorption working pairs is that it cannot perform under some severe working conditions according to Clausius–Clapeyron equation [20]. For example, during the heat charging process, it is difficult to operate if ambient temperature in summer is higher than 40°C. Also, when ambient temperature is lower than 0°C, heat release process may not happen [21, 22]. This is mainly because the driving force of chemisorption working pairs are determined by pressure difference. The working process is limited if temperature difference cannot meet the requirement. Under this scenario, compression-assisted sorption thermal battery (CSTB) is proposed to meet a required heat release temperature by adjusting internal pressure difference of 1-2 bar [23, 24]. In comparison with configuration of STB, a compressor is integrated into common sorption and resorption systems, i.e., between reactor and evaporator or between high temperature salt (HTS) reactor and low temperature salt (LTS) reactor [14, 25]. Thus, one remarkable fact is that CATB could have more flexibility to extend temperature adaptability of up to 80°C. Besides, CSTB has a high system ESD and a low initial cost when compared with two-stage STB, which is used to break through the original temperature limit of STB by using two or more groups of sorption working pairs [15, 26].

Researches on STB and CSTB mainly lie in the fields of the advanced material development, experimental investigation and thermodynamic simulation [27, 28]. The simulation study is generally divided into steady-state analysis and dynamic analysis. For the steady-state thermal analysis, most of researches concentrate on the thermal performance of heat input and heat supply based on an equilibrium chemisorption reaction process. Due to the monovariant characteristics of chemisorption process, temperature is only determined by working pressure. This method is suitable to analyze thermal cycle performance or the overall heat supply of solid sorption systems [29, 30]. Li et al. [31] presented an innovative dual-mode thermochemical sorption energy storage for the seasonal TES utilization. The analysis results indicated that ESD of the proposed thermal cycle could be higher than 1000 kJ·kgadsorebent-1 (For simplification, the expression of kJ·kgadsorebent-1 is replaced with kJ·kg-1 in the rest of paper). Yan et al. [32] investigated a thermochemical sorption heat storage cycle for the low-grade heat recovery. Results indicated that thermal energy temperature was upgraded from 81 °C to 170 °C based on a STB cycle. Besides, Bao et al. [33] proposed an integrated chemisorption cycle for the ultra-low grade heat recovery and thermo-electric energy storage. The overall thermal efficiency and exergy efficiency of the hybrid cycles ranged from 47% to 100% and from 62% to 93%, respectively. Our previous work explored the working performance of using CSTB for heat supply in cold region. The analysis results revealed that CSTB could have a high energy storage efficiency when compared with
current two-stage STB [34]. Also, CSTB was proposed to be integrated with solar energy. The high energy utilization efficiency was predicted to be improved by up to 25% [23]. For the simulation of dynamic working processes, Ma et al. [35] numerically studied a solar seasonal STB for the domestic heating in UK. The results indicated that with a 30.5 m2 solar collector, STB could cover about 57.4% of space heating for a dwelling. Thinsurat et al. [36] studied the performance of a CSTB system with a solar photovoltaic-thermal collector to support the domestic space heating. The achieved ESD was around 0.6 GJ m-3 and the storage efficiency was 0.88 with the net electricity consumption of 180 kWh. But the main point is that the compression process is not fully evaluated, which may lead to a relatively high heat output when compared to real performance of CSTB without a good match among various components of the systems.

It is demonstrated that current researches mainly focus on thermal cycle analysis or the steady-state simulation to predict the overall performance of STB and CSTB [37, 38]. The dynamic simulation process of CSTB, especially for resorption conjugating compression process is rarely reported. However, the instantaneous working process could have more insights when predicting the numerical performance of CSTB for efficient heat supply. It may pose some more challenges, e.g., (1) Considering CSTB using resorption working pair, pressure of HTS reactor and LTS reactor continuously change in sorption and desorption processes. This is quite different from the analysis of thermal cycle, i.e., pressure of HTS and LTS reactor is assumed as constant during the working process. Heat input and heat release time would be different from that of steady-state simulation. (2) The pressurization process of the compressor for CSTB need to be adjusted rather than keeping as constant pressure ratio from a thermodynamic perspective, which would have more flexibility of the compressor for CSTB.

In this case, desorption or adsorption would be hindered if pressure difference is not enough to drive the working processes. Also compression may assist the heat charging and heat release processes if temperature difference is enough for the driving force.

To address the above challenges, the resorption conjugating compression process of CSTB is initially investigated to present a holistic system performance in terms of global conversion rate, ESD and energy storage efficiency. The compressor model is based on the previous research of an oscillating diaphragm compressor through a detailed dynamic modelling and generic simulation methods, which is validated by the related experiment [39]. Various heat charge and release temperature are adopted to explore the performance under various working conditions, e.g., severe cold region, which is expected to bring more insights on the dynamic working performance of CSTB. The framework of this paper is illustrated as follows. Concept of CSTB and working pairs are indicated in Section 2. Methodologies for sorption reactor and compressor of CSTB are elaborated in Section 3. Results and discussions are indicated in Section 4, followed by conclusions in Section 5.

2. CONCEPT OF CSTB SYSTEM

The basic configuration of a CSTB system by using resorption working pair is indicated in Figure 1. The main components include a HTS reactor, a LTS reactor and an oscillating diaphragm compressor. The common shell and finned sorption reactors are used in this work. The reactors are filled with composite sorbents that are developed using metal chlorides and expanded natural graphite (ENG) for an improved heat and mass transfer performance. The sorption stability of composite sorbent could be ensured without swelling and agglomeration [40]. Considering suitable working temperature ranges, composite manganese chloride (MnCl₂) and strontium chloride (SrCl₂) with a consolidation density of 500 kg m⁻³ and mass ratio of 80% [41] are selected for HTS and LTS reactors, respectively. Chemical reactions of MnCl₂ and SrCl₂ with ammonia are indicated as shown in Equations 1 and 2. The reaction processes involve the reaction of MnCl₂ ammoniate with ammonia from 2 moles to 6 moles, and SrCl₂ ammoniate with ammonia from 1 mole to 8 moles. A reciprocating compressor, with the advantages of high adaptability and strong corrosion resistance, is adopted for the continuous compression working processes of CSTB. The working processes of the compressor include compression, discharge, expansion and suction. It consists of two isobaric stages and two polytrophic stages.

\[
\text{MnCl}_2 \cdot 2\text{NH}_3 + 4\text{NH}_3 \leftrightarrow 6\text{NH}_3 + 4\Delta H_{\text{MnCl}_2} \tag{1}
\]
\[
\text{SrCl}_2 \cdot \text{NH}_3 + 7\text{NH}_3 \leftrightarrow \text{SrCl}_2 \cdot 8\text{NH}_3 + 7\Delta H_{\text{SrCl}_2} \tag{2}
\]

Compared with SHS or LHS, the proposed CSTB is used for long-term or seasonal energy storage. Thermal energy, such as solar energy, is used during the heat charging process to heat the HTS reactor for desorption. The desorbed ammonia is then adsorbed by the LTS reactor, and the sorption heat can be discharged to an environmental heat sink. From the equilibrium chemisorption process, the compression process is required when temperature difference cannot drive the desorption process. The chemical reaction enthalpy of sorption working pairs stores thermal energy. Desorption of LTS cannot occur during the release process when the ambient temperature is too low, which is common in high latitudes during the winter. In this case, the compressor can be powered by electricity to increase refrigerant pressure. Then, sorption heat can be released at the required output temperature by using a small amount of off-grid electricity.
3. METHODOLOGY

To analyze the dynamic performance of CSTB, detailed evaluations are carried out through simulation. This section introduces the analysis methodology, which includes assumptions, parameter definitions, thermophysical property computations, and model validation. During the heat charging process, heat source temperature is selected from 60°C to 100°C while ambient temperature is in the range of 20-40°C. Temperature ranges of heat source are within the range of low-grade heat utilization, e.g., solar energy. During the heat release process, ambient temperature is selected from -10°C to 10°C, and the output temperature ranges from 40°C to 80°C when considering the application of cold region.

To evaluate the performance of CSTB, a numerical model of CSTB is developed. The numerical model consists of two finned-tube sorption reactors, a diaphragm compressor and the void space between the reactors and the compressor. The lumped parameter method is adopted in each simulation area. The finned-tube sorption reactor model is developed with the following simplified assumptions.

1. The heat conduction of composite sorbent in the axial direction is neglected.
2. The packing density of the composite sorbent inside the unit tube is uniform.
3. Heat loss from sorption reactor and tube is ignored.
4. The non-equilibrium chemisorption is evaluated at an equilibrium pressure drop of 1.0 bar.
5. The mass transfer limitation is ignored in the chemisorption process.

The Clausius–Clapeyron equation for chemisorption working pairs is expressed as Equation 3 [42].

$$\ln(P_{eq}) = \frac{\Delta H}{RT} + \frac{\Delta S}{R}$$

where $P_{eq}$ is the equilibrium pressure; $\Delta H$ is reaction enthalpy of NH$_3$; $\Delta S$ is reaction entropy of NH$_3$; $R$ is gas constant and $T$ is temperature.

The values of $\Delta H$ and $\Delta S$ for SrCl$_2$ and MnCl$_2$ reacted with the ammonia are obtained from Ref. [43, 44], as shown in Table 1.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>SrCl$_2$/NH$_3$ 1-7 [43]</th>
<th>MnCl$_2$/NH$_3$ 2-6 [44]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta H$ (J mol$^{-1}$)</td>
<td>41432</td>
<td>47416</td>
</tr>
<tr>
<td>$\Delta S$ (J mol$^{-1}$ K$^{-1}$)</td>
<td>132.9</td>
<td>228.07</td>
</tr>
</tbody>
</table>

In the reactors, adsorption and desorption rates are evaluated through reaction pressure, reaction temperature and reaction degree. The chemisorption kinetic equations are used in terms of adsorption and desorption processes, which could be expressed as Equations 4 and 5, respectively.

$$\frac{dx}{dt} = A_r \alpha (1-x)^{\alpha_r} \left( \frac{P-P_{eq}(T)}{P} \right)^{\alpha_r} \exp \left( - \frac{E_0}{RT} \right)$$

Figure 1. Schematic diagram of CSTB by using resorption working pair (a) heat charging process; (b) heat release process.
 Stored energy in the cylinder can be obtained from the rotation speed of the compressor.

The operating cycle of the compressor consists of suction process, compression process, discharge process and expansion process. The quasi-steady assumption is adopted in the compressor simulation. During suction process, the cylinder pressure is assumed equal to desorption pressure. During heat release process, cylinder pressure is assumed equal to adsorption pressure. The operating cycle of the compressor follows the first law of thermodynamics in an open system, and energy equation of gas in the cylinder is defined as Equation 7.

\[
\frac{d(mu)}{dt} = \dot{Q} + \dot{m}_{in}h_{in} - \dot{m}_{out}h_{out} - P\frac{dV}{dt}
\]

where \( m \) is the mass of gas in cylinder, \( u \) is the specific internal energy, \( \dot{Q} \) is heat loss, \( P \) is pressure in the cylinder, \( V \) is cylinder volume, \( \dot{m}_{in} \) and \( \dot{m}_{out} \) are the mass flow rate of the inlet and outlet, \( h_{in} \) and \( h_{out} \) are the specific enthalpy of the inlet gas and outlet gas. The variation of cylinder volume with rotation angle is illustrated in Ref. [39].

The compressor model has been validated by the experimental data and manufacture data in Ref. [39]. The maximum deviation between simulation data and manufacturing data is 19%, and the maximum deviation between simulation data and experimental data is 30%. At an inlet pressure of 1 bar and the outlet pressure of 6 bar, the simulation results of the current compressor model are compared with the simulation results in Ref. [39], as shown in Figure 2. The inlet and outlet mass flow rates are well consistent with the reference results, which indicates the accuracy of the compressor model.

The kinetic model of sorption reactor is widely adopted in chemisorption numerical study. The parameters of sorption reactor are obtained from Ref. [45, 46], as shown in Table 2.

### Table 2. The kinetic parameters of SrCl₂ and MnCl₂ reacted with the ammonia.

<table>
<thead>
<tr>
<th></th>
<th>SrCl₂/NH₃:1-7 [45]</th>
<th>MnCl₂/NH₃:2-6 [46]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>Adsorption</td>
<td>Desorption</td>
</tr>
<tr>
<td></td>
<td>0.019</td>
<td>0.125</td>
</tr>
<tr>
<td>mr</td>
<td>2.96</td>
<td>3.02</td>
</tr>
<tr>
<td>E₀</td>
<td>6921</td>
<td>9000</td>
</tr>
</tbody>
</table>

The global conversion rate \( x \) is defined as the ratio of adsorbed molar amount of ammonia and the total molar amount of ammonia, as shown in Equation 6.

\[
x = \frac{n_{ad}}{n_{tot}}
\]

The dynamic model of a diaphragms compressor developed by Najjaran et al. [39] is adopted in the simulation of CSTB. The operating cycle of the compressor consists of suction process, compression process, discharge process and expansion process. The quasi-steady assumption is adopted in the compressor simulation. During suction process, the cylinder pressure is assumed equal to desorption pressure. During heat release process, cylinder pressure is assumed equal to adsorption pressure. The operating cycle of the compressor follows the first law of thermodynamics in an open system, and energy equation of gas in the cylinder is defined as Equation 7.

\[
\frac{d(mu)}{dt} = \dot{Q} + \dot{m}_{in}h_{in} - \dot{m}_{out}h_{out} - P\frac{dV}{dt}
\]
In the void space between the compressor and the reactor, the state of the gas is calculated by Equation 8.

\[
\frac{d(mu)}{dt} = \dot{m}_u \dot{h}_u - \dot{m}_o \dot{h}_o
\]  

(8)

For void space upstream of the compressor, the inlet gas comes from the desorption reactor, and the outlet gas flows to the compressor. For void space downstream of the compressor, the inlet gas comes from the compressor, while the outlet gas is outputted to the adsorption reactor. The pressure in void space is assumed to be reaction pressure, indicating the state in void space has a significant impact on adsorption and desorption processes. In the absence of compression-assisted operation, the inlet gas comes from the desorption reactor, and the outlet gas goes to the adsorption reactor.

The heat input during heat charging process is calculated by Equation 9.

\[
\dot{Q}_{in} = \Delta n_{NH_3,de} \Delta H + c_{MnCl_2} m_{MnCl_2} (T_H - T_{amb})
\]  

(9)

where \( \Delta n_{NH_3,de} \) is the molar amount adsorbed NH\(_3\) in HTS, \( c_{MnCl_2} \) is the specific heat capacity of MnCl\(_2\), \( m_{MnCl_2} \) is the mass of MnCl\(_2\), \( T_H \) is the temperature in HTS, \( T_{amb} \) is ambient temperature.

The heat output of CSTB could be calculated by Equation 10.

\[
\dot{Q}_{out} = \Delta n_{NH_3,ad} \Delta H - c_{MnCl_2} m_{MnCl_2} (T_H - T_{amb})
\]  

(10)

where \( \Delta n_{NH_3,ad} \) is the molar amount of the adsorbed NH\(_3\) in HTS. While the sorption heat is less than the sensible heat of MnCl\(_2\), CSTB is unable to output the heat, and \( Q_{out} \) is assumed as zero under this circumstance.

Compression work for CSTB is calculated by Equation 11. \( P \) is the pressure of cylinder, and the variation rate of cylinder volume with rotation angle is obtained from Ref. [39]. The rotation speed is defined as 1500 rpm in this study. Compression work for CSTB is calculated by integrating Equation 11 throughout the entire simulation time.

\[
W_{comp} = \int -P \, dV = \int -P \, dV \, d\theta \, dt
\]  

(11)

Energy input for CSTB during the heat charging process is calculated by Equation 12.

\[
E_{in} = Q_{in} + W_{comp}
\]  

(12)

The net energy output of CSTB is calculated by Equation 13.

\[
E_{out} = Q_{out} - W_{comp}
\]  

(13)

Energy storage efficiency of CSTB is calculated by Equation 14.

\[
\eta_{storage} = \frac{E_{out}}{E_{in}}
\]  

(14)

Energy storage density in terms of mass of salt can be defined as Equation 15.

\[
ESD_{salt} = \frac{Q_{out}}{m_{salt}}
\]  

(15)

4. RESULT AND DISCUSSION

In this section, the charging and heat release dynamic characteristics are presented by considering various working temperatures and compression process, which significantly influence the working pressure, global conversion rate, and energy density. Then, the performance of STB with and without a compressor is compared. When heat exchanging flow rate of heat source and cold source is large enough, the temperature inside the reactor will be close to the temperature of the source. Since the main purpose of this study is to investigate the heat charging and heat release performance of CSTB with a continuous compression processes, all investigations are conducted at certain desorption and adsorption temperatures. In the charging process, desorption temperature is considered as heat source temperature while adsorption temperature is considered as ambient temperature. During heat release process, the desorption temperature is considered as ambient temperature while the adsorption temperature is considered as heat release temperature.

4.1 Heat charging process

Figure 3 indicates the working pressure of HTS and LTS reactor for CSTB under the conditions of 60-100°C heat source temperature and 20-40°C ambient temperature during the heat charging process. As shown in Figure 3a, the desorption pressure of HTS increases with the increase of working time. The desorption temperature is the main source to determine the working pressure rather than the temperature difference between heat source and environment. The desorption pressure
ranges from 0.2 bar to 1.8 bar. For the adsorption pressure of LTS shown in Figure 3b, the value is much higher than that of the desorption pressure of HTS since the adsorption rate of LTS is lower than the desorption rate of HTS. The gas is accumulated downstream of the compressor until the adsorption pressure reaches a sufficiently high value, which makes the adsorption rate close to the desorption rate.

Since the adsorbent cannot be completely reacted with adsorbate in real application, the global conversion rate is used to reflect the reaction extent of sorption working pairs. Figure 4 indicates the global conversion rate of CSTB under the conditions of 60-100°C heat source temperature and 20-40°C ambient temperature during the heat charging process. The global conversion rate increases with the increase in working time. It is positively related to heat source temperature because the higher temperature usually leads to the larger desorption rate, the lower equilibrium adsorption capacity and the higher equilibrium pressure. For the operating conditions at low heat source temperatures, the global conversion rate is lower at higher ambient temperatures because the equilibrium pressure of LTS reactor increases. The hindrance of adsorption caused by ambient temperature is especially evident at 60°C heat source temperature. Adsorption pressure is low at low desorption temperatures, and the effect of equilibrium pressure on adsorption rate is more evident at the lower adsorption pressure. Therefore, it is necessary to provide a relatively high-temperature heat source for HTS to create enough driving force when ambient temperature is high.

At high heat source temperatures, adsorption pressure is much higher than the equilibrium reaction pressure of LTS. The role of the equilibrium pressure on the global conversion rate is relatively small, which can be explained by Equation 5. Therefore, the hindrance of adsorption caused by ambient temperature is not evident at high heat source temperatures. At 70°C heat source temperature, the global conversion rate at 30°C ambient temperature eventually catches up with that at 20°C ambient temperature, which could reach 64% in an hour. At 80°C heat source temperature, the global conversion rate of the CSTB at ambient temperatures of 20°C and 30°C almost coincide. When heat source temperatures are 90°C and 100°C, the global conversion rates of CSTB at high ambient temperatures gradually exceed those at lower ambient temperatures when sorption process proceeds. The global conversion rate of CSTB at high heat source temperatures increases around 1% and 0.5% when ambient temperature increases from 20°C to 30°C and from 30°C to 40°C, respectively. It is mainly because higher temperatures not only increase the equilibrium pressure but also increases the last term of Equation 5. According to Arrhenius equation, chemical reaction rate increases at higher temperatures. Adsorption pressure becomes higher during the adsorption process of LTS, and the effect of equilibrium pressure continuously declines. If adsorption pressure reaches a sufficient value, such as around 10 bar at 90°C heat source temperature, the higher chemical reaction rate at higher temperatures dominates adsorption rate of LTS. At high heat source temperatures, the global conversion rate of CSTB becomes higher with the increase of ambient temperature. The maximum global conversion rate of CSTB in an hour is 68.6% at 100°C heat source temperature and 40°C ambient temperature. In comparison, the lowest global CSTB conversion rate in an hour is 53.3% at 60°C heat source temperature and 40°C ambient temperature.
Heat input during the charging process consists of the sensible heat of adsorbent and reaction heat stored by adsorbent, as illustrated in Equation 12. Figure 5 indicates the heat input for CSTB under the conditions of 60-100°C heat source temperature and 20-40°C ambient temperature during heat charging process. The initial heat input is the sensible heat of adsorbent, and it can be found that the sensible heat of adsorbent only accounts for a small portion of total heat input. Heat storage process is quicker at higher heat source temperatures because high temperature increases both desorption rate and the equilibrium pressure. Heat input is reduced at higher ambient temperatures when the heat source temperature is low. It is mainly because desorption rate of CSTB is related to adsorption rate. When the adsorption rate is low, gas accumulates downstream of the compressor, and the gas in HTS is difficult to flow into LTS, which causes desorption pressure to rise. Simultaneously, the temperature difference between HTS and environment is lower, and the sensible heat for HTS decreases. However, heat input is slightly higher at higher ambient temperatures when the heat source temperature is high. Hence, adsorption in LTS can promote desorption in HTS, and the effect of ambient temperature on heat stored is similar to that on LTS global conversion rate. The maximum heat input in an hour of heat storage process is around 1550 kJ at 100°C heat source temperature and 40°C ambient temperature, while the minimum heat input is around 1000 kJ at 60°C heat source temperature and 40°C ambient temperature.
Heat charging process ends when all of the ammonia in HTS is desorbed and adsorbed by LTS. Figure 6 indicates the heat input and compression work of a complete heat charging process under the conditions of 60-100°C heat source temperature and 20-40°C ambient temperature. It is indicated that heat input is larger when the temperature difference between heat source and environment is higher because of the sensible heat of HTS. When the heat source temperature is higher and the ambient temperature is lower, the compression work is reduced. This is mainly because the spontaneity of adsorption process is greater under these conditions, and the compressor consumes less work. Because of the increase in heat input, total energy input increases with heat source temperature. Total energy input increases with the increase of ambient temperature when heat source temperature is lower than 80°C, and the input decreases with the increase of ambient temperature when heat source temperature is higher than 80°C. This is because the enhancement of compression work is larger than the reduction of heat input as ambient temperature increases at low heat source temperature, and a reverse situation could happen at high heat source temperature. The minimum total energy input is 2007 kJ, obtained at 60°C heat source temperature and 20°C ambient temperature; the maximum total energy input is 2054 kJ, obtained at 100°C heat source temperature and 20°C ambient temperature. At 60°C heat source temperature and 20°C ambient temperature, the minimum total energy input is 2007 kJ, while the maximum total energy input is 2054 kJ at 100°C heat source temperature and 20°C ambient temperature.

Figure 6. Energy input of CSTB under the conditions of 60-100°C heat source temperature and 20-40°C ambient temperature.

4.2 Heat release process

Figure 7 indicates the working pressure of HTS and LTS reactor for CSTB under the conditions of 40-60°C heat release temperature and -10-10°C ambient temperature during heat release process in winter. As shown in Figure 7a, the desorption pressure of LTS drops with the increase in working time. The desorption temperature is the main source to producing the
working pressure rather than the temperature difference during heat release process. The initial value of desorption pressure at 10°C ambient temperature is high but rapidly decreases while the desorption pressure stabilizes at approximately 0.05 bar at -10°C ambient temperature. When the ambient temperature is relatively high, the desorption process is accelerated, and the desorption rate decreases due to the consumption of stored ammonia. Figure 7b indicates that the adsorption pressure in HTS maintains relatively stable. As mentioned above, the reaction kinetics of HTS is superior to that of LTS. Because the gas in HTS is rapidly adsorbed, the adsorption pressure will not rise as quickly as the heat charging process.

Figure 8 indicates the global conversion rate of CSTB under the conditions of 40-60°C heat release temperature and -10-10°C ambient temperature during heat release process. The conversion rate of CSTB is faster at higher ambient temperatures and lower heat release temperatures. It is because the pressure difference between LTS and HTS decreases as ambient temperature and heat release temperature rise. Ambient temperature has a stronger impact on sorption process than heat release temperature. At 10°C ambient temperature, the global conversion rate of CSTB increases from 55% to 80% in an hour, which is dependent on heat release temperature while the global conversion rate increases from 20% to 50% at 0°C ambient temperature. When ambient temperature is -10°C, the conversion rate is less than 35% in an hour, and sorption cannot proceed at 80°C heat release temperature. The sorption process appears to be hampered at low ambient temperatures. Even with a compression-assisted process, sorption cannot occur if the temperature difference between LTS and HTS is too large. The heat release temperature should be reasonably chosen at a low ambient temperature. Otherwise, hindrance of sorption process is high, which would have a significant impact on the performance during heat release process.

Figure 7. Desorption and adsorption pressure of CSTB under the conditions of 40-60°C heat release temperature and -10-10°C ambient temperature (a) LTS; (b) HTS.
Figure 8. The global conversion rate of CSTB vs. the working time under the conditions of 40-60°C heat release temperature and -10-10°C ambient temperature.

Figure 9 shows heat output of CSTB during the heat release process. Heat output is evaluated by ammonia adsorption heat and sensible heat of HTS. Initially, adsorption heat is used for heating HTS to reach heat release temperature, and no heat output power can be found. Preheating time depends on both the global conversion rate and temperature difference between heat supply and environment. The shorter preheating time is obtained at lower heat release temperatures and higher ambient temperatures. At low heat release temperatures and high ambient temperatures, the global conversion rate of CSTB is higher and sensible heat of HTS is lower, which could reduce the preheating time. The shortest preheating time is 61 s at 40°C heat release temperature and 10°C heat release temperature, while the longest preheating time is around 1000 s at 60°C heat release temperature and -10°C heat release temperature. CSTB can provide a useful heat output after preheating process. Heat output is larger when ambient temperature is higher. Also, the higher heat output power can be obtained by decreasing heat release temperature. It is noted that low heat release temperature should be selected at extremely low ambient temperature to ensure sufficient heat output power. According to the heat output curves of 10°C ambient temperature, heat output power drops in the later stage of heat release process. It is because the desorption rate decreases with the increase of the global conversion rate, as illustrated in Equation 5.

Figure 10 shows ESD of CSTB during heat release process, which is defined as heat output per kilogram of adsorbent. The maximum heat output in an hour is 950 kJ·kg⁻¹ at 40°C heat release temperature and 10°C ambient temperature while the minimum heat output in an hour is 150 kJ·kg⁻¹ under the condition of 60°C heat release temperature and -10°C ambient temperature. It is indicated that the average heating power of 1 kg MnCl₂ adsorbent is as high as 0.26 kW at 10°C ambient temperature and 40°C heat release temperature, which demonstrates good heating performance. In severe cold environment of -10°C, 1 kg MnCl₂ adsorbent can provide 0.042 kW heating power at 60°C heat release temperature. As power density is low under severe cold environment, sufficient HTS is required for heat supply to meet the requirements of heating power. Another choice is to decrease heat release temperature to ensure heating power. When heat release temperature decreases to 40°C, heating power of 1 kg MnCl₂ rises to 0.85 kW. Although power density is low in severe cold regions, heat supply time is extended. It can be concluded that different design strategies of CSTB should be adopted in different working environments. When ambient temperature is extremely low in winter, the reactor should be designed large enough to load sufficient HTS to ensure heating power. Similarly, the reactor should be designed smaller when ambient temperature is relatively high in winter. As heat supply time is shorter at higher ambient temperatures, more reactors should be established for the continuous heat supply.
Figure 9. Heat output of CSTB vs. the working time under the conditions of 40-60°C heat release temperature and -10-10°C ambient temperature.

Figure 10. Energy storage density of CSTB vs. the working time under the conditions of 40-60°C heat release temperature and -10-10°C ambient temperature.

Figure 11 indicates energy storage efficiency of CSTB under the conditions of 40-80°C heat release temperature and -10-10°C ambient temperature during heat release process. Energy storage efficiency reaches a higher value at lower heat release temperatures and higher ambient temperatures. This is mainly because the global conversion rate and heat output are larger. Simultaneously, compression work declines at lower pressure difference between HTS and LTS, which further increases net energy output. At 40°C heat release temperature and 10°C ambient temperature, almost 60% of the input energy is consumed in an hour, which shows good energy utilization efficiency. Under the condition of 60°C heat release temperature and -10°C ambient temperature, energy storage efficiency only reaches around 8% in an hour. It is indicated that the energy storage efficiency can reach a high value at high ambient temperatures and low heat release temperatures. Due to the slow heat output process at the extreme cold of -10°C, long heat supply times of several hours are needed for good heat storage efficiency.
This research was supported by National Natural Science Foundation of China (No. 52276022) and supported by the Basic

Figure 11. Energy storage efficiency of CSTB vs. the working time under the conditions of 40-60°C heat release temperature and -10-10°C ambient temperature.

5. CONCLUSION

Conclusion may include advantages, limitations, and possible applications. A CSTB using MnCl₂ and SrCl₂ as working pairs with a reciprocating compressor is investigated to present the dynamic working performance when considering the continuous compression process. After the detailed description of the system and dynamic model, the dynamic behaviour of CSTB under varying operating conditions is examined to reveal the transient characteristics of different parameters (adsorption/desorption pressure and global conversion rate) and performance indices (ESD and energy storage efficiency). Besides, the overall performance of the CSTB is compared to those of STB, and the performance-limiting factors of the compression process are identified in the charging and heat release processes. The main conclusions are yielded as follows:

1. During the heat charging process, both adsorption pressure and desorption pressure decrease with the increase in working time. Higher global conversion rates are obtained at higher heat source temperatures. During heat charging process, the maximum heat input of 1558 kJ in an hour is obtained at 100°C heat source temperature and 40°C ambient temperature. Considering heat input and compression work, energy input during the heat charging process is lower at lower heat source temperatures. The minimum total energy input is 2054 kJ, which is obtained at 60°C heat source temperature and 20°C ambient temperature. During heat release process, desorption pressure decreases with the increase of working time while adsorption pressure almost keeps constant. The global conversion rate is higher at lower heat release temperatures and higher ambient temperatures. At 10°C ambient temperature, heat output in an hour is about 950 kJ kg⁻¹, with an average output power of up to 0.26 kW. In severe cold environment of -10°C ambient temperature, heat output power per kg adsorbent is as low as 0.042 kW. Heat storage efficiency in an hour varies from 8% to 60%, depending on ambient temperature and temperature difference between HTS and environment.

2. Compared to STB without compression-assisted process, CSTB shows the preferable performance at low ambient temperature. Heat charging process of CSTB can proceed under some conditions that sorption process of STB cannot occur. During heat release process, sorption process of STB cannot occur at extremely low ambient temperatures and high heat release temperatures, while CSTB can supply heat under most circumstances. The conversion rate, energy storage density, and energy storage efficiency of CSTB are higher than that of STB, except under the conditions of high ambient temperatures and low heat release temperatures. At 40°C heat release temperature and 10°C ambient temperature, energy storage density of STB is 47 kJ kg⁻¹ larger than that of CSTB, and energy storage efficiency of STB is 3% higher than that of CSTB. When ambient temperature drops to 0°C, ESD of STB decreases to 310 kJ kg⁻¹, which is 50% lower than that of CSTB.

The decarbonised heating would play a more important role in the next few decades. CSTB could be considered as a method to solve the problem for seasonal energy storage and utilization. With compression-assisted process, heat charging and release processes could be accelerated with a higher thermal performance and system flexibility. Future work of CSTB should lie in the accurate control of the compressor, thermal design of sorption reactor and effective match among the components in real testing conditions.
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ABSTRACT

The critical role of thermal energy storage (TES) in the net-zero energy transition future has been widely recognised, particularly for addressing challenges associated with variable renewable energy generation, waste heat utilisation, and energy supply and demand mismatches. There are mainly three types of TES technologies (sensible, latent and thermochemical), this work is concerned with thermochemical energy storage (TCES). The TCES is commonly regarded as a long-duration energy storage technology, but it can also be used for short- and medium-term applications. This work studies a packed bed-based TCES system, with a specific focus on district/domestic space and water heating applications. The work experimentally investigated the performance of a 7.5 kWh TCES system using both a pure sorbent (silica gel) and a salt hydrated based composite thermochemical material (CTCM) named BCES-CTCM-130. The temperature profiles at different locations in the system were monitored and the effects of charging/discharging flow rates and temperatures on the system performance were examined. The charging/discharging efficiency and system Coefficient of Performance (COP) are evaluated. The results showed a temperature lift of ~30 °C is achievable and the outlet temperature remained above 35 °C for more than 7 hours. Also, the CTCM has charging and discharging efficiencies of ~56% and ~71%, respectively, with an overall COP of 0.39. The COP would increase to 0.58 if the exhaust heat in the charging process could be utilised. Compared to pure thermochemical material, the BCES-CTCM-130 showed a higher temperature lift and a higher efficiency.

Keywords: Thermochemical energy storage, Sorption based heating system, Solid-gas system, Packed bed reactor

Nomenclature

<table>
<thead>
<tr>
<th>General</th>
<th>Subscripts</th>
<th>Greek symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1,…,Cn</td>
<td>bed</td>
<td>W</td>
</tr>
<tr>
<td>h</td>
<td>cha</td>
<td>θ Relative humidity in %</td>
</tr>
<tr>
<td>m</td>
<td>dis</td>
<td>Ø</td>
</tr>
<tr>
<td>P</td>
<td>da</td>
<td>W Humidity ratio in kg_water/kg_dry</td>
</tr>
<tr>
<td>Pp,e,c</td>
<td>g</td>
<td>ϕ Relative humidity in %</td>
</tr>
<tr>
<td>Pp,e,d</td>
<td>heater</td>
<td></td>
</tr>
<tr>
<td>Pp,v</td>
<td>in</td>
<td></td>
</tr>
<tr>
<td>Pp,ss</td>
<td>out</td>
<td></td>
</tr>
<tr>
<td>Q,des</td>
<td>t</td>
<td></td>
</tr>
<tr>
<td>Q,ach</td>
<td>Total</td>
<td></td>
</tr>
<tr>
<td>Q,1,in</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q,heater</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>Total</td>
<td>η Thermal efficiency</td>
</tr>
</tbody>
</table>

1. INTRODUCTION

In recent years, there has been a notable increase in energy consumption, resulting in a corresponding rise in the use of conventional fossil fuels. Unfortunately, this trend has led to elevated greenhouse gas emissions, posing more risks due to global warming [1]. Between 1990 and 2021, the world’s annual carbon dioxide (CO₂) emissions, raised from 22.7 billion tonnes to 37.1 billion tonnes. This upward trend highlights the alarming growth in emissions over the past three decades which required an urgent solution [2]. The International Energy Agency [3] indicates that 40% of global total energy consumption took up by building applications which results in 24% of global CO₂ emissions. Looking into the building sector, energy consumption was mainly used for space heating and hot water generation for the residents. In line with carbon neutralisation objectives, renewable energy sources are projected to take an increasing share of the global energy production...
landscape. However, one of the challenges faced by renewable energy sources is the mismatches in time, space and energy grade between energy supply and demand, hampering their deployment compared to conventional fossil fuels [4]. According to Gong et al. [5], the current district heating system experiences the fourth generation which utilised the integration of renewable energy or low-grade waste heat sources for heat provision. To overcome the issues related to the intermittent nature of renewable energy and low-grade waste heat sources, the dependence on specific time, space and grade availabilities, and the flexibility in energy end use, thermal energy storage (TES) has a pivotal role to play [6]. TES can also help facilitating sector coupling and decarbonising the next generation district heating and cooling systems [7]. Integrated TES in district heating systems provides means to store excess energy generated during periods of high production and release it when demand is greater or when energy sources are not actively generating energy [8]. Therefore, the discontinuity of energy supply can be mitigated, and shifting the load to off-peak times to reduce the CO₂ emissions, leads to a more reliable and flexible energy system [9].

TES can be categorized into three main types: sensible energy storage, latent energy storage, and thermochemical energy storage. The sensible TES involves storing and releasing the energy in the form of temperature difference of a storage medium by heating or cooling it. The latent TES stores energy through the phase change of a storage medium, which can be a solid-liquid or a liquid-gas phase transition, allowing for a high storage capacity than the sensible heat storage and more stable charging and discharging process [10]. Thermochemical energy storage (TCES) utilizes reversible sorption and/or chemical reactions to store and release energy [11]. TCES is considered the most suitable seasonal storage method compared to the sensible and latent TES due to its high energy density and minimal energy losses during the storage stage [12]. Figure 1 illustrates the basic principle of the TCES technology.

![Figure 1. Thermochemical energy storage concept](image)

During the charging process, heat is supplied to alter chemical bonds between reactants and/or sorption pairs (A and B) through an endothermic reaction. As a result, the thermochemical materials (TCM) undergo dissociation, and the separated components can be stored independently at the ambient temperature. In the discharging process, the separately stored reactants and/or sorbent pairs recombine to produce the chemical bonds (AB), releasing stored thermal energy due to exothermic reaction. This reversible process allows for efficient storage and retrieval of thermal energy in TCES systems [14]. Contemporary TCES systems are still suffering from a number of drawbacks, including system complexity, materials durability/cyclability and low system-level performance.

This study reports an experimental study on a solid-gas packed bed based TCES system using sorption pairs as the thermochemical materials. A comparison of the pure sorbent and composite sorbents is made to illustrates the advantages of the use of composite TCM. Both process efficiencies (charging and discharging) and the system-level performance in the form of the so-called Coefficient of Performance (COP) are evaluated for domestic heating applications though the conclusions are also expected to be applicable to some industrial applications. Fundamentally, the work also seeks to understand the potential use of the TCES system to district/domestic heating applications.

2. METHODOLOGIES

This section covers the used methodology to build and test a TCM based thermal energy storage system that be used for heating applications, which includes the materials selection and preparation, test rig configuration, experimental procedure and corresponding efficiencies evaluation were presented.

2.1. Materials selection and preparation

Among all solid-gas TCM, salt hydrates offer several advantages of suitable exothermic temperature, high energy storage
density and cheap that make them attractive for various applications, particularly in district/domestic heating [17]. N’Tsoukpoe et al. [18] systematically investigated 45 pre-selected salt hydrates, strontium bromide (SrBr₂) emerged as the most promising candidate from the thermodynamic perspective and cyclability. While salt hydrates offer several advantages, it is essential to address some of the associated drawbacks. These include slow thermodynamics and kinetics, issues with agglomeration and swelling, as well as limitations in mass transfer due to permeability and porosity concerns [19],[20]. To overcome the limitations, the concept of using composite materials has been proposed such as preventing salt agglomeration and swelling and improving the thermal conductivity of the reactor bed [21]. During experiments, composite thermochemical materials (CTCM) was a combination of salt hydrate embedded within a porous matrix. The high molar reaction enthalpy, good revisability, well cyclability and well performance in mass transfer make it a potential candidate as thermochemical material [22]. Therefore, salt hydrated was selected as the thermochemical material in this work and porous host matrix structure could support the materials and enlarge the adsorption surface area as well as improve the heat and mass transfer over cycles [23]. The other was pure sorbent (silica gel, brought from Brownell limited) which runs as a reference for the comparison to investigate the performance improvement of the CTCM as shown in Figure 2.

![Figure 2. Pure sorbent silica gel and composite thermochemical materials used in packed bed reactor](image)

2.2. Experiment test rig setup

As aforementioned, the TCES technology remains at a low technology readiness level. Therefore, a prototype TCES system (with a designed capacity of 7.5 kWh) was designed, constructed, and commissioned to test the system-level performance. Figure 3 is the schematic diagram of the preliminary TCES system. The system configuration includes a packed bed reactor an axial fan that provided working fluid air, an inline heater as an energy source during the charging process, a humidification unit that provided water vapour during the discharging process and a heat exchanger with cold water tank for heat recovery. To further access the temperature profile within the reactor bed, six thermocouples were installed and named T1 to T6 from the bottom to the top layer with 100 mm gap. Additional thermocouples, humidity sensors and a flowmeter were fitted at different locations in the system to measure the operating parameters of the system.

![Figure 3. TCES system (a) Schematic diagram (b) Lab test rig setup](image)

2.3. Experimental procedure

The experimental procedure was composed of three steps: charging, storage, and discharging. The charging (desorption) process was done by introducing hot air through the bed to remove the adsorbate (water). The inlet airflow was from a blower at ambient temperature, heated to 130 °C using inline heater element before entering the reactor bed. During the storing step, the system was cool down to ambient temperature and waited for further utilisation. The discharging (adsorption) process
was done by passing moist air through the bed, enabling the thermochemical reaction to take place. The stored heat was released from the materials and provided a temperature lift for the system outlet.

2.4. TCES system performance analysis

To examine the thermal efficiency of the TCES system during the charging process, a ratio of total desorption energy in the reactor to the total energy consumption of the system was used and as shown in equation (1).

$$\eta_{cha} = \frac{Q_{des}}{Q_{heater} + P_{F,c}} = \frac{\dot{m}(h_{out,bed,cha} - h_{in,bed,cha})}{\dot{m}(h_{out,heater} - h_{in,heater}) + P_{F,c}}$$

(1)

Where $Q_{des}$ is the total energy required for the charging (desorption) process and it was calculated using the enthalpy difference of air at the reactor inlet and outlet in kJ, considering that 5 - 10% of this energy can be lost to the environment. $Q_{heater}$ is the total energy consumption by the inline heater which is calculated using the enthalpy difference of air at the heater inlet and outlet in kJ. $P_{F,c}$ is the energy consumption by the axial fan given by the manufacturer in kJ. $\dot{m}$ is the air mass flowrate in kg/s and $h$ is the specific enthalpy in kJ/kg.

The discharging thermal efficiency of the system is defined as a ratio of the total energy released by TCM through adsorption to the total energy consumption during the discharging process, shown in the following equation (2).

$$\eta_{dis} = \frac{Q_{ads}}{Q_{des} + P_{F,d}} = \frac{\dot{m}(h_{out,bed,dis} - h_{in,bed,dis})}{\dot{m}(h_{out,bed,cha} - h_{in,bed,cha}) + P_{F,d}}$$

(2)

Where $Q_{ads}$ is the total energy released during the discharging (adsorption) process and it was using the enthalpy difference of air at the reactor inlet and outlet in kJ. While the total energy consumption is consisting of the total amount of energy required for the charging process, $Q_{dis}$ and the power consumed by the axial fan, $P_{F,d}$ given by the manufacturer in kJ.

The Coefficient of Performance (COP) was estimated to assess the overall system performance. It could be defined by the ratio of the total energy released during adsorption to the total energy consumption of the TCES system in both charging and discharging, according to Equation (3)

$$COP = \frac{Heating\ effect}{Total\ energy\ consumption} = \frac{Q_{ads}}{Q_{t,lin}} = \frac{Q_{ads}}{Q_{heater} + P_{F,c} + P_{F,d}}$$

(3)

where $Q_{t,lin}$ is the total energy consumption for one specific charging and discharging cycle, including total energy consumption by the inline heater and power consumption of the axial fan in both charging and discharging. From abovementioned, efficiencies calculation included the specific enthalpy of the moist air which can be expressed by the summation of individual partial enthalpies from [24].

$$h_t = h_{da} + W \cdot h_g$$

(4)

$$W = 0.62198 \times \frac{P_w}{P - P_w}$$

(5)

Where $h_t$ is the total enthalpy of the mixture, $h_{da}$ is the specific enthalpy of dry air, $h_g$ is the specific enthalpy of saturated water vapour, $W$ is the humidity ratio given, $P$ is the total barometric pressure and $P_w$ is the water vapour pressure which could be calculated as follows in Equation (6).

$$P_w = \varnothing \times P_{ws}$$

(6)

Where $\varnothing$ is the relative humidity and $P_{ws}$ is water vapour saturation pressure shown in Equation (7).

$$P_{ws} = \frac{C_1}{e^{T} + C_2 + C_3 T + C_4 T^2 + C_5 T^3 + C_6 \ln(T)}$$

(7)

Where $T$ is the dry bulb temperature in Kelvin, $C_1, ..., C_6$ are the constants as shown in Table 1.

<table>
<thead>
<tr>
<th>Constants</th>
<th>Values</th>
<th>Constants</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>$-5.8 \times 10^3$</td>
<td>$C_4$</td>
<td>$4.17610^{-3}$</td>
</tr>
<tr>
<td>$C_2$</td>
<td>1.3915</td>
<td>$C_5$</td>
<td>$-1.44510^{-3}$</td>
</tr>
<tr>
<td>$C_3$</td>
<td>$-4.86410^{-2}$</td>
<td>$C_6$</td>
<td>6.545</td>
</tr>
</tbody>
</table>
3. RESULTS AND DISCUSSION

Figure 4 illustrates the charging process result for pure sorbent silica gel and CTCM. The red and orange curves are the inlet temperature and outlet temperature of the reactor, respectively. The remaining curves are the temperature sensors inside the reactor with a 100mm distance from bottom to top (T1 to T6). For the charging process, the temperature increases rapidly and reaches the first peak at the first 20 minutes in all positions then slowly drops down. The theory behind this phenomenon is the latent heat of water evaporation during TCM dehydration (desorption process) led to a reduction in temperature. The first layer has the shortest period for breaking the bonded energy between water and TCM itself as its position is close to the inlet air at the bottom. Oppositely, the top layer has the longest period due to its position at the top layer within the reactor bed. Finally, once the TCM became unsaturated, the temperature of the materials will increase again until it reaches the full charge mode. In terms of operating parameters, they experienced the same conditions during experiments which included a regeneration temperature of 130°C and an air flowrate of 1650 L/min. It could be seen from the figures, the charging process temperature for both TCMs was nearly identical, the difference in the comparison was the water evaporation stage. Due to materials properties, salt hydrated with porous matrix undergo a thermochemical reaction (chemisorption) which is different from the physisorption of silica gel. The CTCM has a faster dehydration kinetic, and reduced duration of full charge. Therefore, the charging duration of CTCM is 3.75 hours which is slightly shorter compared to 4 hours of silica gel.

![Figure 4: Experiment results of charging process for (a) silica gel (b) CTCM](image)

Regarding discharging process, the temperature dramatically increases in the first half-hour due to water vapour in moist air reacting with TCM to allow the thermochemical reaction to take place (adsorption process). After TCM reached a peak temperature for a while and declines gradually one by one to its stable temperature. This means that the thermal energy stored during the charging process was released by the exothermic reaction. Normally, there are two criteria to examine the feasibility of TCM in further applications. One is the ability to rise the system outlet temperature (temperature lift), and the other is the potential to provide a sufficient duration of hot outlet temperature to the end users. Figure 5 presents the discharging process of both the pure sorbent silica gel and the CTCM. Similarly, the blue and orange curves are the inlet temperature and outlet temperature of the reactor, respectively. The rest of the temperature curve represents the sensors inside the reactor. The same conditions were applied to both candidates during experiments which included an inlet temperature of 17 °C, air flowrate of 1450 L/min and inlet relative humidity of 60%. Unlike the charging process, the discharging process significantly indicated differentiation. Firstly, CTCM performed a higher peak temperature of 56°C compared to 45°C for silica gel resulting in a higher temperature lift of ~ 30°C. The CTCM effectively increase the maximum adsorption temperature and have a faster decreasing rate of outlet temperature than silica gel. This difference can be attributed to the varying reaction kinetics between the two materials. CTCM demonstrated a faster chemisorption phenomenon, leading to a more rapid and efficient adsorption process.
Following the above methodology, the charging/discharging efficiency and COP of both silica gel and CTCM experimental results were evaluated as shown in Table 2. Under the same operating conditions, CTCM experimental result performs higher efficiencies in charging, discharging and COPs, respectively. However, the difference is not significant for charging efficiency. This may be due to the shorter charging duration of CTCM which reduces the energy consumption of the axial fan and less heat losses to surrendering. The other is in the discharging process, a larger temperature lift of CTCM indicates more thermal energy releasing and higher discharging efficiency. Therefore, the thermal performance of CTCM would be better than the results of silica gel and further experimental investigation will focus on the CTCM.

<table>
<thead>
<tr>
<th>Efficiencies</th>
<th>Charging (%)</th>
<th>Discharging (%)</th>
<th>COP (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure sorbent – silica gel</td>
<td>48.32</td>
<td>42.00</td>
<td>0.358</td>
</tr>
<tr>
<td>BCES-CTCM-130</td>
<td>50.69</td>
<td>47.61</td>
<td>0.416</td>
</tr>
</tbody>
</table>

A lower COP is calculated compared to the values from the literature, there could be two reasons. One is the outlet air from the reactor during the charging process was vented to the ambient directly. Instead of wasting the high temperature from the reactor outlet, a heat exchanger could help to recover that part of the thermal energy by connecting the outlet to the inlet of the reactor in order to preheat the cold air from the axial fan. The other is the energy generated by the TCES is underestimated due to the part of the heat that will continuously generate beyond the discharging duration. Thus, it should consider that portion of heat during the calculation of the overall system efficiency. Moreover, systematic experiments should be done to acquire optimal operating conditions for maximum COPs including setting temperature, relative humidity, and air flowrate. Thus, the effect of inlet air flowrate during discharging process was explored to optimise the COP as shown in Figure 6.

![Figure 5. Experiment results of discharging process for (a) silica gel (b) CTCM](image)

![Figure 6. Efficiencies and COP variation under different flowrate](image)
of an extra preheating heat exchanger installed. Although the enhancement is not yet finished, the prospect of improving COP is achievable.

![Figure 7](image)

**Figure 7.** Outlet temperature after 7 hours discharging under different flowrate

Also, a comparison of outlet temperature between experiments was plotted as presented in Figure 7. A higher flowrate resulted in a lower outlet temperature during the discharging process. Although the amount of heat stored in TCM was constant since the full charge completed, the rate of heat released would increase due to the high flowrate within the bed. Consequently, a lower outlet temperature was observed for the same discharging duration and an optimal flowrate of around 1283 L/min is recommended for further systematic study in terms of efficiencies. Lastly, BCES-CTCM-130 would be advocated for heating applications which performs higher temperature lift and higher efficiencies.

### 4. CONCLUSION

The feasibility of applying TES in domestic heating applications has been experimentally investigated in this work, where a packed bed based system with a capacity of 7.5 kWh has been built and tested. Two types of thermochemical materials were applied for comparison, pure sorbent silica gel and the other is composite of salt hydrated embedded in the porous matrix. The results indicate that the BCES-CTCM-130 exhibit promising potential for district and domestic heating applications due to their ability to achieve an outlet temperature of 35°C following discharging process, along with an impressive temperature lift of 30°C. In terms of system-level efficiencies, the comprehensive performance of CTCM surpasses that of pure sorbent. Also, the experimental study of CTCM achieved its highest coefficient of performance (COP) value of 0.39 at an air flowrate of 1283 L/min. However, the COP evaluated in this study was lower compared to values reported in other literature. This is due to the huge energy consumption in the charging process. One potential solution is to install a preheat heat exchanger which harnesses the hot air from the outlet to recover thermal energy. As a result, the system COP could be increased to 0.58 theoretically. Future investigations will primarily concentrate on altering additional operating parameters such as inlet temperature and inlet relative humidity to optimise the thermal performance of the TCES system.
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Abstract

Effectively utilizing the inherent heat storage capacity of the district heating network (DHN) is equivalent to applying a heat storage tank in the heating network system. By adjusting the operation of the heating network system, when the heat demand of the heat user is low, the heat is stored in the network system. When the heat demand of the heat user is high, the excess heat in the network system is released to the heat user. The “heat storage tank” can improve the flexibility of heat output from regional boiler rooms and thermal power plants. This paper theoretically analyzes the dynamic heat storage and release process of the heating network system, defines the heat storage capacity of the heating network system as “the difference between the heat storage amount in the heating network system under heat storage adjustment operating conditions and under actual operating conditions”, and defines temperature-increasing type, flow-increasing type and comprehensive heat storage adjustment. The theoretical heat storage capacity of the heating network system under regulation; and takes the Yongtai Heating Plant heating network system in Beijing as a research target for case analysis. The results show that when using temperature-increasing type heat storage regulation, there is a large difference in heat storage capacity between early/late cold periods and severe cold periods in heating network systems, but their trends are consistent and decrease with increasing relative heating load ratio; when using flow-increasing type heat storage regulation, the heat storage capacity of the heating network system is small, with a maximum heat storage capacity of 3.09MWh, and its trend is different from that of temperature-increasing type heat storage regulation. The heat storage capacity of this regulation method increases with increasing relative heating load ratio; when using comprehensive heat storage regulation, release this part of stored heat to users under this regulation method, which can maintain heating time from 0.33h to 4.71h, and as relative heating load ratio increases, this part of stored heat can maintain heating time decreases accordingly.
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1. INTRODUCTION

The thermoelectric coupling characteristics of cogeneration units limit the flexibility of the system. Because the utilization
of renewable energy has time periodicity, this characteristic is not conducive to the utilization of renewable energy and the large-scale development of renewable energy. Therefore, it is of great significance to realize the thermoelectric decoupling of cogeneration units\(^1\). At present, there are three ways to improve the peak shaving capacity of thermoelectric units\(^2-3\): one is to add electric boilers, heat storage tanks, large heat pumps and other thermal electrolytic coupling equipment\(^4-7\); the second is to repair the structure of the thermoelectric unit itself, such as compensation heating and deep peak shaving technology\(^8-9\); the third is to develop the system’s peaking capacity in depth, use the thermal inertia of the heating pipe network system and the building to store heat, and relieve the constraint of the "heat-determined electricity " mechanism\(^10-13\). The core idea of this technology is to use the continuously expanding heating area of urban heating network systems and their intricate branches represent a huge water capacity in the network. In practical applications, this part of the water capacity can be regarded as a ready-made “heat storage tank”. By adjusting the operation of the heating network system, when the heat demand of the heat user is low, the heat is stored in the heating network system. When the heat demand of the heat user is high, the excess heat in the heating network system is released to the heat user. The “heat storage tank” can improve the flexibility of heat output from the heating network system. With the country vigorously promoting “Internet + heating” technology, most heating companies in China have completed the transition from manual operation to automated operation. The informatization, digitalization and intelligent heating platform are gradually being built, creating a feasible objective environment for precise monitoring and heat storage regulation of urban heating network systems\(^14-16\).

This paper theoretically analyzes the dynamic heat storage and release process of the heating network system, defines the heat storage capacity of the heating network system as “the difference between the heat storage amount in the heating network system under heat storage adjustment operating conditions and under actual operating conditions”, and defines temperature-increasing type, flow-increasing type and comprehensive heat storage adjustment. The theoretical heat storage capacity of the heating network system under regulation; and takes the Yongtai Heating Plant heating network system in Beijing as a research target for case analysis.

2. METHODOLOGY

2.1. heat storage regulation principle of DHN

Large-scale regional heating systems have a considerable water capacity in their fluid transmission and distribution networks, and have great potential for participating in system heat storage and release. The heating delay characteristics of heating network systems also provide adjustment space for system heat storage and release. The principle of heat storage regulation in urban heating network systems is shown in Figure 1.

In the process of heat storage and release in the heating network system, it is set that when the indoor temperature is high or the relative heating load ratio of the heat user is low during the day, it is the heat storage period; when the outdoor temperature is low or the relative heating load ratio of the heat user is high during the day, it is the heat release period to achieve “peak shifting and valley filling” of heat load for heat users.

![Figure 1. Heat storage regulation flow chart of urban heating network system](image)

By using the delay characteristics and water capacity of the heating network system for heat storage and release, during the heat storage period, the heat output \(Q_1\) of the heat source is increased by increasing the supply and return temperature \(\tau_1\) of the primary heating network or increasing the flow rate \(G_1\) of the circulating water pump of the primary heating network. The three-way regulating valve on the heat side of the heat exchange station is controlled accordingly to enable the heat required by the heat user \(Q_2\) to exchange heat with the cold side fluid through the heat exchanger in the heat exchange station, always keeping the supply water temperature \(t_0\) of the secondary heating network at a set temperature. The excess heat \(Q_3\) is combined with the heated hot water through the return water pipe after heat exchange. The return water temperature \(\tau_2\) of the primary heating network rises, and excess heat is stored in the primary network through this
adjustment method, ultimately improving the heat output of the heat source during the heat storage period and improving the heat output of the heat source when indoor temperature is high or relative heating load ratio of heat users is low during day.

During the heat release period, restore to original centralized heating operation adjustment method. Since part of heat was stored in return water pipe of heating network system during heat storage period, without using high heat output from heat source, supply water pipe of heating network system can reach set operating conditions under original centralized heating operation adjustment method. Ultimately reduce heat output from heat source during release period and reduce its output when outdoor temperature is low or relative heating load ratio of users is high during day.

2.2. heat storage capacity analysis of DHN

The heat storage capacity of the pipe network is defined in this article as “the difference between the heat storage capacity of the heating pipe network system under the heat storage regulation operating conditions and the actual operating process under the reference operating conditions.” The heating pipe network system can adjust its heat storage capacity through certain heat storage operations (increasing the supply water temperature of the primary heating network or increasing the circulation flow rate of the primary heating network). When the supply water temperature of the primary heating network and the circulation flow rate of the primary heating network reach their maximum values, the maximum heat storage capacity of the heating pipe network system is reached.

From a macro perspective, when the adjusted heat supply from the heat source is higher than the heat demand of each heat user, the excess heat supply is stored in the heating water, and the heat storage capacity of the heating pipe network system increases. This part of the heat storage can be released when it is necessary to reduce the heat output of the heat source. While ensuring the quality of heating for heat users, it reduces the heat supply from the heat source.

As mentioned earlier, pipe network heat storage and release ultimately manifest as changes in the average temperature of thermal media within the pipe network. Under normal operating adjustment modes for heating systems, thermal conditions in pipe networks are close to steady state and do not participate in system heat storage and release. Dynamic adjustment of supply water temperature from a heat source or changing circulation flow rate in a primary network can actively utilize pipe network heat storage capacity. Therefore, during calculation of heat storage capacity for a heating pipe network system, as in Equation (1).

\[ Q_{st} = C_p \cdot M \cdot \Delta T \]  

In the formula: \( Q_{st} \) is the heat storage capacity of the heating network system, in kJ; \( C_p \) is the specific heat capacity of water at constant pressure in the heating network system in J/(kg·K); \( M \) is the water capacity of the heating network system, in kg; \( \Delta T \) is the increase in temperature of the buried pipes in the heating network system due to heat storage regulation, in K.

3. RESULTS

3.1. thermal condition of temperature rising heat storage adjustment

Under temperature-increasing heat storage regulation, the heating pipe network system increases the supply water temperature of the primary heating network during the heat storage period and restores the increased supply water temperature of the primary heating network to the reference temperature during the heat release period. The trend of supply and return water temperature changes and heat storage and release under this heat storage regulation mode of the heating pipe network system is shown in Figure 2.

![Figure 2. Dynamic thermal conditions of DHN under temperature-increasing heat storage regulation](image-url)
Figure 2 shows the dynamic heat storage and release process of the primary heating network under changes in heat source supply water temperature. During the heat storage process, the heat source starts to supply excess heat from time $t_1$. After a period of time, the supply water temperature of the primary heating network rises from the reference value $\tau_1$ to the upper limit of pipe network transmission temperature $\tau_{1,\text{max}}$. After high-temperature water reaches each heat exchange station, excess heat is returned to the return water pipe network through three-way regulation. The high-temperature water with the shortest circulation cycle returns to the heat source at time $t_2$, causing changes in the return water temperature of the primary heating network at the heat source. At time $t_3$, high-temperature water with the longest circulation cycle returns to the heat source, and the temperature distribution of thermal media in the return water pipe network reaches a new steady state. Since the supply water temperature and circulation flow rate of the heating pipe network system remain unchanged, during time $t_2$-$t_3$, excess heat supplied by the heat source gradually decreases and returns to baseline heating state at time $t_3$. During heat storage process, polygon A-a-a’-c-C-B-A characterizes system’s actual thermal load; polygon A-a-b-c-C-B-A characterizes actual heat supply from heat source; therefore polygon a-a’-c-b-a characterizes total heat storage capacity of pipe network.

Similar to heat storage process, during heat release process of heating pipe network system, return water temperature of primary heating network also exhibits certain time lag. Heat source’s supply water temperature begins to decrease at time $t_4$; return water temperature of heating pipe network system responds at time $t_5$. When return water temperature of primary heating network at heat source decreases to reference value $\tau_1$, pipe network’s heat release process ends. During time $t_5$-$t_6$, heat supply from heat source continues to increase and returns to reference value at time $t_6$.

Based on comparison between baseline operating conditions and maximum heat storage conditions shown in Figure 2 for primary heating network, calculation process for theoretical heat storage capacity under temperature-increasing heat storage regulation mode is as in Equation (2).

$$\text{CAP}_t = c_p \cdot M_{\text{dhn}} \cdot (\tau_{1,\text{max}} - \tau_1)$$  \hspace{1cm} (2)

In the formula: $\text{CAP}_t$ is the theoretical heat storage capacity of the primary heating network under temperature-increasing heat storage regulation, in J; $\tau_{1,\text{max}}$ is the maximum temperature that the medium in the primary heating network can withstand, in °C; $\tau_1$ is the reference supply water temperature of the primary heating network, in °C; $M_{\text{dhn}}$ is the total water capacity of the primary heating network, in kg.

From Equation (2), it can be concluded that under temperature-increasing heat storage regulation mode, heat storage capacity of urban heating pipe network system is related to highest medium temperature that heating pipe network system can withstand and reference supply water temperature of primary heating network. Increasing highest medium temperature that pipe network can withstand can significantly increase theoretical heat storage capacity of primary heating network under temperature-increasing heat storage regulation mode.

### 3.2. thermal condition of increasing flow heat storage adjustment

Under increased flow rate heat storage regulation, heating pipe network system increases circulation pump flow rate of primary heating network during heat storage period and restores increased circulation pump flow rate of primary heating network to reference circulation flow rate during heat release period. The theoretical dynamic thermal power of supply and return water temperature and circulation pump flow rate under increased flow rate heat storage regulation mode for this heating pipe network system is shown in Figure 3.

![Figure 3. Dynamic thermodynamic process of DHN under increasing flow heat storage regulation](image-url)

Figure 3 shows dynamic heat storage and release process of primary heating network under increased flow rate heat storage regulation mode. Similar to temperature-increasing heat storage regulation mode, total circulation flow rate of primary heating network increases from reference value $G_{\text{p,1}}$ to $G_{\text{p,2}}$ at time $t_1$. To maintain constant supply water
temperature, heat source needs to supply excess heat. This part of excess heat returns to return water pipe network of primary heating network through three-way regulating valve. High-temperature water with shortest circulation cycle returns to heat source at time $t_2$, causing changes in return water temperature of primary heating network at heat source. At time $t_0$, high-temperature water with longest circulation cycle returns to heat source, temperature distribution of thermal media in return water pipe network reaches new steady state, heat storage process of return water pipe network ends and heat supply from heat source returns to reference value.

For heat release process of primary heating network, system circulation flow rate decreases to reference value $G_{yi}$ at time $t_6$. Due to high return water temperature at heat source, in order to maintain constant supply water temperature, heat source reduces its heat output operation. At this time, return water pipe network is in heat release state. After return water temperature at heat source returns to reference value at time $t_6$, pipe network’s heat release process ends.

Based on comparison between baseline operating conditions and maximum heat storage conditions shown in Figure 3 for primary heating network, calculation process for theoretical heat storage capacity under increased flow rate regulation mode is as in Equation (3).

$$\text{CAP}_g = c_p \left( \tau_1 - \tau_2 \right) \left( 1 - \frac{G_{yi}}{G_{yi}'} \right) M_{dhn} \quad (3)$$

In the formula: $\text{CAP}_g$ is the theoretical heat storage capacity of the primary heating network under increased flow rate heat storage regulation, in J; $\tau_2$ is the reference return water temperature of the primary heating network, in $^\circ$C; $G_{yi}$ is the reference circulation flow rate of the primary heating network, in t/h; $G_{yi}'$ is the increased circulation flow rate of the primary heating network, in t/h.

From Equation (3), it can be concluded that under increased flow rate heat storage regulation mode for primary heating network of urban heating pipe network system, its heat storage capacity is related to increased circulation flow rate of primary heating network and reference supply and return water temperature difference of primary heating network. Increasing increased circulation flow rate of primary heating network can significantly increase theoretical heat storage capacity of primary heating network under increased flow rate heat storage regulation mode.

3.3. Comprehensive heat storage regulation thermal conditions

Increasing both heat source supply water temperature and primary network circulation flow rate can achieve greater pipe network heat storage capacity. Figure 4 shows change curve of heat source supply and return water temperature and circulation pump flow rate during comprehensive heat storage process of primary heating network.

![Figure 4](image)

**Figure 4.** Dynamic thermal condition of DHN under comprehensive heat storage regulation mode

Figure 4 shows dynamic heat storage and release process of primary heating network under comprehensive heat storage regulation mode. At time $t_1$, heat source increases supply water temperature to upper limit of pipe network transmission temperature $\tau_{1,\text{max}}$, while circulation pump flow rate of primary heating network increases to $G_{yi}$. This part of excess heat returns to return water pipe network of primary heating network through three-way regulating valve. High-temperature water with shortest circulation cycle returns to heat source at time $t_2$, causing changes in return water temperature of primary heating network at heat source. This part of heat is stored in supply and return water pipes of primary heating network. At time $t_3$, return water temperature at heat source stabilizes and completes heat storage process of primary heating network.

For heat release process of primary heating network, at time $t_4$, supply water temperature of primary heating network gradually decreases from upper limit of pipe network transmission temperature $\tau_{1,\text{max}}$ to reference supply water
temperature $\tau_1$ of primary heating network. At the same time, circulation pump flow rate of primary heating network decreases from $G_{yi}$ to $G_{yi}$. Due to high return water temperature at heat source, in order to maintain constant supply water temperature, heat source reduces its output operation. At this time, return water pipe network is in heat release state. After return water temperature at heat source returns to reference value at time $t_6$, pipe network’s heat release process ends.

Based on comparison between baseline operating conditions and maximum heat storage conditions shown in Figure 4 for primary heating network, calculation process for theoretical heat storage capacity under temperature-increasing heat storage regulation mode is as in Equation (4).

$$CAP_{total} = CAP_t + CAP_g.$$

In the formula; $CAP_{total}$ is the heat storage capacity of the heating primary network under the comprehensive heat storage regulation, in J.

According to Equations (2) to (4), comprehensive theoretical heat storage capacity of primary heating network is related to highest medium temperature that pipe network can withstand, reference supply and return water temperatures and maximum circulation flow rate from heat source. Increasing highest medium temperature that pipe network can withstand and increased circulation flow rate of primary heating network can significantly increase heat storage capacity of primary heating network. In addition, reference supply and return water temperature difference from heat source also directly affects size of heat storage capacity for primary heating network.

4. DISCUSSION

4.1 heating plant configuration

The urban heating network system used for case study in this paper is located in Haidian District, Beijing. The heat source is provided by Yongtai Heating Plant. The heating area is about 1.2419 million m$^2$ and the heating radius is about 1.1km. According to the theoretical heat storage capacity calculation formula of the heating network system in Section 4.3, the relevant values are summarized as shown in Table 1. To evaluate the theoretical heat storage capacity of Yongtai Heating Plant’s heating network system and to ensure the hydraulic balance during the operation of the heating network system, the increased primary network flow rate of heating is set to not exceed 1.5 times the reference flow rate of the primary network of heating.

<table>
<thead>
<tr>
<th>Name of style</th>
<th>Appearance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters Primary network design supply and return water temperature</td>
<td>80/50 °C</td>
</tr>
<tr>
<td>Secondary network design supply and return water temperature</td>
<td>65/45 °C</td>
</tr>
<tr>
<td>Maximum supply water temperature that the primary network can withstand</td>
<td>150 °C</td>
</tr>
<tr>
<td>Primary network design circulating water pump flow rate</td>
<td>1450 t/h</td>
</tr>
<tr>
<td>Maximum circulating water pump flow rate of the primary network</td>
<td>1820 t/h</td>
</tr>
<tr>
<td>Total water capacity of the primary network</td>
<td>2.626×10$^6$ kg</td>
</tr>
</tbody>
</table>

4.2 case analysis

In order to distinguish between the operating conditions of the heating network system in early and late cold periods and severe cold periods, this paper sets that when the relative heating load ratio of heat users is below 0.5 (including 0.5), the heating network system is in early and late cold periods; when the relative heating load ratio of heat users is above 0.5, the heating network system is in severe cold period.

In order to discuss the thermal conditions and heat storage capacity of different heat storage adjustments under the actual operation adjustment mode of Yongtai Heating Plant, this section carries out temperature-increasing heat storage, flow-increasing heat storage and comprehensive heat storage under the actual operation adjustment of Yongtai Heating Plant. The comparison of thermal conditions is shown in Figures 5 to 7 respectively, and the comparison of heat storage capacity and heat storage time that can maintain heating under comprehensive heat storage adjustment is shown in Figure 8.

As shown in Figure 5, under the actual operation adjustment benchmark of Yongtai Heating Plant, before using temperature-increasing heat storage adjustment, the supply water temperature of primary network for heating in early and late cold periods was 66°C, and return water temperature was maintained between 51°C-63°C. The average temperature difference between supply and return water was maintained; during severe cold period, supply water temperature was 80°C and return water temperature was maintained between 50°C-62°C.
In order to analyze the heat storage capacity of the heating network system, this paper first summarizes the dynamic heat storage and release characteristics and basic heat storage and release modes of the primary network to obtain the thermal conditions and theoretical heat storage capacity of the heating network system under various heat storage and release operation adjustment modes. Then, based on the theoretical heat storage and release modes of the heating network system, numerical simulation calculation is carried out on the Yongtai Boiler Room heating network system. The main conclusions are as follows:

5. CONCLUSION

As shown in Figure 7, when using temperature-increasing heat storage adjustment, set supply water temperature of primary network for heating to 100°C and set circulation pump flow rate of primary network for heating to 1820m3/h not exceeding 1.5 times reference circulation pump flow rate. After reaching steady state, return water temperature of primary network for heating in early and late cold periods increased accordingly to 89.03°C-97.81°C; return water temperature of primary network for heating during severe cold period increased accordingly to 78.06°C-86.84°C; i.e., stored excess heating capacity in heating network system.

As shown in Figure 8, when using temperature-increasing heat storage adjustment mode, there is a big difference between early/late cold period and severe cold period in terms of heat storage capacity of heating network system. In early/late cold period, maximum heat storage capacity was 27.60MWh; while during severe cold period maximum heat storage capacity was 18.41MWh.
(1) Based on the changes in temperature and flow rate of the heating network system, the heat storage adjustment modes of the heating network system are summarized as temperature-increasing, flow-increasing and comprehensive heat storage adjustment modes. The theoretical dynamic thermal conditions of primary network for heating system under these three heat storage adjustment conditions are given.

(2) The heat storage capacity of the heating network system is defined as “the difference between the heat storage capacity of the heating network system under heat storage adjustment operation conditions and that under reference operation conditions during actual operation”. The theoretical heat storage capacity of primary network for heating under temperature-increasing, flow-increasing and comprehensive heat storage adjustment is defined.

(3) When using temperature-increasing heat storage adjustment mode, there is a big difference between early/late cold period and severe cold period in terms of heat storage capacity of heating network system. However, their changing trend is consistent and decreases with increasing relative heating load ratio.

(4) When using flow-increasing heat storage adjustment mode, heat storage capacity of heating network system is small with maximum heat storage capacity being 3.09MWh. The changing trend is different from that of temperature-increasing heat storage adjustment mode. Heat storage capacity increases with increasing relative heating load ratio.

(5) When using comprehensive heat storage adjustment mode, releasing heat stored in heating network system to heat users can maintain heating time for 0.33h to 4.71h. With increasing relative heating load ratio, this part of stored heat can maintain heating time accordingly decreases.
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Abstract

As a material with high heat storage density and high thermal conductivity, graphite has certain advantages in dealing with limited limitation. In this paper, the graphite heat storage heating system is adopted in the four oil boiler rooms in Dongcheng and Xicheng District of Beijing Heating Group. Because the boiler room is located in the core area of Beijing and is limited by the floor area and power increase capacity, a cascade heat storage strategy according to different peak and valley peacetime periods is proposed. According to the analysis of heating in Beigang boiler room, the wide temperature area reaches 250°C, the heat storage reaches more than 800 kWh, and the maximum heat storage replacement throughout the day reaches 1400 kWh. At the same time, the heat release performance in cold weather is tested, and the results show that more than 75% of the supply temperature is within the set range, and a good heating temperature range is obtained. Through the economic evaluation, the energy consumption of the original oil-fired boiler is more than 40%, and it has certain economy after the transformation. After the transformation, the carbon dioxide emission is reduced by about 150t compared with the primary fuel oil boiler, which is a green and clean heating scheme that can effectively reduce the carbon emission.

Keywords: Graphite heat storage; Cascade heat storage; Green carbon reduction
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1. INTRODUCTION

At present, global climate deterioration has become a major problem common to mankind. The Special Report on Global Temperature Rise of 1.5°C (IPCC SR1.5) released in 2018 pointed out that[1] when the global average temperature exceeds 1.5°C relative to pre-industrial times, the Earth's climate will undergo irreversible catastrophic changes. Between 3% and 29% of terrestrial species will be at very high risk of extinction[2-3]. In order to solve environmental problems, clean and low-carbon energy with renewable energy as the main body is becoming a strategic energy. The International Energy Agency (IRENA) predicts that the share of renewable energy will increase to 86% by 2050[4]. Renewable energy is characterized by randomness and discontinuity. In the construction of low-carbon, efficient and clean energy system, heat storage technology plays an important role in the fields of peak cutting and valley filling, consumption of renewable energy and industrial waste heat recovery[5][6].

The oil boiler room in the core area of Beijing does not have the conditions for grid-connected transformation, so the oil boiler is still retained as a heat source and the tail denitrification device is installed, but there are still large safety and environmental protection risks in the actual operation of these boiler rooms, and the comprehensive operation cost is high. Therefore, a graphite sensible heat storage heating system is built to replace the heat source of the oil-fired boiler and realize the peak cutting and valley filling of electricity. The working principle and control strategy of the heat storage heating system are introduced, and the heat release performance and heating effect of the graphite sensible heat storage heating system are analyzed, and the benefits of the graphite sensible heat storage heating system are analyzed.

2. BACKGROUND AND CURRENT SITUATION

In accordance with the requirements of Beijing Municipal Government to vigorously promote the optimization and adjustment of energy structure and promote the emission reduction of pollutants at source, the boiler room of Dongcheng Beigang was cleaned and reformed. The station has a construction area of 3734 m², the design heat index of the unit construction area is 64 W/m², and the heating period is 24 hours a day from November 15 to March 15. A 0.5MW oil-fired boiler was originally configured as a heat source. Due to the location of the boiler room in the core area of East City of Beijing, limited by the floor area and electric capacity of the boiler room, this demonstration project uses the site of the original oil-fired boiler room to arrange the heat storage body, the primary system of the heat storage side, the secondary heating system, the heat storage distribution box, and the low-voltage cabinet of electric capacity increase in the boiler room. With the graphite steam generator as the only heat source and the partial heat storage strategy, the electric heat storage of oil-fired boiler is replaced.

In the design, the installed capacity of the graphite steam generator is 238kW, the size of the graphite body is 2.5m×2.2m×0.9m, and the operating wide temperature zone is 500°C~250°C during the operation stage, and the energy storage density reaches 0.62GJ/m³. Figure 1 is the physical diagram of the graphite heat storage heating system in the boiler room of Beigang.

Figure 1 Beigang graphite heat storage heating system
3. PRINCIPLE AND ANALYSIS

3.1 heating supply system

The heating system is divided into a primary circulation system, a secondary circulation system and a water refill system, and its system diagram is shown in Figure 2. The graphite steam generating device uses resistance heating, strengthens heat transfer through an embedded heat exchange tube, and realizes heat transfer to the working medium, in which the working medium in the tube is water-water vapor.

![Figure 2 Graphite heat storage heating system diagram](image)

The primary circulation system is an open system. After the plate heat exchanger, the primary condensate enters the open pure water tank, which is powered by the circulation pump. After the flow adjustment by the regulating valve and the flow meter, the inlet water distributor enters the inlet water distributor.

The secondary circulation system is a closed system. Different from the traditional secondary heating system, it is equipped with a water storage tank for temperature regulation. The secondary heating load is controlled jointly by the secondary temperature supply $T_s$ and the secondary water storage tank temperature $T_t$ to achieve a balance between supply and demand.

The water replenishment system is a constant pressure water supply system of the water pump. The pressure $P$ is collected by the pressure transmitter of the secondary cycle for feedback control to maintain the constant pressure of the system.

According to the secondary temperature supply $T_s$, the temperature of the secondary water storage tank $T_t$ and the temperature of the heat accumulator $T_i$, the heat exchange area of the heat exchange tube and the flow rate of the working medium in the heat exchange tube are adjusted jointly by the electromagnetic valve, the flowmeter and the regulating valve to achieve the balance of supply and demand.

3.2 Step heat storage strategy

Table 1 shows the peak and valley of Beijing. Due to the limited site and the large load fluctuation of the envelope structure during the heating season, the investment of adopting total heat storage based on the design load is larger. According to the time period in Table 1, the step heat storage strategy can reduce the initial investment of the equipment, but increase the operation cost of the equipment. The operation strategy is as follows:

<table>
<thead>
<tr>
<th>Period</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak power period</td>
<td>10:00～15:00  18:00～21:00</td>
</tr>
<tr>
<td>Valley power period</td>
<td>23:00～7:00</td>
</tr>
<tr>
<td>Flat power period</td>
<td>7:00～10:00  15:00～18:00  21:00～23:00</td>
</tr>
</tbody>
</table>
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3.2.1 From 23:00 to 7:00
This time period is in heat release mode while charging. Under this condition, the graphite is stored by electric heating rod, and the graphite steam generating device releases heating heat according to demand. During this period, the graphite is heated from the lowest and lowest temperature to the upper temperature and maintains a high temperature state.

3.2.2 From 7:00 to 10:00
Since the heating load of the entire heating season is affected by outdoor temperature and wind speed, the variation range is large, so considering the economic maximization, this time period is divided into two working conditions according to whether the heat stored by the graphite meets the heat consumption of the peak electricity in the following period:

1) When the heating load is large, the heat storage cannot meet the peak heat supply of the following peak power period, and the operation strategy of this period is to open the heating mode of charging and discharging while maintaining the heat stored by the valley power to meet the peak heat release for the following 5 hours and achieve the maximum economy.

2) When the heating load is small, the heat storage can meet the peak heat supply of the next period, then the graphite is cooled to meet the set temperature of the current heating load, and the heating is maintained at this temperature for this period, and the valley electricity replaces part of the flat electricity to achieve economic maximization.

3.2.3 From 10:00 to 15:00
During this period, the heating is stopped, and the corresponding lower limit heating temperature of the graphite is determined based on the actual load. After the temperature of the thermal storage medium decreases to the lowest limit temperature, the graphite maintains that temperature for heating. When there is a high heat load, it is also necessary to partially activate peak electricity to maintain the temperature of the thermal storage medium and ensure the heating quality. During this stage, the thermal energy stored in the graphite is released to ensure that the graphite reaches the minimum temperature required for heating quality. The graphite has a wide temperature range of 250°C, with a mass of 8300 kg and an average specific heat capacity of 1.43 kJ/kgK. The released thermal energy from the graphite is 820 kWh.

3.2.4 From 15:00 to 18:00
During this period, the graphite is heated to a specific temperature to meet the energy requirements for peak electricity in the next three hours. This stage operates in a simultaneous charging and discharging mode, where the overall temperature of the graphite steadily increases and then remains at a specific temperature.

3.2.5 From 18:00 to 21:00
During this stage, the thermal energy stored during the previous period of regular electricity usage is utilized. In extremely cold weather conditions, where the heating load is approximately 200 kW or higher, this stage can consume more than 600 kWh of stored thermal energy. This allows for the substitution of peak electricity with regular electricity, resulting in certain economic benefits.

3.2.6 From 21:00 to 23:00
During this period, it is the stage of simultaneous heating and releasing heat. The graphite temperature is maintained within a specific low temperature range to provide heating without utilizing the thermal energy stored during off-peak electricity periods. This approach aims to preserve the stored thermal energy for optimal economic efficiency.

The graphite thermal storage heating system in the Beigang Boiler Room adopts a cascading thermal storage strategy. During off-peak electricity periods, it is possible to substitute more than 800 kWh of peak electricity with off-peak electricity. Similarly, during regular electricity periods, it is possible to substitute more than 600 kWh of peak electricity with regular electricity. The system has a maximum thermal storage capacity of over 1400 kWh throughout the day.

4. RESULTS AND ANALYSIS

4.1 Heating Performance
The graphite thermal storage replacement project in the fuel oil boiler room commenced operation on November 7, 2022, and completed one heating season until March 15, 2023.

Figure 3 illustrates the supply and return temperature curves of the graphite thermal storage heating system on January 23, 2023, under the condition of -13°C. The test duration was 2 hours, with the primary side representing stable atmospheric saturated steam. The set upper limit for the secondary supply temperature was 56 degrees, while the lower limit was 53 degrees. Based on the data, it is evident that over 75% of the supply temperatures remained within the designated range, with a maximum supply temperature of 57°C and a minimum supply temperature of 52.7°C. The supply temperature
remained relatively stable. The return temperature fluctuated within the range of 48.2°C to 50.5°C, exhibiting steady fluctuations. The average heat release power was approximately 175 kW, achieving stable heating performance under cold weather conditions in Beijing.

Figure 3: Supply Temperature Curve of the Graphite Thermal Storage Heating System

4.2 Operational Analysis

By employing a partial thermal storage strategy, the proportion of peak, Valley and Flat power usage over a single heating season is shown in Figure 4. The percentages for peak, Valley and Flat power are 9.6%, 47.2%, and 43.2%, respectively. This indicates that the system meets the requirements of substituting electric thermal storage in boiler rooms with limited area in the core region while also achieving a certain peak shifting and valley filling effect.

Figure 4: Proportion of Peak, Valley and Flat power Usage in the Heating Season for the Graphite Thermal Storage Heating System.

5. BENEFITS AND ANALYSIS

5.1 Economic Benefits

The economic comparison between the original fuel oil boiler and the graphite thermal storage heating system is presented
in Table 2. The heat supply provided by both sources is similar. However, due to a significant increase in electricity prices for off-peak and regular electricity during the 2023 heating season, the energy cost of the graphite thermal storage system is reduced by approximately 21.5% compared to the fuel oil boiler, resulting in an overall saving of 44.5%. When considering the peak, off-peak, and regular electricity prices from 2022, the graphite thermal storage system achieves an energy cost reduction of around 33.14% and an overall saving of 54.2%.

These figures demonstrate that the graphite thermal storage heating system offers superior economic performance compared to the original fuel oil boiler. It significantly reduces energy costs and provides substantial overall savings. The system's economic viability is further enhanced by its ability to capitalize on off-peak and regular electricity, thereby reducing dependence on expensive peak electricity.

<table>
<thead>
<tr>
<th>Heating Sources</th>
<th>Seasonal Heat Value (GJ)</th>
<th>Energy Cost (thousand yuan)</th>
<th>Expenses for Exhaust Gas, Ash Removal, Labor, Maintenance, etc. (ten thousand yuan)</th>
<th>Overall Saving (thousand yuan)</th>
<th>Overall Saving (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphite Thermal Storage Heating System</td>
<td>1649</td>
<td>33.34</td>
<td>0.8</td>
<td>27.4</td>
<td>44.5</td>
</tr>
<tr>
<td>Fuel Oil Boiler</td>
<td>1687</td>
<td>42.46</td>
<td>19.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.2 Social Benefits

The demonstration project, which replaced the fuel oil boiler and changed the heating method, has reduced the emissions of pollutants such as carbon dioxide and sulfur dioxide caused by combustion. The original fuel oil boiler consumed 51.15 tons of diesel fuel, but after the transformation, the carbon dioxide emissions have been reduced by approximately 150 tons or more, resulting in certain social benefits.

6. CONCLUSION

This project serves as the first demonstration application of a graphite thermal storage heating system. Due to constraints such as boiler room space and electricity capacity, a strategy was adopted with full-time thermal storage using off-peak electricity, partial thermal storage using mid-peak electricity, and no thermal storage during peak electricity periods. After operating for one heating season, the system has generally met the design requirements. However, there are areas that require further improvement in the future.

1) In the future, it is recommended to gradually increase the upper limit temperature of the thermal storage medium, expand the temperature range, and reach the initial design upper limit of 620 degrees. This will enhance the thermal storage density and further reduce the heating costs.

2) During operation, it is important to adjust the heating load and thermal storage parameters of the graphite steam generation device based on changes in the heating load. This will result in energy savings and improved utilization of off-peak and mid-peak electricity, thereby optimizing the system’s performance.

3) The economic viability of thermal storage systems is greatly influenced by peak, off-peak, and mid-peak electricity pricing policies. Corresponding green energy policies can also significantly impact the development and adoption of thermal storage technologies.
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ABSTRACT

Cogeneration is the main way of heating in northern China. It is subject to the operation strategy of "determining electricity by heat" and the instability of renewable energy, which limits the flexible operation of regional energy system and leads to serious wind curtailment. In order to respond to the goal of "carbon peak and carbon neutrality" and increase the flexibility of thermal and power system operation, the system scheme of using electric boiler and heat accumulator to realize thermoelectric cooperative peak shaving is proposed, and the operation strategy of the system is reasonably optimized considering the system operation benefit and new equipment cost. Matlab software was used to model the optimal scheduling, YALMIP and CPLEX were used to solve the model, and the optimal heat storage capacity and the optimal power of the electric boiler suitable for cooperative peak shaving in the thermal power plant were obtained. When equipped with 100MW electric boiler and 20000m³ heat accumulator, compared with the original system, the wind power consumption capacity of the thermal power plant can be increased by 30.6%, and the coal consumption can be reduced by 9.11%, which effectively improves the revenue of the thermal power plant and reduces energy consumption.

Keywords: electric boiler; wind power absorption; combined heat and power transformation; heat storage

1. INTRODUCTION

At present, a large amount of fossil energy consumption and increasing environmental pollution have seriously affected the sustainable development of China's economy and ecology. The 14th Five-Year Plan points out that our country will achieve carbon peak by 2030 and carbon neutrality by 2060. Energy conservation, emission reduction and full utilization of renewable energy is one of the important ways to achieve the "carbon peak and carbon neutrality" goal[1]. As China's installed wind power capacity continues to increase, it is expected to exceed 1 billion kW in 2050[2]. There is a problem of mismatch between heat and electricity in winter heating in northern China, which squeezes the space of wind power online and causes serious wind curtailment.

In the past few years, thermal storage technology has received widespread attention in the application of intelligent heating network (fourth generation district heating system).[3] Large-scale heat storage devices have been applied to the transformation of thermal power plants, in addition to large heat pumps, renewable energy sources etc., which can improve the system wind power consumption capacity to a certain extent. It is also necessary to consider the economic cost of system operation and select the appropriate auxiliary equipment capacity to formulate the best operation strategy, otherwise it will only increase the initial investment of system transformation and affect the normal operation of the system[4-5].

Cogeneration units equipped with electric boilers directly consumes wind power for auxiliary heating, which can effectively improve the flexible peak shaving capacity of thermoelectric units, reduce the thermal output of thermoelectric units, and provide a certain space for wind power online. In this paper, the use of electric boiler and heat accumulator to transform the thermal power plant, through software simulation analysis of the optimal capacity of auxiliary equipment, rational use of renewable energy, reduce unit operation energy consumption, improve the system wind power consumption capacity, and then realize the maximum operation benefit of the thermal power plant.

2. ANALYSIS OF SYSTEM OPERATION MECHANISM

Electric boiler has the advantages of fast heating and high efficiency. The cogeneration unit is equipped with electric boiler. When the user's heat load is small before and after heating period, the electric boiler can be directly used for heating. In the middle of the heating period, when the user's heat load is high, the electric boiler bears part of the heat load, which reduces electrical output while meeting the user's heat demand, and the system obtains a downward peak regulation capacity. However, how to coordinate the operation of the thermoelectric unit and the electric boiler is the basis of economic analysis[6].
The electric boiler is used to directly consume wind power to heat the return water of the heat network[7], and then the return water is heated by plate heat exchanger to the specified temperature, and the user is heated. During the night when the electric load is low, the heat generated by the electric boiler is stored in the heat accumulator, and during the day when the electric load is peak, the heat accumulator emits heat for auxiliary heating. The system can effectively reduce the thermal output of the thermoelectric unit, improve the flexibility of the operation of the thermoelectric unit, and provide Internet space for wind power. The operating principle of the system is shown in Figure 1.

![Figure 1. Schematic diagram of system operation](image)
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### 3. SYSTEM OPTIMIZATION SCHEDULING MODEL

#### 3.1. Objective function

Considering the system operation cost and the income obtained from heat sales, electricity sales and wind power consumption, the objective function of the system is expressed as follows:

\[
\text{Max } f(x) = F_{e,sale} + F_{h,sale} + F_{w,sale} - F_{cost} \tag{1}
\]

Where \( F_{e,sale} \) is revenue from electricity sales of thermoelectric units and pure condensing units in heating season, ten thousand yuan / year; \( F_{h,sale} \) is heating season heat sales revenue, ten thousand yuan / year; \( F_{w,sale} \) is heating monsoon power revenue, ten thousand yuan / year; \( F_{cost} \) is operating cost of heating season system thermoelectric unit, pure condensing unit and electric boiler, ten thousand yuan / year.

\[
F_{e,sale} = C_e \times \sum_{t=1}^{\tau_{max}} \sum_{i=1}^{l} P_i^{CHP}(t) + C_e \times \sum_{t=1}^{\tau_{max}} \sum_{j=1}^{l} P_j^{CON}(t) \tag{2}
\]

\[
F_{h,sale} = C_h \times Q_D(t) \tag{3}
\]

\[
F_{w,sale} = C_w \times \sum_{t=1}^{\tau_{max}} P_w(t) \tag{4}
\]

\[
F_{cost} = \sum_{t=1}^{\tau_{max}} \sum_{i=1}^{l} P_i^{CHP}(t) + \sum_{t=1}^{\tau_{max}} \sum_{j=1}^{l} P_j^{CON}(t) \tag{5}
\]

Where \( C_e, C_h, C_w \) is electricity price, heat price and wind power price, this paper takes 373.1 yuan /MWh, 21.5 yuan /GJ and 570 yuan /MWh; \( P_i^{CHP}(t), P_j^{CON}(t) \) is electrical output of the ith thermoelectric unit and the j pure condensing unit at time t, MW; \( Q_D(t) \) is system thermal load at time t, MW; \( P_w(t) \) is wind power at time t, MW; \( F_i^{CHP}(t), F_j^{CON}(t) \) is operating cost of the ith thermoelectric unit, the pure condensing unit and the electric boiler at time t, ten thousand yuan.
3.2. Condition of constraint

(1) Electric power balance constraint

\[ E_D(t) + P_{EB}(t) = \sum_{i=1}^{l} P_i^{CHP}(t) + \sum_{j=1}^{l} P_j^{CON}(t) + P_w(t) \]  

(6)

Where \( E_D(t) \) is system electrical load at time \( t \), MW; \( P_{EB}(t) \) is electricity consumption of the electric boiler at time \( t \), MW.

(2) Thermal balance constraint

\[ Q_D(t) = \sum_{i=1}^{l} Q_i^{CHP}(t) + Q_{EB}(t) + Q_{TES,S}(t) - \eta_{TES,R} \times Q_{TES,R}(t) \]  

(7)

Where \( Q_D(t) \) is system thermal load at time \( t \), MW; \( Q_i^{CHP}(t) \) is heat generation of thermoelectric unit \( i \) at time \( t \), MW; \( Q_{EB}(t) \) is heat production of electric boiler at time \( t \), MW; \( Q_{TES,S}(t), Q_{TES,R}(t) \) are heat storage and heat release of the heat accumulator at time \( t \), MW; \( \eta_{TES,R} \) is heat release efficiency of heat accumulator, %.

(3) Combined heat and power generation unit

Operating range constraints:

\[ 175 \leq P_i^{CHP}(t) \leq 383 \]  

(8)

\[ 0 \leq Q_i^{CHP}(t) \leq 448 \]  

(9)

Unit climbing constraints:

\[ |P_i^{CHP}(t) - P_i^{CHP}(t - 1)| \leq 80 \]  

(10)

(4) Pure condensing thermal power unit

\[ 100 \leq P_j^{CON}(t) \leq 200 \]  

(11)

Unit climbing constraints:

\[ |P_j^{CON}(t) - P_j^{CON}(t - 1)| \leq 70 \]  

(12)

(5) Electric boiler

The cogeneration unit bears the main load, which is supplemented by an electric boiler and a heat accumulator when the peak regulation capacity of the unit is insufficient.

\[ Q_{EB}(t) = \eta_{EB} \times P_{EB}(t) \]  

(13)

\[ 0 \leq P_{EB}(t) \leq P_{EB,max} \]  

(14)

Where \( Q_{EB}(t), P_{EB}(t) \) are heating power and electric power of electric boiler at time \( t \), MW; \( P_{EB,max} \) is maximum electric power of electric boiler, MW; \( \eta_{EB} \) is the thermoelectric conversion efficiency of electric boiler is 0.98 [8].

(6) Wind farm

The amount of wind power online is less than the predicted value of wind power:

\[ 0 \leq P_w(t) \leq P_{w,fore}(t) \]  

(15)

Where \( P_{w,fore}(t) \) is the value of wind forecast, MW.

(7) Heat storage tank

Heat storage equation at time \( t \):

\[ Q_{TES}(t) - Q_{TES}(t - 1) = \eta_{TES,S} \times Q_{TES,S}(t) - Q_{TES,R}(t) \]  

(16)

Heat storage capacity constraints:

\[ 0 \leq Q_{TES,S}(t) \leq Q_{MAX} \]  

(17)

The heat storage tank runs for one cycle, ending at the same time as the beginning of the heat storage.


\[ Q_{\text{TES}}(0) = Q_{\text{TES}}(T_{\text{max}}) = 0 \tag{18} \]

Heat storage and release power constraints:

\[ 0 \leq Q_{\text{TES},S}(t) \leq Q_{S,\text{max}} \tag{19} \]
\[ 0 \leq Q_{\text{TES},R}(t) \leq Q_{R,\text{max}} \tag{20} \]

Where \( Q_{\text{TES},S}(t) \) and \( Q_{\text{TES},R}(t) \) are Heat storage and heat release power of heat storage tank at time \( t \); \( Q_{S,\text{max}} \) and \( Q_{R,\text{max}} \) is Maximum heat storage and heat release power of heat storage tank.

4. Case study

In order to study the effect of using electric boiler and heat accumulator to realize thermoelectric decoupling, in the previous section, the operation modeling of cogeneration system is completed, and the mathematical model of electric boiler and heat accumulator participating in system peak regulation is established. In this section, a thermal power plant in Changchun City, Jilin Province will be used as an example for simulation to analyze the role of the scheme in improving the ability of the thermal power unit to adapt to wind power and reducing the energy consumption of the unit.

The heating season of Changchun City in 2016 was selected for simulation analysis, and the heating time was from October 15 to April 15 of the next year, a total of 183 days, to explore the impact of this scheme on wind power consumption and operating costs. Wind power forecast, electric load and heat load data are shown in Figure 2, where there is an obvious peak and valley period for heat load in the heating season, and the distribution of electric load is relatively uniform.

In this paper, the capacity of electric boiler is 80-120MW, the calculation interval is 10MW, and the heat accumulator volume is 10000-50000m³, and the calculation interval is 10000m³. The transformation costs of cogeneration are respectively: electric boiler cost 750,000 yuan /MW, heat accumulator cost 3000 yuan /m³[9]. The simulation results are shown in Figure 3. When the heat accumulator volume is the same, and the electric boiler with different capacity is equipped with, the net income of the overall operation of the system has a similar change law. The net income of the system increases first and then decreases. When the power of the electric boiler is 100MW, the net income reaches the peak; When the heat accumulator volume is 20000m³, the system net benefit is the largest. As shown in Figure 3, due to the influence of the initial investment of equipment, there is a phenomenon that the net income of system operation decreases when the equipment capacity increases, so the volume of the heat accumulator needs to be calculated accurately.
As shown in Figure 4, the effect of the scheme equipped with electric boiler and heat accumulator at the same time is better than that of the scheme equipped with electric boiler only. The wind curtailment rate of different schemes decreases with the increase of the capacity of new equipment, and the combination of electric boiler and heat accumulator can effectively reduce the waste of wind power.

The addition of auxiliary equipment electric boiler and heat accumulator to realize the "thermoelectric decoupling" of the cogeneration unit is conducive to improving the wind power consumption capacity of the system. As shown in Figure 5, with the continuous increase of electric boiler capacity, the wind power consumption capacity of the system gradually decreases, but the growth rate of wind power consumption capacity slows down; The heat accumulator volume is also positively related to the level of wind power consumption. With the increase of the capacity of electric boiler, the increase of the volume of heat accumulator has a smaller improvement on the wind power consumption capacity of thermal power plant.
The wind power online capacity of the transformation scheme is significantly increased compared with the original system, but the growth rate slows down with the increase of equipment capacity. When the capacity of the electric boiler is 100MW and the capacity of the heat accumulator is 20000m³, 84704.63MWh of wind power can be absorbed, and the wind power consumption capacity of the thermal power plant can be increased by 30.6%. The relationship between the amount of wind power connected in different schemes and the predicted amount of wind power connected in the original system is shown in Figure 6.

Equipped with electric boiler and heat accumulator, the wind power consumption capacity of the thermal power plant can be improved at the same time. It can also effectively reduce the operation energy consumption of thermal power plants. The coal consumption cost coefficients of thermal power units and pure condensing thermal power units of thermal power plants are shown in Table 1.
Table 1. Operating coal consumption cost coefficient of cogeneration units and pure condensing thermal power units[9]

<table>
<thead>
<tr>
<th>Name</th>
<th>a t/(MW²·h)</th>
<th>b t/(MW·h)</th>
<th>c t/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermoelectric unit</td>
<td>0.000072</td>
<td>0.2292</td>
<td>14.618</td>
</tr>
<tr>
<td>Pure condensing unit</td>
<td>0.000171</td>
<td>0.2705</td>
<td>11.537</td>
</tr>
</tbody>
</table>

Coal consumption in operation of cogeneration units and pure condensing thermal power units:

\[
B_{CHP} = \sum_{i=1}^{I} a_{CHP} \cdot (P_{CHP})^2 + b_{CHP} \cdot P_{CHP} + c_{CHP} \quad (21)
\]

\[
B_{CON} = \sum_{i=1}^{I} a_{CON} \cdot (P_{CON})^2 + b_{CON} \cdot P_{CON} + c_{CON} \quad (22)
\]

In the thermal power plant, only the cogeneration unit and the pure condensing thermal power unit consume coal, and the electric boiler directly consumes electricity for auxiliary heating. According to the above formula, the coal consumption required by the operation of the thermal power plant in a heating season is calculated. The coal consumption of different schemes and the coal saving rate compared with the original system are shown in Figure 7.

![Figure 7](image-url)
As shown in the figure, equipped with electric boilers and heat accumulators can effectively reduce the coal consumption of system operation, improve the efficiency of thermal power plants and reduce carbon emissions. After the transformation of the thermal power plant, the operating coal consumption of the system is inversely correlated with the capacity of the electric boiler and the capacity of the heat accumulator. The larger the capacity of the new equipment is, the better the coal saving effect is, but with the increase of the capacity of the regenerator, the influence of the capacity of the electric boiler on the coal saving rate of the system gradually reduced. When the capacity of the electric boiler is 100MW and the capacity of the heat accumulator is 20000m³, the operating profit of the system is the largest, and the coal consumption can be reduced by 9.11% compared with the original system.

5. CONCLUSION

In this paper, the technical scheme of thermoelectric transformation of thermal power plant using electric boiler and heat accumulator is analyzed, and considering the cost of new equipment, Matlab software is used for system modeling, and the mathematical model of maximum net income of thermal power plant is established. YALMIP and CPLEX are used to solve the model, and the operation characteristics of thermal power unit before and after transformation are analyzed. By analyzing the influence of different equipment capacities on the net income of the thermal power plant, it is determined that the optimal capacity of the new equipment is 100MW for the electric boiler and 20000m³ for the heat accumulator, which can maximize the net income of the thermal power plant during the heating season, reduce the operating coal consumption of the system by 9.11%, and reduce the carbon emissions of the system. In terms of wind power consumption, the addition of auxiliary equipment can increase the wind power consumption capacity of thermal power plants by 30.6%, which can effectively reduce wind curtailment and alleviate the problem of insufficient peak regulation capacity of cogeneration units.
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ABSTRACT

The Paris Agreement proposed to control global temperature rise, and Asian countries announced carbon neutrality strategies in response. The energy and building sectors are the main sources of carbon emissions, with heating accounting for a significant portion. Therefore, formulating a low-carbon development path for heating according to local conditions is central to achieving carbon neutrality in Asia. This paper focuses on the research and prediction of heating load and clean heating resources in China, Japan and Korea. On this basis, the heating mode and low-carbon heating pathways are planned and compared. At present, China mainly develops district heating in northern regions, and Korea and Japan mainly develop decentralized heating. All three countries have a large amount of available waste heat from thermal power, nuclear power, industrial production and data centers. Compared with decentralized heating, district heating in Japan and Korea can make better use of the above-mentioned waste heat, reduce additional energy input, and have advantages in terms of economy and pollutant emissions. For the three countries, completing energy-saving renovation of buildings on the demand side as soon as possible, preferentially using clean heat sources for heating on the supply side, and using renewable electricity to supplement heat are important measures on the low-carbon heating pathway.

Keywords: Carbon neutrality, Heating load, Clean heating resources, Low-carbon heating routes, District heating

1. INTRODUCTION

To control the current increase in global temperature, several Asian countries have proposed carbon-neutrality policies, with Korea and Japan proposing to achieve carbon neutrality by 2050 and China proposing to achieve carbon neutrality by 2060. The building and energy sectors produce a large proportion of total carbon emissions, making them key focus areas for achieving carbon neutrality. District heating (DH) is closely related to both sectors. Therefore, Asian countries should develop clean and low-carbon DH solutions and take concrete actions to achieve their carbon neutrality targets.

To identify suitable research methods and future low-carbon heating paths, a literature review was conducted for countries with similar latitudes and climatic conditions in Europe and Asia. In response to the future energy crisis and sustainable development goals, European countries have carried out a significant amount of research on heating routes. Some researchers[1]-[5] studied various aspects of heating resource forecasting, heating demand forecasting, heating sources and demand distribution, clean heating route in Europe. Previous research has focused on possible heating pathways in China[6],[7]. Focusing on Northern China, the researchers conducted surveys and made predictions on the heating load, heating potential and their future development potential. Subsequently, they designed various clean heating routes. Finally, an optimal clean heating scheme was selected by comparing many aspects. Research has also been conducted on Korea’s national clean heating resources[8],[9]. In Japan, most existing studies in this field have focused on integrating waste heat into the DH system[10]-[12]. These studies have examined the heating load and clean energy heating capacity throughout Japan, and compared energy efficiency and economics under different scenarios as a means to identify the best development pathway.

Based on the available literature, in comparison to the relatively mature research on low-carbon heating paths in Europe, research in Asia has some shortcomings. First, with respect to supply and demand, existing research lacks general, national-scale applicability, requiring greater synthesis of the available clean heating resources as well as a focus on future heating load and heat source requirements. As an exception, one recent study provides a forecast of heating in China’s northern regions, which could be expanded to other Asian countries[13]. Secondly, regarding low-carbon heat-supply pathways, research in China is relatively well developed and serves as a useful reference. In Japan and Korea, however, existing studies are focused on a single clean heat source and do not comprehensively consider their integrated use. In addition, there is a current lack of analysis and comparison of heating routes between different countries. Hence, further research on low-carbon heat-supply routes in Asia is urgently required.
Having similar latitudes and climates, China, Japan, and Korea were selected for further comparison of low-carbon heating development pathways. The selected time horizons were 2022 (the status quo), 2035 (mid-term scenario), and 2050 (long-term scenario). Firstly, the supply and demand sides of heating were considered to establish both current and future scenarios in Sections 2. Based on this, in Sections 3 and 4, supply and demand were then matched, and different low-carbon heating pathways were designed for each country. Optimal pathways were then evaluated based on energy consumption, pollutants, economics, and other aspects. The most suitable heating modes for each country were identified according to their respective resource endowment. Lastly, the conclusions are presented in Sections 5.

2. METHODS

2.1. Building heating load forecasting methods

Building heating loads for China, Korea, and Japan (CKJ) were calculated according to building area and the building heat consumption index, as Eq. (1).

\[
\text{Building heating loads} = \text{Building area} \times \text{Building heat consumption index} \\
(\text{Building area} = \text{Population} \times \text{Number of buildings per capita})
\] (1)

2.1.1. Building area

The results in China in this section primarily refer to the data presented by Zheng[7]. The urban floor area in Northern China was 15.2 billion m² in 2018 and is projected to reach 20.5 billion m² by 2035 and 21.8 billion m² by 2050.

Population data for Korea were obtained from the Korea Statistics Bureau. Per capita building area under the current scenario was calculated based on the statistical data available for the administrative divisions of the Korea Statistics Bureau. The projected building area in Korea between 2035 and 2050 is presented in Table 1.

Population data for Japan were obtained from the Bureau of Statistics of Japan. Future population projections are available from the Japan Population Research Institute. The current per capita building area in Japan was based on the data available from the Japan Bureau of Statistics. Based on a relatively stable trend, building area projections for 2035 and 2050 are presented in Table 2.

<table>
<thead>
<tr>
<th>Table 1. Korea building area forecast</th>
<th>Table 2. Japan building area forecasts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population (1,000 people)</td>
<td>Population (1,000 people)</td>
</tr>
<tr>
<td>2018: 51826.1</td>
<td>2018: 12674.9</td>
</tr>
<tr>
<td>2035: 50868.7</td>
<td>2035: 11472.6</td>
</tr>
<tr>
<td>2050: 47358.5</td>
<td>2050: 101880.0</td>
</tr>
<tr>
<td>Building area per capita (m²/person)</td>
<td>Building area per capita (m²/person)</td>
</tr>
<tr>
<td>2018: 43.8</td>
<td>2018: 26.0</td>
</tr>
<tr>
<td>2035: 45.7</td>
<td>2035: 30.0</td>
</tr>
<tr>
<td>2050: 48.0</td>
<td>2050: 35.2</td>
</tr>
<tr>
<td>Total building area (100 million m²)</td>
<td>Total building area (100 million m²)</td>
</tr>
<tr>
<td>2018: 22.7</td>
<td>2018: 32.9</td>
</tr>
<tr>
<td>2035: 23.3</td>
<td>2035: 34.4</td>
</tr>
<tr>
<td>2050: 23.8</td>
<td>2050: 35.8</td>
</tr>
</tbody>
</table>

2.1.2. Building heating load index

Considering the convenience of comparison with the available data for China, the speed of building renovation was divided into three modes: slow (according to status quo), medium (as completed by 2050), and rapid (as completed by 2035). Based on Zheng[7], the heating load of urban buildings in Northern China was 3.87 billion GJ in 2018, growing to 3.54 billion GJ by 2035 and 3.68 billion GJ by 2050.

According to the Korean Building Energy Efficiency Grade Standard, the primary energy consumption per unit area of each grade of building is divided into 10 classes. Jung[14] calculated that the building heating load in Korea accounted for 17.8% of the total annual energy consumption. In the case of centralized heating, energy consumption during transportation and other energy loss should be considered. Therefore, the heating load index of buildings was calculated as Eq. (2). The current and projected future building heating load indicators for Korea are presented in Table 3.

\[
\text{Building heating load index} = \text{Building energy efficiency grade index} \times 17.8\% \times \text{Decentralized heating ratio} \\
+ \text{District heat supply heating load index} \times \text{District heating ratio}
\] (2)

According to the Japanese Building Standard 1999[15], from north to south, eight regional areas were distinguished based on their different heating load indicators. The Japanese building heating load index was also calculated using Eq. (2). The data selection for the building energy efficiency grade index and DH load index differed according to the three transformation modes, and the current (2018) and future projected building heating load indicators for Japan are presented in Table 4.

<table>
<thead>
<tr>
<th>Table 3. Building energy efficiency rating index forecasts</th>
<th>Table 4. Predictions of building energy efficiency level</th>
</tr>
</thead>
</table>
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2.2. Clean heating resources forecasting methods

The clean heating resources discussed in this section are the waste heat of power plants (thermal power plants and nuclear power plants), IWH (industrial waste heat), biomass resources, waste resources, and data center waste heat. Among them, power plants waste heat and IWH are clean heating resources because they are waste heat originally discarded in their production process, and no pollution emissions are generated in the process of utilization. Based on the status quo and national policy, industrial development and other aspects were considered to derive future scenarios. As Zheng[7] already provided forecasts for Northern China (except for data centers), new forecasts were not developed for this region.

2.2.1. Waste heat from power plants

The total installed capacity of thermal power plants in China is 15,300 MW. Projecting the future thermal power plant size and heating potential, the total installed capacity of coal-fired and gas-fired thermal power in Northern China is 499,000 MW when only the units above 600 MW are retained. Combining the projections of installed coal-fired and gas-fired thermal power and nuclear power, the total surplus heat from power plants in Northern China is expected to be 5,136 million GJ in 2050.

Data for Korean power plants were obtained from the IEA and Korea Statistics Bureau. In 2020, the installed capacity of thermal power was 24,000 MW, and the installed capacity of nuclear power was 11,000 MW. Projected power plant waste heat was based on future power generation structure[16], as shown in Figure 1. Based on this, a projection of waste heat from power plants in 2050 assumes a thermal power installed capacity of 12,000 MW, and a nuclear power installed capacity of 10,000 MW. The total waste heat from these power plants (by 2050) is 26,000 MW.

Data for Japanese power plants were obtained from the IEA and the Japan Statistics Bureau. In 2020, the thermal power installed capacity was 85,000 MW, and the nuclear power installed capacity was 11,000 MW. Based on the Japanese 2050 target[17], projected changes in the power generation structure are shown in Figure 2. Based on this, the predicted status of power plant waste heat in 2050 assumes an installed thermal power capacity of 63,000 MW, and an installed nuclear power capacity of 8,000 MW. The total projected waste heat from power plant (by 2050) is 64,000 MW.

![Figure 1. Current and future forecasted power generation structure in Korea](image1)

![Figure 2. Current and future forecasted power generation structure in Japan](image2)

2.2.2. Industrial waste heat

IWH is divided into ferrous metal smelting waste heat, non-ferrous metal smelting waste heat, chemical waste heat, petroleum processing waste heat, and other IWH. Some calculation methods in this section refer to the previous study of Zheng[7]. The predictions of IWH potential were made with reference to the expected trends in industrial output obtained from the literature[18][19].

By 2050, the total utilization potential of IWH in Northern China is 1,406 million GJ, and total waste heat is projected to drop to 919 million GJ.
According to the IEA “Korea 2020 Energy Policy Review”[20], and data from the Korea Industrial Park Corporation and Korea Statistics Bureau, in 2020, Korean steel and copper output was 70.9 million tons and 848,000 tons, respectively. Based on these values, the current IWH potential in Korea is approximately 386 million GJ. The projected IWH potential of Korea based on industrial output is 258 million GJ by 2050, of which petrochemical waste heat and ferrous metal (primarily steel) smelting waste heat still account for the largest proportion (48% and 44%, respectively).

Based on the data from the IEA, METI, Statistics Bureau of Japan, and the Japan Ministry of Economy, Trade, and Industry, steel output was 69.494 million tons and copper output was 773,000 tons in 2020. Based on this, the current IWH potential of Japan is 286 million GJ. Projected IWH potential based on industrial output is 225 million GJ by 2050, of which the waste heat from ferrous metal (iron and steel) smelting still accounts for the largest share (58%) of the total.

2.2.3. **Biomass resources**

The total annual amount of crop straw production in Northern China is 488 million tons, and the potential for gas production from livestock manure is 223 million GJ. Based on these data, the total amount of heat from biomass resources is 5.3 billion GJ. In 2050, 701 districts and counties are projected to have surplus biomass, with a total heat-supply potential of 3.058 billion GJ. Excluding rural self-use, the expected available heat in cities and towns from biomass is 1.8 billion GJ.

Data on biomass resources in Korea were obtained from the statistics of the Korea Statistics Bureau. The production of rice and beans and the number of pigs, cattle, and sheep in Korea were studied, from which the total biomass resource was determined. Based on these calculations, the potential distribution of biomass resources in Korea is 60 million GJ by 2050.

Data on Japanese biomass resources were obtained from the Japan Bureau of Statistics. Based on the production of rice, wheat, and beans and the number of pigs, cattle, and sheep, the projected distribution of biomass potential in Japan is 110 million GJ by 2050.

2.2.4. **Waste resources**

The heat from urban waste is closely related to population size, with each person generating 367.95 g of waste per day. According to population forecasts in 2.1.1, the current waste heat resource potential in Northern China is totaling 249 million GJ, 16 million GJ in Korea, 90 million GJ in Japan.

2.2.5. **Data center waste heat**

According to a Greenpeace report[21], the total electricity consumption of data centers in China was 160.9 billion kWh in 2018. The “Data Center White Paper”[22] collected the data of 49.9% racks above large size in China by 2017. The “China Data Center Energy Use Report”[23] provides data on the total electricity consumption of data centers based on power usage efficiency (PUE) and indicates that the associated total available waste heat in Northern China is ~322 million GJ. Based on current trends, this is expected to increase to 1.89 billion GJ by 2050.

According to the “2020–2023 Korea Data Center Report”[24], since 2000, Korean data centers have grown at an annual rate of 5.9%. In 2019, there were 158 data centers in Korea, 57% of which were private data centers. Between 2000 and 2019, the annual electricity consumption of private data centers increased from 9,360 to 20,026 kW. According to the total power consumption of these data centers, the associated waste heat is approximately 128 million GJ, and based on current trends, it is expected to reach 250 million GJ by 2050.

Based on current IT equipment power consumption and the “Current Status and Future Prospects for Power Consumption of IT Equipment”[25], power consumption by data centers in Japan was 15 TWh in 2005, growing to 47 TWh in 2020. According to strategic calculations, Japanese PUE was 1.9 in 2005, 1.3 in 2025, and 1.1 in 2050. Based on the total power consumption of data centers, the current total amount of waste heat available from data centers is ~220 million GJ and is expected to increase to 440 million GJ by 2050 based on current trends.

3. **RESULTS**

3.1. **Building heating load forecast results**

According to the projected building area and building heating load indicators for CKJ, heating loads under the current and future scenarios are presented in Table 5. A comparison of the heating load per unit area of buildings in CKJ is shown in Figure 3. Compared to that of Japan, China and Korea have higher heat consumption per unit of floor area, and there is more room for energy saving. This is largely because Japan began implementing building energy conservation measures earlier, launching the “Residential Energy Saving Benchmark” in 1980 with revisions in 1992 and 1999.
<table>
<thead>
<tr>
<th>Country</th>
<th>Status quo</th>
<th>Rapid mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>3.87</td>
<td>3.54</td>
</tr>
<tr>
<td>Korea</td>
<td>0.48</td>
<td>0.40</td>
</tr>
<tr>
<td>Japan</td>
<td>0.57</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Table 5. Predictions of heating loads for under different models in CKJ

3.2. Clean heating resources forecast results

Based on statistical projections, the clean heating potential of CKJ by 2050 will be approximately 8.21, 1.38, and 2.88 billion GJ, respectively, with expected proportions of clean heat sources shown in Figure 4. The major clean heating resource in Northern China is power plant waste heat, and Korea and Japan have a relatively large share of waste heat from power plants. In addition, waste heat from data centers in Japan and Korea and IWH in Korea has high potential for utilization.

3.3. Matching analysis

Comparing the supply-side heating capacity with the demand-side heating load in 2050, the heating capacity of CKJ can meet the overall heating demand. However, considering the difficulties and poor economics of long-distance transportation of waste heat resources, further regional analysis is required. Due to the inconsistent distribution of waste heat resources and heat demand, there are shortages in clean heat sources in CKJ by region. Based on Figure 5, there is a projected load shortage of 218 million GJ based on the clean heating resources in Northern China, 91 million GJ in Korea, and 186 million GJ in Japan.

4. DISCUSSION

4.1. Heating mode analysis

Zhang[6] suggested that qualitative analyses of whether to adopt centralized heating in a region can be conducted based on regional resource endowments. Based on national policies or research calculations, DH is a better choice for urban areas in...
Northern China, where it is the main means of heating in winter. According to the China District Heating Association, the DH area in Northern China accounts for approximately 88.2% of the total urban heating area; in Korea, urban DH currently accounts for ~17% of the total area, and in Japan, where decentralized heading is the dominant mode, this figure is only 0.4%. In Korea and Japan, there is still much waste heat that can potentially be used as a DH source, indicating considerable scope for development.

Projections for Korea and Japan are shown in Figure 6 and Figure 7, in which the following clean heating resources are considered suitable for DH: waste heat from power plants, IWH, and waste heat from data centers. The utilization of waste and biomass resources is suitable for decentralized heating. The use of gas or renewable electricity suitable for decentralized heating can supplement the heat source deficit. The projected proportion of DH by 2050 in Korea is 82.24% and in Japan is 83.69%, both significantly higher than the current proportions. At present, most areas in Korea and Japan use decentralized heating, and a large amount of waste heat from thermal power, nuclear power, industry, and data centers is not utilized. Moreover, the centralized heating facilities in these countries are suboptimal, and further analyses are needed to determine whether such a large scale of centralized heating should be adopted.

4.2. Design and comparison of district heating schemes

Based on the previous analyses, the heat-supply models were divided into centralized heat supply (assuming the same proportion as the status quo) and large-scale centralized heat supply. Because there is a shortage of clean energy for heating on the supply side, Zheng[7] proposed the use of gas or renewable electricity to make up for this shortfall. Adding the three retrofit rates to the demand side, 12 medium scenarios were devised for comparison.

(1) Energy consumption

The heating load increases after the adoption of large-scale centralized heating, and the energy consumption of centralized heating is higher than that of decentralized heating. However, the utilization of waste heat itself does not increase the energy consumption of the production process. Therefore, considering only the consumption of supplementary energy, the energy consumption of centralized heating is considerably less than that of decentralized heating. Based on these projections, in 2050, the minimum gas consumption in Korea is 4.2 billion Nm³, and the consumption of renewable electricity is 13.3 billion kWh. In comparison, the minimum gas consumption in Japan is 5.0 billion Nm³, and the consumption of renewable electricity is 15.8 billion kWh. Decentralized heating consumes approximately twice as much gas and renewable electricity as DH.

2) Pollutant emissions

Considering the main pollutants (NOx, SO2, dust, etc.) emitted by residential heating schemes in Japan and Korea, after the adoption of large-scale DH, the use of power plants and IWH for heating increases. As the use of waste heat does not increase pollutant emissions, only the pollutants emitted by supplementing the heating load deficit were considered, and the large-scale adoption of centralized heating would lead to lower levels of pollutant emissions than that at the status quo. The emissions of dust are similar when gas and electricity are used on the supply side to make up the heating load gap for the same heating mode. However, for NOx and SO2, emissions are low when using renewable electricity. Demand-side building retrofits would lead to low emissions of all pollutants under the rapid-mode scenario.

(3) Economic feasibility

The economic feasibility of residential heating in Korea and Japan were assessed. DH increases transportation energy consumption, while decentralized heating cannot use waste heat, energy consumption considerably increases. If electric-
driven heat pumps are used, DH costs slightly more than decentralized heating. If gas is used for supplemental heating, decentralized heating is more expensive than DH. Assuming the same heating mode, the use of renewable electricity is more economical than using gas when making up for the heating load gap. In the long term, a is better comparing only the annual operating costs, the rapid retrofit pathway is the economical option.

4.3. Summary

By comparing several aspects, for CKJ, heating solutions on the supply and demand sides become clear. The supply side should preferentially use clean heat sources for heating; when the heating is insufficient, renewable electricity should be used to supplement the heating gap. Furthermore, the energy-saving renovation of buildings on the demand side should be completed as soon as possible.

With respect to heating modes, the government has made it clear that DH will be adopted in urban areas in Northern China, and decentralized heating will be adopted in rural areas and Southern China. The advantage of centralized heating over decentralized heating is that the waste heat generated from the production processes of power plants and industries can be used without the need for dedicated energy consumption for heating. Therefore, only the waste heat utilization process and the supplementary heat production and utilization process need to be considered in the comparison. By studying the heating models in Korea and Japan, centralized heating is more economical in the long run; there is little difference between centralized heating and decentralized heating in terms of pollutant emissions; and centralized heating has a clear advantage in terms of primary energy consumption. Overall, centralized heating is the better choice.

### Table 6: Comparison of future heating schemes in China, Korea, and Japan

<table>
<thead>
<tr>
<th>Heating mode (Korean, Japanese)</th>
<th>Energy consumption</th>
<th>Emissions</th>
<th>Economy</th>
</tr>
</thead>
<tbody>
<tr>
<td>District heating</td>
<td>More</td>
<td>Less</td>
<td>Better</td>
</tr>
<tr>
<td>Decentralized heating</td>
<td>Less</td>
<td>More</td>
<td>Worse</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Supply side (Chinese, Korean, Japanese)</th>
<th>Energy consumption</th>
<th>Emissions</th>
<th>Economy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Renewable electric supplementary heating</td>
<td>Less</td>
<td>Less</td>
<td>Better</td>
</tr>
<tr>
<td>Gas supplementary heat</td>
<td>More</td>
<td>More</td>
<td>Worse</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Demand side (Chinese, Korean, Japanese)</th>
<th>Energy consumption</th>
<th>Emissions</th>
<th>Economy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid retrofit</td>
<td>Less</td>
<td>Less</td>
<td>Better</td>
</tr>
<tr>
<td>Medium Retrofit</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>Slow retrofit</td>
<td>More</td>
<td>More</td>
<td>Worse</td>
</tr>
</tbody>
</table>

5. CONCLUSION

Based on the current status of heat supply, heat demand, and clean heat sources, pathways have been presented for matching heat supply and demand to support low-carbon development in Asia, focusing on China, Korea, and Japan. The building and energy sectors account for a large proportion of total carbon emissions in Asia, and heat supplies are closely related to both of these sectors. Thus, clean and low-carbon heat supplies are central to achieving carbon neutrality.

The heating load in Korea is projected to fall to 390.7 billion MJ by 2050 through rapid building renovation or increase to 616.9 billion MJ if large-scale centralized heating is adopted. The heating load in Japan is projected to fall to 390.9 billion MJ by 2050 through rapid building renovation or increase to 609.4 billion MJ if large-scale DH is adopted. According to clean heat source projections, the clean heat supply potential will be approximately 53,000 MW in Korea and 131,000 MW in Japan by 2050. In Korea, waste heat from power plants, industrial sites, and data centers accounts for 95% of the total available clean heat sources for centralized heating. Waste heat from power plants and data centers in Japan also account for a large proportion, reaching 88%. In contrast, biomass in China is relatively abundant and is primarily distributed in rural areas, providing abundant heat source resources for decentralized heating in rural areas in Northern China.

Finally, under a low-carbon heating pathway, clean heat sources are preferentially used to heat the supply side, supplemented with renewable electricity when supply is insufficient. On the demand side, energy-saving building renovations should be completed as soon as possible. With respect to heating modes, the use of large-scale DH can make full use of waste heat generated by power plants, industrial production, and data centers. It is estimated that by 2050, the minimum annual cost of such a pathway will be 3,395 billion won in Korea 388 billion yen in Japan. Notably, the DH mode in urban areas in Northern China can provide a useful reference for the development of DH in Korea and Japan.
ACKNOWLEDGEMENT

This work was supported by IEA DHC Project "District Heating Schemes for Carbon Neutrality in Asia: XIII-08", the 14th Five-Year National Key R&D Plan of China (Grant No.2022YFC3802401) and Ministry of Housing and Urban-Rural Development R&D Project of China (Grant No.K20220771).

REFERENCES

Analysis and Forecast of Factors Influencing the Setting of Centralized Heat Supply Prices in Northern China's Cities and Towns

Li Junjie *, Wang Chunlin a, b, Fang Hao a, Li Yanhe a

a School of Resource Environment and Architectural Engineering, Chifeng University, Chifeng, 024000, China
b Inner Mongolia Fulong Heating Engineering Technology Co., Ltd, Chifeng, 024000, China
*

Abstract

The setting of heat supply prices directly determines whether the heat supply industry can achieve a virtuous cycle. A high or low price set by the government will hinder the progress of heat supply reform, so a method needs to be found to establish a heat supply price that is acceptable to all parties in the game. Taking the centralised heat supply areas of northern towns as the subject of this study, the regulations governing heat supply in these areas were subjected to indicator distillation cluster analysis, analysis of the degree of correlation between relevant heat supply indicators and principal component analysis to predict the setting of heat prices in terms of GDP per capita, disposable income per capita and urbanisation rate. The development of heat supply prices should reflect a human-centred philosophy, adapt to social interests and consumer needs, provide new ideas for the development of the heat supply industry, and contribute to the high-quality development of the heat supply industry.

Keywords: urban central heating; hot price setting; PCA; neural network prediction

1. INTRODUCTION

Following the vision of the "carbon peak, carbon neutral" target, the relevant state departments have introduced a series of supporting policies and industrial plans centred on this target. As an important part of the energy industry's downstream chain, the urban heating industry plays an important role in the energy transition development strategy. Despite the rapid development of clean energy heating and heating in China's cities, there are still shortcomings, and in recent years, the state has increased subsidies for clean heating, which has contributed to the acceleration of the process[1]. However, most local governments have only been implementing policy subsidies for three years, and they are decreasing year on year. This suggests that heating subsidies are becoming a huge burden on the state. Using subsidies to modernise clean heating is not a long-term solution for large heating companies. Clean heating has also caused an increase in operating costs, making heating companies less enthusiastic about promoting clean heating at the same time as the company. Faced with pressure from the government and the public, if companies cannot afford it, it will spill over to customers and continue to lower the heating temperature or even stop supply, leaving them without heat. As a result of the government's concern for the affordability of users, only modest adjustments were made to heating charges, which may have led to some heating companies being upside down in terms of costs. In such circumstances, the various policies set by the government can have varying degrees of impact on various stakeholders, which match and constrain each other and work together.

In an era of heat reform, one of the challenges facing heating companies is to introduce heat supply mechanisms that can activate the heat market. In any industry, the most effective mechanism to stimulate market performance is a pricing mechanism and this study addresses the heat supply dilemma by introducing a new pricing mechanism for heat supply. The specific technical route is as follows:
2. Extraction of heat price impact indicators

2.1 Categorisation analysis of heat supply price impact indicators
Heat supply management regulations are formulated in order to regulate the management of heat supply and use in cities and towns, safeguard and protect the lawful rights and interests of both heat supply and heat use, in accordance with the relevant national laws and regulations, and in the light of the actual situation in the region. The regulations consist of the General Provisions, Planning and Construction, Heat Supply Guarantee, Heat Management, Facility Management, Legal Liability, By-laws and other parts. The clustering analysis of heating indicators was carried out with reference to the latest central heating regulations in each region against the research objectives of this topic of central heating tariffs in northern towns. The heating regulations have been in place since 2004 and the latest version is fully updated from 2021. It is feasible to conduct the analysis of heat supply price impact indicators in subsidised areas in accordance with the latest heat supply regulations. In this study, the latest heating regulations for central heating areas in northern cities and towns in nine provinces were collected, and the indicators refined were heating period, indoor temperature, charging system, refund for non-compliance with room temperature standards, refund rate for heat supply unit reasons for stopping heating, and refund rate for users stopping using heat. For convenience and analysis, the raw data is converted quantitatively according to reasonable rules, and the indicators are stratified and assigned on a scale of 1 to 6, naming the series in a specific order. The conversion criteria are listed in the table below:

<table>
<thead>
<tr>
<th>Specific indicators</th>
<th>Assignment conversion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heating period</td>
<td>182=6; 150=4; 120=2; not known=1</td>
</tr>
<tr>
<td>Room temperature</td>
<td>Room temperature of 18°C or more throughout the day = 6; Bedroom and living room (hall) temperature of not less than 18°C throughout the day = 4; Room temperature of bedroom and living room (hall) meets the temperature requirements of the national code = 2; not known = 1</td>
</tr>
<tr>
<td>Charges</td>
<td>Two-part heat price = 6; users with heat metering charges pay the full amount of heat charges in advance to the heating unit according to the area, and after the heating period, settle the heat charges according to the actual measurement, with more refunds and less compensation = 4; users with heat metering are charged according to the amount of heat used; those who do not have the conditions for separate heat metering are charged according to the heating area = 2; not known = 1</td>
</tr>
<tr>
<td>Room temperature not up to standard</td>
<td>Refund of heat charges in accordance with relevant regulations = 6; Reduction in heat charges due to heating companies causing substandard indoor temperatures = 5. If the room temperature does not reach the standard for more than 48 consecutive hours, the heat charge will be reduced by 4; if the indoor temperature is lower than 18°C (excluding 18°C) or higher than 14°C (including 14°C), the heat charge will be reduced by half on a daily basis; if the indoor temperature is lower than 14°C (excluding 14°C), the heat charge will be waived on a daily basis = 3; If the room temperature is below 18°C and above 16°C (including 16°C) = 2; not known = 1</td>
</tr>
</tbody>
</table>
16°C), 30% of the user's daily standard heat bill will be refunded on a daily basis; if the room temperature is below 16°C and above 14°C (including 14°C), 50% of the user's daily standard heat bill will be refunded on a daily basis; if the room temperature is below 14°C, 100% of the user's daily standard heat bill will be refunded on a daily basis=

Heat supply unit reasons for stopping the heat

If the heat is stopped for more than 48h, the heat charge will be refunded double by the day = 6, and the corresponding heating charge will be refunded according to the regulations and mutual agreement = 5; if the heat is stopped for more than 24h continuously, the heat charge will be refunded to the heat user by the day from the day the heat is stopped = 4. Reduction of the heat charge according to the duration of the suspension\footnote{4} = 3; if the heat is suspended for more than 24h continuously, the heat charge shall be refunded double on a daily basis, the total amount of the refund shall not exceed the heat charge paid by the user for the current period = 2, not known = 1

Heat cessation refund

Payment of a basic fee for the operation of the heating facility = 6; payment of a basic heat fee, which may not be higher than 20% of the total heat fee paid according to the heating area = 5; collection of a basic fee for operation, but not higher than 15% of the total heat fee paid according to the heating area = 4; payment of a basic fee = 3; payment of a heat loss compensation fee = 2; not known = 1

The results of the cluster analysis are as follows:

As can be seen from the chart, the nine provincial administrative regions can be divided into three categories: the first category is Hebei Province (5), Henan Province (9), Tianjin (7) and Shandong Province (8); the second category is Heilongjiang Province (1), Liaoning Province (3), Inner Mongolia Province (4) and Beijing (6); and the third category is Jilin Province (2).

2.2 Preliminary analysis of basic heat supply price indicators

GDP per capita, aging rate, resident population, central heating area, heating days, cogeneration heating price, cogeneration heating price, gas boiler heating price, coal-fired boiler heating price, base price, metering price of northern cities have correlation analysis of variable factors with relevance, correlation analysis refers to the analysis of two or more variables with correlation of the elements, so as to measure the two factors’ Correlation is used to measure the linear correlation between two variables X and Y. The value is between -1 and 1. The larger the absolute value, the stronger the correlation. From the results, the factors with very strong and strong correlation are filtered out and categorised in terms of urban metrics, economic indicators, heat supply indicators, and other aspects, as shown in the table below.
Table 2. Degree of correlation of relevant variables

<table>
<thead>
<tr>
<th>Classification</th>
<th>Related variable elements</th>
<th>Correlation coefficient</th>
<th>Degree of relevance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban metrics and heat prices</td>
<td>Urbanisation rate and base price</td>
<td>0.9578</td>
<td>Extremely strong correlation</td>
</tr>
<tr>
<td></td>
<td>Ageing rates and the price of heating from coal-fired boilers</td>
<td>0.9466</td>
<td>Extremely strong correlation</td>
</tr>
<tr>
<td></td>
<td>Urbanisation rate and the price of heating with gas boilers</td>
<td>0.7661</td>
<td>Strongly related</td>
</tr>
<tr>
<td></td>
<td>Urbanisation rate and the price of heating from coal-fired boilers</td>
<td>-0.7917</td>
<td>Strongly related</td>
</tr>
<tr>
<td></td>
<td>GDP per capita and gas boiler heating prices</td>
<td>0.9836</td>
<td>Extremely strong correlation</td>
</tr>
<tr>
<td></td>
<td>Per capita disposable and gas boiler heating prices</td>
<td>0.9394</td>
<td>Extremely strong correlation</td>
</tr>
<tr>
<td>Economic indicators and heat prices</td>
<td>GDP per capita and CHP heating prices</td>
<td>0.6678</td>
<td>Strongly related</td>
</tr>
<tr>
<td></td>
<td>GDP per capita and CHP heating prices</td>
<td>0.6678</td>
<td>Strongly related</td>
</tr>
<tr>
<td></td>
<td>GDP per capita and base prices</td>
<td>0.6816</td>
<td>Strongly related</td>
</tr>
<tr>
<td></td>
<td>Disposable income per capita and base prices</td>
<td>0.7443</td>
<td>Strongly related</td>
</tr>
<tr>
<td></td>
<td>Per capita disposable and CHP heating prices</td>
<td>0.6395</td>
<td>Strongly related</td>
</tr>
<tr>
<td>Heat Indicators and Heat Prices</td>
<td>Central heating area and metering price</td>
<td>0.8141</td>
<td>Extremely strong correlation</td>
</tr>
<tr>
<td></td>
<td>Number of heating days and metering price</td>
<td>0.9117</td>
<td>Extremely strong correlation</td>
</tr>
<tr>
<td>Other</td>
<td>Resident population and central heating area</td>
<td>0.9333</td>
<td>Extremely strong correlation</td>
</tr>
<tr>
<td></td>
<td>GDP per capita and urbanisation rate</td>
<td>0.7916</td>
<td>Strongly related</td>
</tr>
</tbody>
</table>

From the analysis results graph for filtering and categorisation, the absolute value of the relative coefficient between each two indicators is greater than 0.60, and the degree of correlation between GDP per capita and heating price of coal-fired boilers, ageing rate and heating price of coal-fired boilers, and urbanisation rate and heating price of coal-fired boilers is the greatest, indicating that GDP per capita, ageing rate, urbanisation rate and disposable income of urban residents can be used as the development and evaluation of heating price setting. The correlation between per capita GDP, ageing rate, urbanisation rate and urban residents' disposable income is the highest.

2.3 Extraction of key heat supply price impact indicators

The correlation coefficient indicates the degree of correlation between different indicators, with a higher absolute value indicating a higher degree of correlation. As there is a certain amount of overlapping information between variables with high correlation and this overlap has a great impact on the objectivity of the estimation results, the need for principal component analysis can be demonstrated by analysing the correlation matrix. Therefore, principal component analysis was conducted on GDP per capita, ageing rate, urbanisation rate and disposable income of urban residents.

A principal component analysis of the data on GDP per capita, disposable income of urban residents, urbanisation rate, centralised heating area and ageing rate for 59 cities in the north was conducted and the results of the eigenvalues and contribution values were calculated as follows:

Table 3. Calculation of eigenvalues and contribution rates

<table>
<thead>
<tr>
<th>Principal Component Number</th>
<th>Eigenvalue λ</th>
<th>Contribution %</th>
<th>Cumulative contribution %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.806</td>
<td>56.117</td>
<td>56.117</td>
</tr>
<tr>
<td>2</td>
<td>1.075</td>
<td>21.504</td>
<td>77.622</td>
</tr>
<tr>
<td>3</td>
<td>0.595</td>
<td>11.891</td>
<td>89.512</td>
</tr>
<tr>
<td>4</td>
<td>0.406</td>
<td>8.121</td>
<td>97.634</td>
</tr>
<tr>
<td>5</td>
<td>0.118</td>
<td>2.366</td>
<td>100.000</td>
</tr>
</tbody>
</table>
Normally, principal components with eigenvalues greater than 1 are retained and those with eigenvalues less than 1 are discarded, so that the final number of principal components is less than the number of indicators n. It is also possible to reach a certain cumulative contribution rate according to the size of the contribution, using different criteria, such as above 70%, above 85% or others. Here, the indicators with a cumulative contribution rate exceeding to above 85%, GDP per capita, urban disposable income and urbanisation rate, are chosen for the next step of analysis.

2.4 Heat price assessment method based on BP neural network prediction

BP neural network is one of the most commonly used neural network models today. It does not need to define a mathematical equation in advance to show the relationship between input and output, but only needs to learn some rules through its own training to get the closest result to the desired output for a given input, and its output is a continuous quantity from 0 to 1. It can also learn and store a large number of matching relationships between input and output data without first analyzing the mathematical equation describing the matching relationship[5].

Importing the dataset, there are 3 features that will affect the setting of the heat price, namely GDP per capita, urban disposable income per capita and urbanisation rate, so the data related to these 3 features are statistically collated as the feature data (input data) for the prediction model, the data from the training set and the test set are read, and the input and output values are divided, the data from the training set are normalised in the second step, and the data are normalised to (-1,1), and the third step builds a BP neural network. As the actual problem may consist of several competing metrics, the solution to the problem usually does not include a single optimal solution, but rather a set of non-inferior solutions, which usually cannot be solved by traditional multi-objective optimisation methods. It is therefore analysed together with a particle swarm algorithm, where particles continuously change state in a multidimensional search space until equilibrium or an optimum is reached or the computational limit is exceeded[6]. In the fourth step the optimal initial threshold weights optimised by the genetic algorithm are given to the network for prediction; in the sixth step, once all parameters have been set, BP training can be performed and finally the prediction results are back-normalised to obtain the true value of the prediction and to evaluate the error.

In order to more intuitively evaluate the law of heat tariff setting combined with the heat supply management regulations cluster analysis results collected in the last three years in Hebei Province, Henan Province, Tianjin City, Shandong Province contains 25 cities per capita GDP, urban residents disposable income, urbanisation rate, a total of 60 sets of data for neural network prediction.

2.5 Judgement of predictive models

The closer the mean squared error is to zero, the better the predictive ability of the model. If there is only one output, you can run it to see how much the predicted result differs from the output as a judgement of the validity of the result. From the comparison graphs of the test heat cost prediction results with the smallest mean square error filtered from the randomly generated training samples, it appears that the predicted values are similar to the actual heat values but do not converge exactly to 0. The reasons for this are the small amount of data and the difficulty in collecting data, some of which is not reflected in the China Statistical Yearbook and can only be estimated by Baidu. In order to avoid these causes of bias, several training sessions can be carried out to find the average value and calculate the standard error to give a range of heat price setting.

Figure 3. Comparison of tested heat cost with predicted results
2.6 Typical calculation examples

Zhang Shensheng has set a heat price of 27.75 RMB/m² for Shenyang based on a costing method. In order to make a comparison, this paper selects Shenyang City for heat price neural network prediction, predicts future chargeable heat prices based on known data such as local per capita GDP, urban residents' disposable income and urbanisation rate, and uses a pricing mechanism that links heating charges and heat energy consumption to encourage consumers to take the initiative to regulate and achieve efficient allocation of resources to achieve energy savings.

The horizontal coordinate 18 in the figure shows the comparison of the predicted results of the test heat cost in Shenyang, where the local heat price is 26 RMB/m², and the predicted result of the BP neural network yields a heat price of 25.57 RMB/m² in Shenyang. By running the neural network several times, the following relevant data are obtained:

<table>
<thead>
<tr>
<th>Number of times (times)</th>
<th>Average value (RMB/m²)</th>
<th>Standard error</th>
<th>Predicted value</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>25.11</td>
<td>0.32</td>
<td>25.11±0.32</td>
</tr>
</tbody>
</table>

The above table shows that the predicted heat price in Shenyang is 25.11±0.32 RMB/m² and the standard error is taken once for every 5 sets of data interval for the experimental results, and the error law is shown in the following table:
The known data predicts the future price of chargeable heat supply and facilitates the adjustment of behaviour patterns to predict the heat supply price level through the basic data of social development in the past three years, including influencing factors such as local GDP per capita, disposable income of urban residents and urbanisation rate. It can be seen that the prediction of heat price by the neural network has a certain reasonableness. Therefore, the standard deviation of the mean and the arithmetic mean can be obtained by predicting the heat price several times, so that the error and accuracy are within a certain range, and thus the heat price of a city can be predicted in a reasonable range.

2.7 Analysis of calculation results

Error accuracy level:
The actual heat price in Shenyang is RMB 26/m² and the heat price obtained from the bp neural network is RMB 25.11/m², a difference of RMB 0.89/m² from the actual heat price. It can be seen that the prediction of heat price by the bp neural network has a reasonable accuracy. Therefore, the standard deviation of the mean and the arithmetic mean can be obtained by multiple tests, making the pricing range smaller and giving the government a reasonable choice of price range for pricing.

Conclusion

The various policies set by the government can have different degrees of impact on various stakeholders, and they match and constrain each other to work together. High or low heat prices set by the government can hinder the progress of heat supply reforms, so there is a need to find a way to establish heat prices that are acceptable to all parties involved in the game. In order to achieve a 'win-win' situation for both the heating company and the customer, or even a 'win-win' situation for the government and society, this study combines cluster analysis, correlation analysis, and the use of a 'win-win' approach. This study combines cluster analysis, correlation analysis, principal component analysis and neural network prediction methods to forecast heat costs. By analysing the shortcomings of the existing heat supply mechanism, a set of three main influencing factors, such as local GDP per capita, disposable income of urban residents and urbanisation rate, was designed to predict the heat supply price level through the basic data of social development in the past three years, and the neural network prediction accuracy can be achieved through multiple tests, making the pricing range smaller and giving the government a reasonable price range for pricing.

3. CONCLUSION

The various policies set by the government can have different degrees of impact on various stakeholders, and they match and constrain each other to work together. High or low heat prices set by the government can hinder the progress of heat supply reforms, so there is a need to find a way to establish heat prices that are acceptable to all parties involved in the game. In order to achieve a 'win-win' situation for both the heating company and the customer, or even a 'win-win' situation for the government and society, this study combines cluster analysis, correlation analysis, and the use of a 'win-win' approach. The neural network prediction accuracy can be achieved through multiple tests, making the pricing range smaller and giving the government a reasonable price range for pricing.
not only increase the satisfaction of heat users with their usage and make their heat bills reasonable, but also allow heat supply companies to make more profits, thus promoting a virtuous cycle in the heat supply industry. Most importantly, by incentivising consumers to use energy more economically, energy consumption can be reduced, which has an important positive effect on both the energy transition and the promotion of clean energy.
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ABSTRACT

The four Nordic countries are at the forefront of the world in developing low-carbon energy supply systems and have put forward the goal of building a 100% renewable energy system. The study of their energy supply systems has important implications for China in achieving carbon peaking and carbon neutrality goals. This paper focuses on a comparative analysis of the energy supply systems of China and the four Nordic countries, with the aim of quantifying the similarities and differences between them. Firstly, this paper defines the demand and supply heat-to-power ratio of the energy system, calculates and analyses their classification and characteristics, and proposes a method for matching the supply and demand of energy systems based on heat-to-power ratios through theoretical derivation. This method can be used to quantitatively calculate, analyze and compare different regional energy systems in terms of total energy, time dimension and spatial dimension. Next, the energy supply systems of the four Nordic countries and Northern China are quantitatively analyzed in three dimensions respectively. The similarities and differences between China and the Nordic countries are demonstrated. Afterwards, combining with the findings of the comparative analysis, the optimization for the design of the energy supply system in Northern China is conducted. The optimized design reduces fossil energy use and carbon emissions by more than 50% in Northern China. Finally, a summary and outlook of the above research is presented. In the light of the comparative analysis of the energy supply systems in Northern China and Nordic countries, recommendations are made for the construction of energy supply systems in Northern China, based on the principle of "learn fully and avoid following blindly".

Keywords: Heat-to-power ratio; Comparative analysis of China and the four Nordic countries; Energy supply system; Urban heating in Northern China

1. INTRODUCTION

In response to climate change and global warming, the four Nordic countries (FNCs) have set a goal of building a 100% renewable energy system and are pioneers of zero-carbon energy systems. China has also set a goal of peaking CO₂ emissions by 2030 and achieving carbon neutrality by 2060. In the future, fossil energy fuels will be gradually reduced and the energy supply system will be dominated by heat and power supply systems. However, China's current energy structure, still dominated by fossil energy, has high total carbon emissions, and its low-carbon development faces many challenges and problems: (a) China has the same per capita land area as Denmark. Can China directly replicate the way of building energy supply systems in Denmark and other Nordic countries, and achieve the carbon reduction goals through a 100% renewable energy system? (b) China has more fossil energy thermal power units. What is the appropriate development orientation and retention ratio of the units? (c) What are the key technologies needed to achieve decarbonization and synergy of heat and power in China's energy supply system with a high proportion of renewable energy systems?

A literature review of European energy system studies has been conducted. For 100% renewable energy systems, a systematic review has been conducted by Hansen et al. [1]. For the European power system, research has covered various aspects such as power plant flexibility retrofit [2], energy storage [3], power markets, and grid construction [4]. For the European heating system, the studies focused on the fourth generation district heating (4GDH) technology with low-temperature [5], seasonal thermal energy storage () [6], and heating development routes [7]. It can be observed that low-temperature heating, STES and spatially planned matching of various heating resources are the main trends. However, the differences in resource endowments between China and Europe are large, and the development path of Northern Europe cannot be replicated in China as a whole.

Some studies have also been conducted by Chinese scholars to address the above issues. Research on the development prospect of fossil-energy thermal power in China focuses on two aspects: first, fossil-energy thermal power still needs to leave a certain amount of capacity in the future [8][9]; second, thermal power needs to cooperate with carbon capture, utilization and storage (CCUS) technology to achieve zero carbon emission [10]. The key technology research of low-carbon heat and power synergistic supply system in China mainly involves power plant flexibility retrofit [11], heat and power synergistic retrofit of thermal power plants [12], auxiliary power peak regulation market [13], nuclear power heating [14] and
STES [15]. However, the above technologies lack more detailed studies in terms of specific implementation paths, spatial and temporal distribution and matching of supply and demand.

In energy supply systems, heat-to-power ratio (HPR) is an important parameter that can quantitatively portray the heat and power supply-demand matching relationship, and scholars have widely applied it in various studies. These include energy supply-demand matching characteristics [16], heat and power coupling [17], building energy supply [18][19], and combined system studies of wind/solar and thermal power plants [20]. However, the definitions and calculations of HPRs in the above studies are different and need to be clearly defined when used.

Based on the above studies, this paper will further investigate the previous issues. In Section 2, a method of energy system supply-demand matching analysis based on HPR is proposed, and an overview of energy data from China and Europe is presented. Section 3 carries out a quantitative comparison analysis of the energy supply systems of the FNCs and China in terms of total energy, time dimension and spatial dimension. Section 4 adopts the above methods and comparative results to optimize the design of energy supply systems in northern China and quantitatively evaluate their effectiveness in reducing fossil energy consumption and carbon emissions. Finally, Section 5 concludes the full study.

2. METHODOLOGY AND DATA

2.1 Matching supply and demand in energy systems based on heat-to-power ratio

On the demand side of a heat and power energy system, the demand-side heat-to-power ratio (DHPR) \( R \) for an area is defined as the ratio of the demand for heating load \( H \) to the demand for power load \( E \), expressing the relative magnitude of the heating and power loads in the heat and power system:

\[
R = \frac{H}{E} \tag{1}
\]

Since heating and power loads are time-dependent variables, DHPRs are accordingly classified into hourly, daily, monthly and yearly DHPRs. The DHPR is an objective property of a region, representing the heat and power demand characteristics of a region under natural and socio-economic influences. It can play an important role in the quantitative planning and application of energy storage systems in the region by reflecting seasonal and hourly differences with different calculation time dimensions.

The supply side of the heat and power energy system in a region is the various energy supply equipment, including heat sources and power sources. In this paper, the supply-side heat-to-power ratio (SHPR) \( r_i \) of the energy supply equipment \( i \) in the area is defined as the ratio of the heat output \( h_i \) to the power output \( e_i \), which represents the relative magnitude of the heat supply and power supply capacity of the energy supply equipment:

\[
r_i = \frac{h_i}{e_i} \tag{2}
\]

Thereby, the calculation of the overall HPR \( r \), overall heating output \( h \), and overall power output \( e \) on the supply side of the heat and power energy system in the area can be derived from the SHPR \( r_i \), heating output \( h_i \), power supply output \( e_i \), heating output share \( x_i \), and power output share \( y_i \) for each type of energy supply equipment as follows:

\[
x_i = \frac{h_i}{h_1 + h_2 + \cdots + h_n} = \frac{h_i}{\sum_{j=1}^{n} h_j} \tag{3}
\]

\[
y_i = \frac{e_i}{e_1 + e_2 + \cdots + e_n} = \frac{e_i}{\sum_{j=1}^{n} e_j} \tag{4}
\]

\[
r = \frac{h}{e} = \frac{\sum_{i=1}^{n} h_i}{\sum_{i=1}^{n} e_i} = \frac{\sum_{i=1}^{n} h_i}{\sum_{i=1}^{n} e_i} \times \frac{1}{\sum_{i=1}^{n} \frac{1}{r_i} \times \sum_{j=1}^{n} h_j} = \sum_{i=1}^{n} \frac{h_i}{\sum_{i=1}^{n} h_i} \times \frac{1}{\sum_{i=1}^{n} \frac{1}{r_i}} \tag{5}
\]

\[
r = \frac{h}{e} = \frac{\sum_{i=1}^{n} h_i}{\sum_{i=1}^{n} e_i} = \frac{\sum_{i=1}^{n} e_i \times r_i}{\sum_{i=1}^{n} e_i \times r_i} = \sum_{i=1}^{n} \frac{e_i}{\sum_{i=1}^{n} e_i} \times r_i = \sum_{i=1}^{n} y_i \times r_i \tag{6}
\]

According to the value of \( e_i \), the SHPR of the energy supply equipment can be divided into the following categories: (a) When \( e_i = 0 \), it means that such energy supply equipment only provides heat and does not consume or produce electricity. In this case, the SHPR \( r_i \) is \(+\infty\). This type of energy supply equipment can be combined with others to improve the overall SHPR. (b) When \( e_i < 0 \), it means that this type of energy supply device consumes electricity and produces heat, in which case the SHPR is negative, i.e. \( r_i < 0 \). This mode can increase the overall SHPR in combination with other energy supply devices with positive SHPRs. (c) When \( e_i > 0 \), this means that such a supply device can produce both electricity and heat,
such as cogeneration, in which case $r_i > 0$.

The maximum SHPR is an important parameter in matching energy supply and demand. The maximum SHPR for eight typical energy supply equipment is shown in Table 1.

To match energy supply and demand in a region, the DHPR is an objective property of the region, i.e., the objective function of supply-demand matching, while the SHPR is a technical means that can be subjectively adjusted in a region, i.e., the variable function of supply-demand matching. As a result, a generic equation (7) for energy system supply-demand matching can be obtained:

$$\frac{H}{E} = R = f(r_i, h_i, e_i) = \frac{\sum_i r_i e_i + \sum_j h_j}{\sum_i e_i} $$

(7)

The equation can be applied to the calculation of supply-demand matching in a region at various time scales, and can be used both for the balance check of the status quo matching and the identification of existing energy supply problems, and for optimal design in the planning of regional energy supply systems.

<table>
<thead>
<tr>
<th>Energy supply equipment</th>
<th>Maximum supply heat-to-power ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heating-only equipment (boilers and industrial waste heat)</td>
<td>+∞</td>
</tr>
<tr>
<td>Biomass cogeneration and garbage cogeneration</td>
<td>2.3–3</td>
</tr>
<tr>
<td>Coal-fired cogeneration unit with waste heat recovery</td>
<td>1.8–2</td>
</tr>
<tr>
<td>Coal-fired cogeneration unit without waste heat recovery</td>
<td>1.5–1.7</td>
</tr>
<tr>
<td>Gas-fired cogeneration unit with waste heat recovery</td>
<td>0.8–1</td>
</tr>
<tr>
<td>Gas-fired cogeneration unit without waste heat recovery</td>
<td>0.6–0.7</td>
</tr>
<tr>
<td>Power-only equipment (thermal power, wind, solar, hydropower, nuclear power)</td>
<td>0</td>
</tr>
<tr>
<td>Electric boiler</td>
<td>-1</td>
</tr>
<tr>
<td>Electric heat pump</td>
<td>-4--3</td>
</tr>
</tbody>
</table>

2.2 Source of energy data in China and Europe

Energy system research data can be divided into direct data and indirect data: direct data are direct values of energy demand and supply at different time scales, such as electricity/heating consumption, power and heat output of energy supply equipment, etc. Direct data can be directly used to calculate the demand and supply HPR of the energy system. Indirect data are data through which the demand and supply of the energy system can be calculated and estimated or can reflect the changes in the

<table>
<thead>
<tr>
<th>Item</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meteorological data</td>
<td>Ladybug Tools, DeST meteorological data module, Meteonorm meteorological database</td>
</tr>
<tr>
<td>Grid electricity price</td>
<td>ENTSO-E national member companies, NORD POOL and other grid trading platforms</td>
</tr>
<tr>
<td>Industrial energy use</td>
<td>IAEA-World Energy Balance Database, China Energy Statistics Yearbook, CEADs provincial energy inventories</td>
</tr>
</tbody>
</table>
supply and demand of the energy system, for example, through the heating area of buildings, meteorological data, grid electricity prices, industrial energy use, etc.

The Chinese and European energy system data sources involved in this paper are shown in Table 2.

3. COMPARATIVE ANALYSIS

3.1 Analysis of energy supply systems in four Nordic countries

An analysis of the primary energy supply mix of the FNCs, Sweden, Finland, Norway and Denmark, is shown in Figure X. The share of coal in the overall energy mix of the FNCs is only 6%. The share of oil, biomass, hydro energy, nuclear energy and other forms of energy is even, and the share of renewable energy is large.

The electricity and heat supply systems of the FNCs are basically self-sufficient. 380.2 TWh of electricity was consumed by the FNCs in 2019. The electricity transmission among the FNCs is frequent, but the FNCs as a whole only carried out cross-border electricity import and export transmission with the power systems of six European countries, with an annual cumulative import of 17.1 TWh and export of 17.5 TWh. The ratio of total imports, total exports and net imports to electricity consumption in the FNCs is less than 10% in 92% of the 8760h of the year, and the largest instantaneous import or export ratio is only about 16%. As for heat, the heat-using units that adopt decentralized heating methods, which heat locally by burning fuel or consuming electricity, do not have heat import and export; and those who adopt centralized heating, which pursue low water supply temperature and low pipeline network transmission and distribution losses under the development trend of 4GDH systems, also do not have long distance cross-country heat transportation.

The energy supply systems of the FNCs are analyzed in terms of both total energy amount and time dimensions to match supply and demand. On the demand side, the FNCs have a total annual heat demand of 495.5 TWh and a total electricity demand of 380.2 TWh, with an overall annual DHPR of 1.30. 33.2% of the electricity demand is for residential use, 23.0% for public buildings, totally more than half (56.2%) for the building sector. Of the heat demand, urban space heating accounts for the largest share of heat use, with 55%. On the supply side, hydropower accounts for 46.1% of the total installed power capacity of 104 million kW in the FNCs, mainly concentrated in Norway and Sweden; the overall power generation hours of non-fossil energy sources are 4259 h, much higher than the overall power generation hours of fossil energy sources at 1439 h, which further increases the power generation ratio of non-fossil energy sources to 91.4% with the original installed power capacity ratio of 78.3%. For heat sources, biomass fuel accounts for 38.8% of the overall heating fuel structure, and non-fossil energy sources account for no less than 64%, with a high level of green and low-carbon heat supply rate. Applying the general Equation (7) of energy system supply and demand matching, all functional modes are classified into coupled supply of heat and power, power supply only, and heat supply only. The results show that 181.1 TWh of heat generation in the heating systems of the FNCs is coupled with the power system, accounting for 36.6% of the total heat supply, i.e., the heat supply system has a heat-power coupling rate of 36.6%. Similarly, 33.1 TWh of the electricity generated in the power supply system is coupled with the heat system, which means the heat-power coupling rate of the power supply system is 8.7%. Among them, the coupled heat mainly comes from electric direct heating and electric heat pumps, and all the coupled electricity comes from combined heat and power (CHP) of various fuel types. The heat-power coupling for each type of energy supply is shown in Figure X.

![Figure 1. Primary energy supply in the FNCs in 2019](image)

![Figure 2. Overall heat-power coupling supply in the FNCs](image)

From the time dimension, the trends of heat and power loads and SHPR are consistent on a monthly and daily scale, showing a "U" shape of high in heating season and low in non-heating season. The heating load varies along with the difference between indoor and outdoor temperatures, showing a great seasonal imbalance, which also leads to the seasonal imbalance of power load and SHPR. The daily electricity load shows a "weekend effect", where electricity consumption is significantly lower on Saturdays and Sundays than in the middle of the week. A monthly time step is sufficient to reflect the overall seasonal pattern. When considering seasonal power supply and demand matching, power sources are divided into five categories: non-adjustable renewable power, nuclear power, adjustable renewable power, fossil-fired power, and
import/export power. As shown in Figure 3, the seasonal peak regulation of power system is dominated by hydropower, assisted by fossil energy thermal power, and a small amount of import/export power to make up for the power balance problem. The seasonal peak regulation of the heating system mainly relies on biomass combustion and other heat-only energy supply methods. Cogeneration units are mainly involved in seasonal peak regulation of the power system, while taking into account the seasonal peak regulation of heating systems during the heating season. However, due to the power structure in Northern Europe, the cogeneration units are limited in the proportion of heat supply they can undertake. Considering intra-day hourly peak regulation, the power system adopts a peak regulating method with hydropower as the main source and import/export power as a supplement. The heating system has very small intra-day heating load fluctuations. The heat-only heat source and electric heating can be flexibly adjusted, and the CHP is equipped with short-period heat storage tanks to ensure heat supply by storing the excess heat generated during the peak power period until the low power load period.

![Figure 3. Regulation mode of heat and power supply system in FNCs](a) Power (b) Heat

### 3.2 Comparison of Chinese and Nordic energy supply systems

In 2019, the net export of electricity in mainland China was 17.342 billion kWh, accounting for only 0.2% of the total electricity consumption; There is no thermal power input and output with other countries. Therefore, like the FNCs as a whole, mainland China is basically self-sufficient in thermal and electric energy.

The total annual consumption of electricity in mainland China is 7.2 trillion kWh, and the total annual consumption of heat is 44.34 billion GJ, that is, the overall heat-to-power ratio demand of energy supply system in mainland China is 1.70, which is close to 1.30 in the FNCs. However, the structure of heat demand in northern Europe and China is quite different. 87.3% of China's heat demand is concentrated in industrial production, which is absolutely dominant. The demand for urban space heating only accounts for 10.2%. In this study, the industrial heat will be deducted from the process industrial heat, and only the non process industrial heat will be considered, that is, papermaking, textile, biopharmaceutical, food, rubber, mechanical and electrical products and other industries with hot water and steam as the main process heat source, which can effectively participate in the heat and power energy system. In terms of geographical scope, only 15 provinces and cities in northern China are considered. Most of them adopt district heating system and have high space heating demand. After limiting the analysis scope, the heat consumption structure in northern China is similar to that in the FNCs, with urban space heating accounting for 57.7% of the total heat demand.

From the perspective of total supply and demand matching, the power consumption per capita of the FNCs (14000 kWh/person) is 2.5 times that of northern China (5724 kWh/person). The power consumption in northern China is mainly concentrated in the secondary industry, especially the high energy consuming process industry. The main power source in northern China is fossil energy thermal power units, which account for more than 75% of power production. The proportion of non-fossil energy installed capacity (78.3%) and non-fossil energy power generation (93.4%) in the FNCs are much higher than those in northern China (36.8%, 22.4%). In terms of thermal power, for the industrial processes, northern China mainly relies on industrial steam and coal combustion from cogeneration, while the FNCs mainly use direct combustion. For space heating, district heating is generally used in northern China, and the district heating rate can reach 84.5%; While the district heating in the FNCs is relatively market-oriented and commercialized, and the district heating rate is only 41.8%. In China, coal-fired fuels account for 80.9% of the fuel structure of district heating sources, of which more than 60% are coal-fired cogeneration; In the FNCs, renewable energy is the main fuel (accounting for 49.1%), of which 96% is biomass. Considering all kinds of thermal uses, the proportion of non-fossil energy heating in the thermal supply system in northern China is only 25%, while the proportion of biomass resources and renewable electricity heating in the FNCs has reached 64%. In terms of power supply and heating systems, China's thermal power coupling rate is higher than that of the FNCs, because China's thermal power and its cogeneration play a leading role in the thermal power energy supply system.
From the time dimension, the seasonal differences of power supply structure between northern China and Northern Europe are shown in Table 3. Thermal power is the main power source in northern China. Seasonal fluctuations correspond to power demand, with double peaks in winter and summer; Hydropower is the main power generation in the FNCs, and it is mainly reservoir power generation, so it is also the main body of seasonal peak shaving, which is consistent with the change of power demand, and the output peak occurs in winter. For thermal supply, northern China and the FNCs have large seasonal differences in thermal demand. At present, northern China mainly relies on thermal power plants and various boilers for seasonal peak shaving, while the FNCs mainly use various boilers and electric heating for peak shaving, while thermal power plants focus on electric peak shaving, taking into account thermal peak shaving. China and the FNCs can adopt STES to use the heat wasted in non-heating seasons. The difference is that the FNCs focus on solar energy, while the northern China mainly uses a large amount of waste heat generated by process industry.

| Table 3. Seasonal regulation difference of power system |
|--------------------------------------------------------|------------------------|------------------------|
| Power supply                                           | Northern China         | Nordic countries       |
| Thermal power                                          | Proportion             | 80.30%                 | 8.90%                  |
|                                                       | Monthly fluctuation    | 24.00%                 | 69.70%                 |
|                                                       | Peak period            | Spring & winter        | Winter                 |
| Hydropower                                             | Proportion             | 5.50%                  | 53.10%                 |
|                                                       | Monthly fluctuation    | 60.60%                 | 34.80%                 |
|                                                       | Peak period            | Summer                 | Winter                 |
| Nuclear power                                          | Proportion             | 1.50%                  | 22.90%                 |
|                                                       | Peak period            | Stable                 | Stable                 |
| Wind power                                             | Proportion             | 8.40%                  | 12.20%                 |
|                                                       | Monthly fluctuation    | 39.40%                 | 53.00%                 |
|                                                       | Peak period            | Spring & winter        | Spring & winter        |
| Solar power                                            | Proportion             | 4.30%                  | 0.30%                  |
|                                                       | Monthly fluctuation    | 38.80%                 | 91.90%                 |
|                                                       | Peak period            | Spring & Autumn        | Summer                 |

From the spatial dimension, northern China has a vast territory and spans a variety of terrain and climate regions. There are differences in the geographical distribution of the supply and demand matching of energy supply systems in different regions. The overall HPR in northern China is 0.65, the lowest is 0.20 and the highest is 1.87 among provinces and cities, with great differences. The overall HPR of the FNCs is 1.30, the highest is 2.14 in Denmark, and the lowest is 0.56 in Norway. On the whole, it is higher than the provinces and cities in the northern region, and the spatial difference is relatively small. According to the analysis of HPR and the characteristics of energy supply and demand, northern China can be divided into three categories: first, consumption regions, whose power consumption is dominated by tertiary industry, and the proportion of industrial power consumption is relatively small. The monthly fluctuation of the ratio of demand to heat and power in such areas is obvious, and has a high ratio of heat and power, with Beijing as a typical representative; The second is severe cold regions, which have a large demand for heat during the heating season, resulting in a generally high HPR. Heilongjiang is a typical region; The third is the industrial production-oriented regions, in which the power consumption structure is dominated by the second generation, and the industrial power consumption accounts for a large proportion. Such areas generally have a low thermal power ratio, represented by Inner Mongolia and Qinghai.

4. APPLICATION IN THE OPTIMIZATION OF ENERGY SUPPLY SYSTEMS

4.1 Optimization for Beijing, Heilongjiang, Inner Mongolia and Qinghai

For the typical provinces in the three types of regions of consumption type, severe cold type and industrial type, the energy supply and demand matching method based on thermal power ratio is applied to analyze the existing problems of the energy supply system, and optimize the design according to the local resource endowment. Because the direct combustion of fossil fuel heating is an urgent problem to be solved in the near future in the low-carbon construction of northern China, only the urban space heating part with the strongest heat-power coupling is considered in the heat demand, and the optimization design is carried out based on the existing power supply structure; The optimal design scale mainly focuses on the optimal matching of the total amount dimension and the seasonal month by month dimension in the time dimension of the provincial region. The main conclusions are shown in Table 4.

Beijing is a typical consumption region. Using the general formula of energy system supply and demand matching (7), the monthly supply and demand matching balance of the optimized energy supply system in Beijing heating season is analyzed.
Table 4. Optimization Results for Beijing, Heilongjiang, Inner Mongolia, and Qinghai

<table>
<thead>
<tr>
<th>Region</th>
<th>Types</th>
<th>Overall DHPR</th>
<th>Overall SHPR</th>
<th>The proportion of non-fossil fuels in power generation</th>
<th>The proportion of non-fossil fuels in district heating</th>
<th>Industrial waste heat</th>
<th>Power plant</th>
<th>Electric heat pump</th>
<th>Bio-mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beijing</td>
<td>Consumption</td>
<td>1.34</td>
<td>~1.00</td>
<td>0.073</td>
<td>0.137</td>
<td>52%</td>
<td>33%</td>
<td>12%</td>
<td>3%</td>
</tr>
<tr>
<td>Heilongjiang</td>
<td>Severe cold</td>
<td>2.01</td>
<td>1.50~20</td>
<td>0.24</td>
<td>0.14</td>
<td>20%</td>
<td>50%</td>
<td>0%</td>
<td>30%</td>
</tr>
<tr>
<td>Inner Mongolia</td>
<td>Industrial</td>
<td>0.32</td>
<td>0.10~0.50</td>
<td>0.17</td>
<td>0.22</td>
<td>29%</td>
<td>68%</td>
<td>2%</td>
<td>1%</td>
</tr>
<tr>
<td>Qinghai</td>
<td>Industrial</td>
<td>0.28</td>
<td>0.10~0.39</td>
<td>0.82</td>
<td>0.025</td>
<td>22%</td>
<td>19%</td>
<td>26%</td>
<td>33%</td>
</tr>
</tbody>
</table>

4.2 Overall optimization design in northern China

Based on the characteristics of the above regions, the fossil energy combustion heating in the energy supply system of the northern provinces and cities is optimized and replaced. The comparison of the overall urban heating system structure before and after the design is shown in Figure 4. The optimized heat source structure makes full use of industrial waste heat, reflecting Chinese characteristics, and combines with other low-carbon heat sources to make the heat source structure more diversified. Unlike the current pattern of excessive reliance on fossil energy such as coal and gas, it is not only more low-carbon, but also more energy efficient.

Table 5 shows the effect of the optimized design. The optimized design scheme can increase the proportion of non-fossil energy in the urban heating system in northern China by 48.7%, reduce fossil energy consumption by 56%, and reduce overall carbon emissions by 52%, which is of great significance to the low-carbon construction of the overall energy supply system in northern China and the realization of the dual carbon goal.

(a) Current situation  
(b) Optimized design

Figure 4. District heating structure in northern China

Table 5. Comparison of current situation and optimal design of district heating in northern China

<table>
<thead>
<tr>
<th></th>
<th>Proportion of non-fossil energy</th>
<th>Total fossil energy consumption</th>
<th>Total carbon emissions</th>
<th>Unit fossil energy consumption</th>
<th>Unit carbon emission</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>100 million tce</td>
<td>100 million tCO2</td>
<td>kgce/GJ</td>
<td>kgCO2/GJ</td>
</tr>
<tr>
<td>Current situation</td>
<td>0.131</td>
<td>1.35</td>
<td>3.4</td>
<td>29.66</td>
<td>74.86</td>
</tr>
<tr>
<td>Optimized design</td>
<td>0.618</td>
<td>0.59</td>
<td>1.62</td>
<td>13.02</td>
<td>35.62</td>
</tr>
</tbody>
</table>

5. CONCLUSION

This paper focuses on a comparative analysis of the energy supply systems in China and Nordic Countries, with the aim of exploring the similarities and differences between China and the FNCs and providing references for the construction of low carbon energy supply systems in Northern China. Compared to the FNCs, the overall heat to power ratio in northern China is lower, but the seasonal differences and spatial imbalances are more obvious. The non-fossil energy resources in northern China are less well-endowed than those in the FNCs, and the main non-fossil energy sources in the future are wind and solar power, which are more volatile, so fossil thermal power will still take on the important task of peak regulation.
Applying the method of matching supply and demand in energy systems based on HPR, the energy supply systems of the FNCs and Northern China are quantified in terms of total energy, time dimension and spatial dimension respectively. Based on the existing electricity structure for the three typical provinces and the overall urban heating heat source in northern China, the optimal design can increase the overall non-fossil energy share to 62%, reducing fossil energy use by 56% and carbon emissions by 52%.

The construction of energy supply systems in Northern China must not directly copy the construction ideas of the FNCs. It should insist on the main role of thermal power in peak regulation and develop key technologies for the synergy of heat and power system; vigorously develop industrial waste heat supply and combine it with seasonal heat storage; and make full use of large pipe network infrastructure to develop district heating.
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ABSTRACT

District heating and cooling (DHC) networks are often run with a small number of sensors and actuators to provide the necessary supply and to maximize economics based on a predetermined high ecological performance. With better knowledge of the demand and flexibility options, it is feasible to optimize heat generation and network functioning overall. Improved network management based on real-time measurement data and the incorporation of new digital business processes are made possible by a greater deployment of information and communication technology. Clarifying the role of digitalization for various components within district heating and cooling systems is necessary for ongoing growth, as is promoting opportunities for the integration of digital processes into DHC systems. Digital technologies are expected to improve the efficiency and system integration of additional renewable sources while also making the entire energy system smarter, more reliable, and efficient. Future district energy systems could be able to completely optimize their plant and network functioning while empowering the end user thanks to digital applications. However, there are still more difficulties to be overcome, including issues with data privacy and security as well as issues with data ownership. The research findings from the IEA DHC Annex TS4 on “Digitalization of District Heating Systems – Optimized Operation and Maintenance of District Heating and Cooling Systems via Digital Process Management” are presented and discussed in this publication.


Keywords: Digitalization of district heating; operation and maintenance; business processes and models

1. INTRODUCTION

It is thought that the widespread adoption of digital technology would make our energy systems smarter, more efficient, and more reliable. The utilization of cutting-edge digital technology and procedures also creates new commercial opportunities and is predicted to result in a considerably higher integration of renewable energy sources into the systems [1]. The DHC Annex TS4 initiative is aimed to promote the possibilities of integrating digital processes into DHC schemes in this context. This necessitates a clarification of the function of digitalization for various aspects of the district heating and cooling system's operation and maintenance. Additionally, these technologies' application are shown in close collaboration with a number of industrial partners. Additionally, issues including data privacy and security, as well as queries regarding data ownership, are addressed [2]. The overall structure of the internationally cooperative work of Annex TS4 within the Technology cooperation program on District Heating and Cooling (DHC) of the International Energy Agency (IEA) is given in this article. The initiative offers a forum for the sharing of research findings from both national and international activities. In this approach, information on the digitalization of district heating and cooling systems is gathered, compiled, and presented.

2. CURRENT SITUATION IN DISTRICT HEATING

In order to ensure the necessary supply task and to maximize economic and ecological performance, district heating and cooling (DHC) networks are often run with a small number of controls (like the regulation of the supply temperatures or the network pressure). In the traditional network operation, there is no detailed information about the supply and utilization structures (such as heat plant characteristics, power demand, or time profiles) [2].

With increased knowledge of the demand and flexibility options (storages), peak shaving and the reduction of pricey peak boiler usage are achievable, as well as an efficient heat generation and overall network functioning. In these systems, projects that have previously been completed demonstrate a broader integration of varying heat sources, such as solar
thermal energy and power-to-heat applications functioning on the electricity markets. As in many other sectors, greater use of information and communication technology opens doors for improved network management based on real-time measurement data and the incorporation of new business models. In this context, an increasing number of businesses are providing products and services, such as smart meters or digital analysis platforms.

3. THE RISING ROLE OF DIGITALIZATION IN DISTRICT HEATING

Modern DHC system design and management are becoming increasingly sophisticated. This is brought on by various interrelated factors [2]:

- An growing proportion of dispersed, renewable, or waste heat sources are replacing the old strategy of depending on a single, programmed, large heat or CHP plant.
- The adoption of smart heat meters makes it possible to automatically gather large consumption data sets with fine precision, opening the way for the evolution of the customer's role in the end-to-end system but also forcing us to think about GDPR-related issues.
- The DHC systems are becoming important balancing actors in the multi-energy system's journey to decarbonization as a result of the integration of many energy sectors, but at the expense of having to respond to more unpredictable energy (and capacity) costs.

District heating suppliers are facing both possibilities and threats as a result of the current changes and advancements in the operating environment. The changing business climate is anticipated to be the primary impact of the integration of digital technology and procedures for district heating providers. New services and products will join the market, and existing business models will shift as a result of these new technology. On the other hand, the demand for alternative heating options from customers and the greater energy efficiency of the building stock have an impact on the current business models. Here, digitization will introduce new ways to interact with various client groups and address evolving customer wants [3].

The particular significance of digitalization in district heating systems arises from the fact that it is a need for cutting-edge low temperature, or "4th generation," heat networks [4,5] that incorporate variable and renewable heat sources. Therefore, digitization has the potential to make heat networks more efficient, dependable, better suited for the integration of lower temperatures, such as through the optimal use of heat pumps or CHP units, and more profitable, such as through the reduction of expensive fossil fuel consumption or through the reduction of transmission losses.

Digitalization in district heating systems are demanding a

- Large number of sensors present in the network,
- An automated recording, transfer and storage of data
- Automated analyses of data
- The use of analyses beyond automated billing to optimize the network operation.

4. THE INTERNATIONAL COOPERATION INITIATIVE IEA DHC ANNEX TS4

The project DHC Annex TS4 aims to raise awareness of the potential for incorporating digital technology into district heating and cooling systems. The project's primary areas of attention include new business model potential based on digital technology and the legal environment for using things like data, for example. Additionally, a description of how digitalization affects many aspects of system operation and maintenance is provided. A tight partnership between industry and research teams demonstrates how these technologies and procedures are implemented.

The initiative aims to provide insights and information on how the district heating sector and system suppliers are impacted by digitization. It emphasizes the state of the art, points out obstacles, and offers goals, targets, and suggestions for each of the district heating systems' targeted levels:

- Level of sector coupling or integration of numerous sources of production
- Building and consumption levels
- Distribution level
- Legal level
- Economic and business level

The project considers the full energy chain, from production/generation through distribution to end usage and particularly consumer (secondary side systems).
The main objectives of DHC Annex TS4 are to:

- Raise awareness among the various stakeholders and users of the benefits of implementing digital processes; and
- Provide a current overview of the digitalization of district heating schemes in terms of R&D projects, demonstrators, and case studies.
- Consider non-technical factors such as business models, legal considerations, and policy instruments when evaluating barriers and enablers to digitalization processes in district heating and cooling schemes.

5. WORKING STRUCTURE OF ANNEX TS4

Three interconnected primary emphasis areas have been established in order to achieve the activity’s aforementioned objectives. The work on district heating's digitization measures should center on the firsthand implementation of the optimization of the real-time operation of heating grids in order to focus on the primary interest area of the district heating branch. Second, on improving the use of digital planning tools, and third, on putting digital business procedures into place in the businesses that offer district heating services.

All research efforts that are the focus of this activity are organized into so-called subtasks in order to achieve the goals outlined above.
5.1. Digitalization of end use / consumption

This working item's goal is to create and demonstrate techniques for improving the operation of heating systems in buildings in order to lower supply and return temperatures as well as the peak load. These approaches are based on data from energy meters.

Heat cost allocators on radiators, space heating sub-energy meters, household hot water systems, and the main energy meter on the district heating supply to individual buildings are all migrating to digital and wireless technology. Therefore, in addition to the yearly data used for the heating bills, they may also give hourly data on the actual functioning of the heating systems in buildings.

This new circumstance serves as the foundation for the creation of approaches that will lower the operating temperatures of heating systems and boost the overall efficiency of the heating supply.

The following are sample illustrations of work that has to be done on specific buildings:

• Usage the heating power of the radiators and the relationship between measured total energy usage for space heating and external temperature on a daily basis to determine the ideal supply temperature curve for the weather compensation control unit. This shows a potential lower supply temperature.

• Identify individual radiators with inadequate heating capacity caused by thermostatic radiator valve malfunctions or air entrapment in the radiator. In order to use the ideal low supply temperature and provide comfort temperatures in all rooms, this can make it simple to maintain the heating system.

• To combine the heating of cold water with the provision of circulation heat loss, choose the best heating power for heating home hot water tanks. In DHW-systems with tanks and circulation systems, this can lower the return temperature as well as the peak load power.

By completing these action items, methods are presented for achieving improved overall network efficiency through lower system temperatures, which may be attained by putting digital measurements into place.

5.2. Digitalization of infrastructure

This working item considers the infrastructure viewpoint for district heating systems' digitization procedures. In order to increase system performance and assist the planning procedures for system extensions, etc., the modeling of the complete supply and network system is particularly important. Application of digital twins for DHC networks is crucial in this situation. It is also necessary to handle benefits and use cases from a system viewpoint, at the component level, and as controller-in-the-loop/hardware-in-the-loop. Focus is placed on reviewing current implementations of digital twins in district heating networks in terms of tangible benefits, real-world experiences, and lessons learned, as well as the techniques and data employed. Additionally, the methods for creating digital twins are categorized according to the system boundaries that have been selected, the level of detail or time interval, and the model features as physical / data driven model or static / dynamic. Focusing on methodologies and needs is the main challenge in this work using digital twins for simulation-related objectives. Questions such as:

• How to create a digital twin?

• What data sources are accessible or necessary?

• Which interfaces ought to be employed?

shall be responded to.

5.3. Digitalization on the System Perspective

Here, the emphasis is on the digitalization of district heating from a systems perspective, i.e., how digitalization can be used to improve the sustainability and efficiency of district heating networks as a whole, as well as how district heating networks can benefit the overall energy system. Operational optimization and analytics are the main areas of attention in this work item:

• Operational optimization is here defined as active interaction with the network, i.e. real interventions in the operation of the network. Think of modifying the control of temperatures or flow rates in the network in order to achieve a certain objective on the network or energy system scale (e.g. peak shaving or increasing the share of renewable energy in the energy system). These interventions could happen on the supply side as e.g. control of storage (small, large, seasonal), sector coupling through CHPs, HPs or production portfolio management. Active interaction with the network, or genuine interventions in network functioning, is referred to here as operational optimization. Consider changing the network's control of temperatures or flow rates to accomplish a specific goal.
at the network or energy system scale (such as peak shaving or raising the proportion of renewable energy in the system). These interventions might take the form of production portfolio management, sector coupling via CHPs or HPs, or regulation of storage (small, big, or seasonal).

- The analytics tasks do not seek to actively interfere with the network's normal operation. However, these tasks involve analyzing network performance in order to increase the network's effectiveness and sustainability. The assessments from the supply side are concentrating on the super guarding of the heat supply infrastructure or on the predictive maintenance of the heat supply infrastructure. Leak identification, load distribution analysis for future extensions, undesired bypass detection, heat loss distribution, material and component degradation, or water quality analysis are the main areas of interest from the distribution side. On the demand side, the analytics are focused on end-user empowerment through energy-saving suggestions, substation fault detection, undesired bypass detection, leak detection, heat supply contract conformance, user behavior and efficiency analysis, and substation fault detection.

5.4. Digitalization of business processes

It is well acknowledged that digitalization is a vital technology for developing low temperature district heating networks with a large proportion of renewable energy sources. Examining the commercial worth of digitalized district heating systems and calculating their economic potential and return on investment are the goals here. Digitalization can handle the escalating complexity brought by, for example, by sector coupling, by having an influence on the whole district heating and cooling value chain from manufacturing and distribution to buildings and end-users. Digitalization can also help the new economic models that district heating will need to become more appealing than individual heat sources. Issues with data security and other legal obligations will be taken into consideration.

The research provided answers to the following important questions:

- How can deploying digital twins, allowing the system operate closer to its technological boundaries, or strengthening troubleshooting processes help digitalization enhance daily operations?
- How may digitalization help with asset management, design, and planning, as well as investment targeting?
- How might digitization enable innovative, user-friendly business models?
- What skills are required to achieve this business value?
- What legal considerations apply to the rights to utilize end-user consumption data as a driving force behind the digitalization process?

Examining the cost factors for running and maintaining a district heating and cooling network and assessing the economic possibilities for improvements based on the tools and insights made available by digitization are the key concerns in this work item. Examples of best practices are used to support and validate the expected return on investment. Additionally, suggestions for novel possible business models that digitization may permit are gathered. The energy supplier may do this by providing services to the consumer, ranging from monitoring the district heating substations in the associated buildings to finally selling 21 degrees in the living room rather than kWh of energy. Demand response and heat storage capabilities in buildings may also be factors in business strategies.

5.5. Knowledge Transfer, Dissemination, Management

This work item has been focused on gathering and disseminating data on ongoing and completed activities within this activity. This has involved things like creating an information portal and planning a ton of lectures and workshops.

- The initiation of demonstration projects and the creation of novel activity forms between academia and industry.
- Examples of recommended practices documented.
- Informational materials, a website, and several workshops/seminars.
- Creation of a practitioner's guidebook as the final report

The collaborative action in this work item requires input from the outcomes of the previous work items. The outcomes of the assignment and the information gathered have been distributed through various methods. Information is disseminated through a web-based platform, numerous public seminars, and widely read scientific publications. In order to facilitate public access to and use of the results, the findings of Annex TS4 activities have been summarized.

The major product of this IEA DHC Annex project will be presented at a final conference in November 2023 and will be a guidebook that compiles the results of the work completed within this activity. Nine nations contributed constantly to the initiative via industry and research partners.
6. CONCLUSION

With readily available and quickly evolving digital solutions that can utilize data from the field and from multiple sources (market pricing, weather predictions, etc.) to accomplish effective design and efficient operations, digitalization is the key to managing the ensuing complexity successfully. Therefore, an important strategy to enable the decarbonization of the energy system is district heating and cooling. However, DH systems have to be changed in order to realize its potential since it has grown increasingly complicated as a result of a variety of production methods, remote sources, and sector coupling. When the value chain is considered as a whole, high performance is attained. Particularly, the economic potential of buildings and consumers has not yet been completely realized [1]. The challenges of data security and privacy, as well as concerns about data ownership, must be addressed, and solutions must be developed, in order for digital processes to be more widely integrated. So that the necessary rapid transformation has real-world business models, products, and services that are ready for the market. The strong communication between the scientific community and system producers, utilities, and service providers is the project's greatest asset [7].
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Abstract

The application of digital technologies provides the potential to optimize district heating system operations. However, there are also several challenges to realizing the full potential of digitalization in district heating systems. Therefore, this paper conducts a scoping review of thirty articles with thematic analysis and qualitative synthesis. The analysis result reveals that six district heating segments have been discussed in the literature: district heating network, buildings, district heating substations, combined heat and power, renewable energy sources, and district heating underground pipes. District heating networks and buildings are the two main focuses. However, the integration of thermal storage into the district heating system and sector coupling between electricity grids and district heating networks are rarely discussed. Furthermore, Artificial Intelligence techniques, especially Machine Learning, are popularly applied in the literature for heat load/demand forecasting, operation schedule prediction, dataset creation, prediction model improvement, fault detection, evaluation and optimization, and digital twin development. Heat load/demand forecasting is the main focus and different ML methods have been applied, e.g., Regression algorithms, Decision Tree Algorithms, Artificial Neural Networks, and Support vector machines.
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ABSTRACT

Leakages in District Heating Networks (DHN) can significantly disrupt network operation and supply reliability depending on their extent. In case of large medium losses, a complete shutdown may be inevitable to protect the infrastructure from secondary damage (e.g., to pumps). In this case, customers are cut off from the heat supply resulting in both economic and energy losses. To prevent this, the damaged network parts can be separated by use of remote-controlled valves and thus the operation of the remaining network can be maintained. However, this requires a fast detection and an accurate localization of the leakage. For this purpose, three different leakage localization approaches have been developed, which are based on existing measurement data (such as pressure and flow rate) that are relevant for network operation. A first data-driven approach evaluates the pressure wave that occurs in case of leakages and propagates through the network at speed of sound. In the second, also purely data-driven approach, leakages are to be localized using machine learning methods. The last approach is based on a numerical-analytical network model to estimate the network state (i.e., all pressures and mass flows) and subsequently localize the leakage. The three approaches can also exchange data and interim results with each other. In context of this paper, measurement data from real leakage events of a DHN are analyzed to evaluate the three approaches’ individual performance. Since these approaches have different advantages and disadvantages, exploitation of synergies is a promising strategy. Therefore, the individual results are shared among the different approaches to narrow down the possible leakage locations and reduce the search space. With this additional information, the leakage localization is performed again to quantify the improvement on the overall leakage localization performance.
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1. INTRODUCTION

The detection and localization of leakages in District Heating Networks (DHN) is a crucial yet challenging task for the network operator in order to maintain network operation. Both economic and environmental aspects are of importance in this context. The refilling of the transport medium lost due to the leakage and the interruption of the heat supply to the consumers lead to significantly increased costs in energy provision and a reduction in energy efficiency. Furthermore, the emerging, hot, and pressurized transport medium can harm people and environment. Therefore, a fast and reliable detection and localization of the damaged network part is mandatory in order to take immediate countermeasures and mitigate the impacts of the leakage. For this reason, the development of methods for leakage detection and localization is often part of research and there already exist a wide range of data and/or model-based approaches and proposed solutions.

A large part of literature deals with the development of methods for leakage localization in Water Distribution Networks (WDN) or other transport pipelines like gas or oil pipelines, a considerably smaller part deals explicitly with leakages in the domain of district heating. In district heating, one of the first relevant papers is a review paper by Zhou et al. [1], that presents different technologies for leakage detection, including model-based, data-driven, and infrared thermography methods. Differences to WDN and other pipe networks are also discussed. Xue et al. [2] use a hydraulic model in combination with machine learning methods to localize leakages within a rather small network. The usage of a network model to detect and localize leakages is as well proposed by Bahlawan et al. [3], where both single and multiple leakages are successfully identified by means of a Digital Twin of the DHN of University of Parma. The localization of leakages by evaluating the pressure wave caused by the leakage has as well been part of research work. Valincius et al. published several papers on that
topic. In their most recent work [4], numerical methods and tools were used to model various pipe burst scenarios. This was done to study the limitations of such pressure wave-based leakage localization approaches. The method was as well applied to a real DHN to verify their results. Increasingly, machine learning is also being used to diagnose leakages. In Zhou et al. [5], neural networks were trained and used to localize leakages in two different laboratory DHNs with high success rates. A very recent review paper by van Dreven et al. [6] gives a good overview of intelligent approaches and especially highlights the importance of machine learning techniques and increasing number of studies that use artificial neural networks (ANN).

As there are similarities between different kinds of piped networks, some methods may be adapted across fields. Especially for WDNs, there exists a large variety of techniques for leakage localization. Many model- and data-based leakage localization methods are based on pressure residuals, comparing measured pressure values of the leakage-free and leaky scenarios like in Ferrandez-Gamot et al. [7], Soldevila et al. [8] or Ferreira et al. [9]. In the latter, other frequently used model-based approaches are presented briefly and compared to each other. These are nodal pressure sensitivities, inverse analysis and a technique based on classifiers. The pressure residual approach is adapted by Sophocleous et al. [10], which consists of two stages. The first step is to reduce the search space by excluding non-pipe nodes of the network model from the localization procedure. Subsequently, the leakage localization is carried out by solving an optimization problem to find the best fitting leakage locations of all possible leakage scenarios. Guan et al. [11] propose a pressure-driven background leakage model to improve the accuracy of traditional hydraulic model-based approaches. Both the model parameterization and the leakage localization are performed applying direct optimization techniques, in this particular case genetic algorithms. For leakage localization in other pipe networks, machine learning has as well become an increasingly common part of research in the recent years. Zadkarami et al. [12] were one of the first to use multi-layer perceptrons (MLP) for hydrocarbon pipelines, but rather for leakage diagnosis than for localization. For WDNs, Quíones-Gruiero et al. [13] compared different classifiers for localization and concluded that there is no significant difference in performances under various uncertainty scenarios. In this context, van der Walt et al. [14] conclude that the performance of support vector machines and ANNs depends also on available measurement data. Mashhadi et al. [15] found that ANNs, logistic regression and random forest classifiers perform well for leakage localization, but also mention that both flow and pressure data is necessary. In summary, the performance of classifiers in most studies is hardly evaluated under real conditions and depends highly on the setup and available training data.

The leakage localization approaches and the obtained results presented here have been developed within the scope of a joint research project and were already discussed and examined in several previous publications. In Rüger et al. [16], the application of a prototype for both leakage detection and localization based on the evaluation of the leakage-induced negative pressure wave is presented. Historical measurement data of a refilling process were used to examine the prototype’s practicability and performance. In a following publication by Vahldiek et al. [17], a new pressure wave-based approach for leakage localization is proposed and a quality assessment of several real events is performed. In Vahldiek et al. [18], new algorithms for the detection of the pressure drop time points (PDTP) in not equidistantly sampled pressure measurement data have been developed and presented. These new approaches have been compared to already existing algorithms. Using the pressure wave-based approach, a possible method for optimal sensor positioning was suggested by Vahldiek et al. [19],[20]. In this method, the sensor combination for the DHN is determined either iteratively or in a single step, for which leakages can be localized with the highest, local resolution. It was shown that both strategies lead to the same result. In addition to this method based on time series of pressure measurement data, two other approaches have been developed which use steady-state measurement data of all available pressure, flow, and temperature sensors of the DHN. This is a model-based as well as a purely data-driven, machine learning approach. In Pierl et al. [21], the impact of random measurement errors on the performance and reliability of these three approaches was examined on the basis of a simulation study. In another publication by Vahldiek et al. [22], the results obtained by applying these three methods to two real events in a DHN of the project partner Stadtwerke München were presented. It was demonstrated that each of the approaches is generally capable to correctly localize leakages under real conditions.

In the majority of contributions to leakage localization, individual model-based or purely data-driven methods are developed and applied in isolation. In some cases, different approaches are indeed already combined, such as the use of a hydraulic network model to generate a data base for the application of clustering or pattern recognition techniques. But the resulting method is still principally based on the same type or set of data. Due to the fact that different approaches may not be applicable for all practical use cases or may not provide any results at all, a combination of a variety of methods could be a way to address these challenges. The aim of the joint research project was the development of a combined detection and localization approach that maximizes detection rate, localization accuracy, and reliability in general. To this end, synergy effects between the three individual approaches are identified and exploited. The purpose of this paper is to quantify the improvements resulting from combining these approaches.
2. METHODOLOGY

The three individual approaches developed for leakages localization in DHNs are in part applied in different phases of a leakage (initial reaction, new steady state) and therefore they do not rely on the same measurement data. Due to the methodologies, each of the individual approaches shows particular advantages and disadvantages, making it optimal for certain situations while infeasible for others. These three individual approaches are pressure wave detection (PWD), model-based state estimation (MBSE) and machine learning (ML), which are briefly described below. Subsequently, potential synergy effects between them and the resulting combined approach are outlined.

2.1. Individual Localization Approaches

If there is a large spontaneous leakage, a pressure wave will propagate through the entire DHN at the speed of sound. Each sensor is reached by that pressure wave at a different point in time. The PWD approach evaluates the resulting effects by determining the PDTPs at all pressure sensors distributed throughout the network. Subsequently, these PDTPs are used to localize the leakage. It is necessary that a fully developed pressure wave is present to apply this method. The approach consists of two steps: The first one is the determination of the PDTPs for each sensor. The second one is the attribution to the possibly affected exclusion area (EA) by evaluation of the PDTPs.

The basis of the MBSE approach is a hydraulic model of the underlying DHN, which, in addition to the pipe equations, considers all relevant active and passive elements of the network, such as measurement devices, pumps or valves. The network model is used within the scope of a constrained optimization problem to estimate the network state (i.e. all pressures and pipe flows) that best fits the available measurement data and valve states. The constraints of the optimization problem vary depending on the current status of the network: normal operation or leakage case. During normal operation, the MBSE approach attempts to approximate the current consumption quantities. In case of a leakage, the most recently estimated consumptions are instead kept constant and the leakage amount is distributed throughout the DHN model. The result of the computations is a ranking list of all EAs, which are sorted in descending order according to their leakage probability (LP). This represents the ratio of the leakage amount attributed to an EA by the algorithm in relation to the total leakage amount and ranges from 0 to 100 %. The LP, in combination with EA ranking, indicates the reliability of this approach.

The ML approach builds on a large number of simulated leakages generated with the hydraulic network model used by the MBSE approach to create a classification model that predicts the EA affected by a leakage. The same set of available sensor data can be used to predict the EA during a real event. In the past, methods like Decision Tree Ensembles, Support Vector Machines or Naïve Bayes were used [21],[22], but further investigations have shown that especially simple neural networks deliver good results for the localization of real events where the training takes considerably less time compared to the previous favorite, the support vector machine. Thus, a MLP with one hidden layer of 30 neurons that compresses the sensor data is implemented for this paper, where a multiclass model is used for predictions without synergies and combined binary models are applied when there is a preselection of EAs. The output of these models will be a probability for each EA that it is affected by the leakage, which is combined into a ranking of all EAs or preselected EAs, respectively. Due to the random nature of the MLP and the issue that the network and operational states of the training data does not fit those of the real events, high fluctuations in predictions for real data are expected and will be quantified in the results. Since this paper addresses the impact of using synergy effects, these problems can be neglected for now.

2.2. Combined Synergistic Approach

Because of the individual requirements regarding quality and quantity of the measurement data used in the three approaches, different optimal use cases arise for each. However, the objective is to develop a universally applicable method for leakage localization that works reliably independent of the nature of the leakage occurrence. To achieve this goal, the three approaches are combined and can exchange data and intermediate results with each other. This is intended to compensate individual weaknesses and to emphasize the approaches’ strengths. Figure 1 shows exemplarily the refill mass flow $\dot{m}_L$ in case of a leakage and illustrates both the time range of application as well as the data exchanged between the individual approaches, including data flow directions.

**Figure 1.** Information exchange and chronological schedule in the application of the individual approaches in case of a leakage
Due to the uniqueness and the temporal limitation of pressure waves, PWD might only be applied immediately after leakage occurrence during the initial reaction phase. Consequently, for PWD only one data set per leakage event is available for evaluation and localization. Both MBSE and ML, on the other hand, are applied to the new steady state after all oscillation resulting from the leakage have settled. At this point, the first results by PWD are already available and can be provided to these two approaches. This is a preselection of potentially affected EAs. With this additional information, the MBSE can a priori narrow down the solution space when computing the hydraulic network state. ML can only be applied directly if valid measurement data is available for all sensors that were also used during its training process. If this is not the case, the missing data is substituted by simulated values generated by MBSE previously. Furthermore, since the new steady state persists as long as the leakage is present, MBSE and ML may be applied repeatedly while exchanging localization results. In the context of this paper, the two information exchange strategies (IES) ⊗ and ⊘ as shown in Figure 1 are used.

3. RESULTS

3.1. Case Study

In order to be able to evaluate the performance of the three individual approaches and the resulting improvement achieved by their combination and use of the described synergies, measurement data from a total of 18 different events in a real DHN are investigated. Most of these events are refill processes, which have similar effects on the DHN as leakages. The topology of the DHN with an accumulated pipe length of approx. 190 km, which is subdivided into 28 EAs, is shown in Figure 1. Each EA may be separated from the rest of the DHN by a set of associated valves. A total of 104 pressure, 11 flow and 42 temperature sensors are distributed along the DHN, whose continuously record measurement values form the data base for leakage localization. The events differ both in damage location, leakage amount $\dot{m}_L$, and rate (gradient) $\Delta \dot{m}_L/\Delta t$ of the leakage [15]. The locations of all events are indicated in the network topology in Figure 1. The information on leakage amount and rate of each event can be found in Table 1. In order to perform the leakage localization with MBSE, an estimation of the non-measured consumption quantities must be performed during normal operation prior to the event. In practice, this is done cyclically at certain time intervals. Here, the consumption estimation is carried out three times in time intervals of five minutes until immediately before the occurrence of the event. The leakage localization then takes place at least one minute after the event has been detected. This is necessary because all event-related transient processes in the hydraulic states must have subsided.

Figure 2. Overview of the topology of the DHN under investigation including indications for the locations of all leakage events
The case study presented here consists of two parts. In the first step, the available measurement data of all events are evaluated by the three individual approaches independently, if possible. Each approach hereby generates an EA ranking list from which a performance criterion (PC) can be derived. This PC depends on the ranking of the actually affected EA in the ranking list and is defined as follows:

\[ PC = \frac{N - r}{N - 1} \times 100 \% \] (1)

Where \( r \) is the ranking of the actually affected EA and \( N \) is the total number of EAs, here \( N = 28 \), of the underlying DHN. The PC ranges from 100.0 % (first place in the ranking) to 0.0 % (last place in the ranking). Based on these results, the performance of the individual approaches may first be assessed. Then, according to the IES as shown in Figure 1, interim results are shared among the approaches. Here, the top five ranks of the EA ranking of PWD are handed over to the other approaches. The second IES used is the generation of simulated substitute measurement values by MBSE for ML. Subsequently, the leakage localization is carried out again using this additional information. Finally, for the localization results obtained from this combined, synergistic approach, the PC is computed according to Equation (1) and compared to those of the individual approaches.

3.2. Individual Results

The results obtained by the PWD approach shown in Table 1 have already been presented in another publication by Vahldiek et al. [17]. Here, the method MoFoDatEv was applied to a total of 22 events. The PC used in that publication was as well based on the ranking of the affected EA within the resulting ranking list and originally ranged from 100.0 % (first place in the ranking) to 3.6 % (last place in the ranking). For comparability of the three approaches presented, the PC for PWD was recalculated according to Equation (1). Furthermore, the events 18 to 20 and 22 were removed, as no evaluation was possible for them with the other two methods MBSE and ML. For event 17, the affected EA was not contained in the training data, so this was also excluded for the ML approach. With an average value of 74.3 % over all events, suitable leakage localization results were achieved. The approach ranked the affected EA for only one event on the last place. In contrast, for three events the affected EA was on the first place with 100.0 %. Furthermore, for eight events, the right EA is on the first three places in the ranking (PC ≥ 92.6 %). Since in almost half of all events the correct exclusion area is ranked on the first three places, the method is very suitable for a practical application to localize the leakage as quickly and, above all, correctly as possible.

The results obtained by only using MBSE for the single events vary significantly in terms of both placements in the EA ranking as well as LPs. For five of the 18 events investigated, the actually affected EA is placed first in the ranking. In ten cases, the damaged EA is at least still ranked among the top five places. In three cases, namely events 5, 9 and 13, MBSE does not find the actually affected EA at all, thus achieving a PC of 0.0 %. Overall, the performance of the approach varies relatively widely, from very good results to a few results without any significant value. As the MBSE approach does not analyze the transient behavior resulting from the occurrence of a leakage, the gradient of the leakage mass flow with respect to time \( \Delta m_L/\Delta t \) is most likely not of importance. But it would be reasonable to assume that the absolute leakage amount \( m_L \) has an influence on the results. However, this assumption cannot be validated in the basis of the results shown here. On the one hand, MBSE localizes the correct EA at comparatively low leakage amounts, such as for the events 6 or 8. But on the other side, the approach partially fails for very large leakage amounts, as in event 13.

For the ML approach, the whole process of randomly splitting data and fitting the model with randomly initialized weights was repeated 50 times to quantify fluctuations. The results vary from a mean PC of 20.4 % to a maximum of around 94.7 % with high standard deviations of 17.4 % in average. For 15 events, the ML approach is either outperformed by the PWD or MBSE approach. In one case, namely event 9, the PC was significantly higher than with the other approaches, but still the model is not practically applicable with such a high level of uncertainty. Furthermore, there is no clear pattern to be seen when comparing the individual results with the other approaches’ individual results, i.e. a good performance in, for example, MBSE, does not necessarily result in a good performance of the ML approach.

3.3. Combined Approach Results

Since usually only one distinct pressure wave is emitted and present within a short time frame when a leakage occurs, a multiple or repeated application of PWD is not possible or does not yield any further information. In addition, the pressure wave, hence the application time for PWD, occurs chronologically before MBSE and ML can be applied at all. For these reasons, PWD cannot benefit from synergy effects from the other two approaches. On the other hand, however, the localization result of PWD is available promptly after leakage occurrence that both MBSE and ML can use this result for their own evaluations in any case. This corresponds to IES ⊕ shown in Figure 1. Finally, the ML approach can also benefit from the results of MBSE. For MBSE, Table 1 shows the combined localization results from using the preliminary results from PWD. For ML, missing or invalid measurement values have been substituted by simulation results from MBSE and as well preliminary results from PWD have been used.
Comparing the results of MBSE in the individual and combined application case, a significantly higher PC value is achieved for almost each of the events. For 13 out of the 18 events, the ranking of the actually affected EA has either improved or at least remains the same. Moreover, in just as many cases, the affected EA is on the first three places in the ranking (PC ≥ 92.6 %). However, for the two events 14 and 21, the MBSE approach using synergy does not yield any viable result. In the case of the events 7 and 8, the combined localization results actually deteriorated. In order to quantitatively indicate the improvement of the localization results overall, the mean of the PC over all valid computations is referred. For MBSE, this value increases from previously approx. 73 % to 94.7 % with 18 valid results to over 78 % with 16 valid results for the combined application. This corresponds to an improvement of the PC of almost 8 %.

Table 1. Comparison of the localization results of 18 events in a real DHN applying the individual approaches and using synergies

<table>
<thead>
<tr>
<th>#</th>
<th>(m_L) [m³/h]</th>
<th>(\Delta m_L / \Delta t) [m³/h/min]</th>
<th>PWD (PC) individual</th>
<th>MBSE (PC) individual</th>
<th>MBSE (PC) combined</th>
<th>ML (OPC ± STD) combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.0</td>
<td>36.3</td>
<td>92.6 %</td>
<td>63.0 %</td>
<td>92.6 %</td>
<td>68.8 ± 14.7 %</td>
</tr>
<tr>
<td>2</td>
<td>146.1</td>
<td>39.0</td>
<td>92.6 %</td>
<td>81.5 %</td>
<td>96.3 %</td>
<td>72.1 ± 18.2 %</td>
</tr>
<tr>
<td>3</td>
<td>221.4</td>
<td>100.3</td>
<td>92.6 %</td>
<td>74.1 %</td>
<td>96.3 %</td>
<td>75.3 ± 17.0 %</td>
</tr>
<tr>
<td>4</td>
<td>251.9</td>
<td>40.8</td>
<td>96.3 %</td>
<td>96.3 %</td>
<td>96.3 %</td>
<td>77.5 ± 14.8 %</td>
</tr>
<tr>
<td>5</td>
<td>94.0</td>
<td>16.7</td>
<td>100.0 %</td>
<td>0.0 %</td>
<td>92.6 %</td>
<td>51.8 ± 17.0 %</td>
</tr>
<tr>
<td>6</td>
<td>113.5</td>
<td>9.0</td>
<td>88.9 %</td>
<td>100.0 %</td>
<td>100.0 %</td>
<td>49.0 ± 15.1 %</td>
</tr>
<tr>
<td>7</td>
<td>100.0</td>
<td>35.2</td>
<td>77.8 %</td>
<td>88.9 %</td>
<td>0.0 %</td>
<td>33.3 ± 18.8 %</td>
</tr>
<tr>
<td>8</td>
<td>50.0</td>
<td>25.7</td>
<td>96.3 %</td>
<td>88.9 %</td>
<td>0.0 %</td>
<td>20.4 ± 16.7 %</td>
</tr>
<tr>
<td>9</td>
<td>100.0</td>
<td>27.0</td>
<td>3.7 %</td>
<td>0.0 %</td>
<td>0.0 %</td>
<td>25.3 ± 18.9 %</td>
</tr>
<tr>
<td>10</td>
<td>124.0</td>
<td>68.6</td>
<td>0.0 %</td>
<td>85.2 %</td>
<td>96.3 %</td>
<td>25.9 ± 18.8 %</td>
</tr>
<tr>
<td>11</td>
<td>158.0</td>
<td>56.7</td>
<td>88.9 %</td>
<td>100.0 %</td>
<td>100.0 %</td>
<td>33.6 ± 26.7 %</td>
</tr>
<tr>
<td>12</td>
<td>140.0</td>
<td>32.9</td>
<td>100.0 %</td>
<td>100.0 %</td>
<td>100.0 %</td>
<td>94.7 ± 8.9 %</td>
</tr>
<tr>
<td>13</td>
<td>231.7</td>
<td>155.6</td>
<td>100.0 %</td>
<td>0.0 %</td>
<td>96.3 %</td>
<td>23.7 ± 18.2 %</td>
</tr>
<tr>
<td>14</td>
<td>76.9</td>
<td>10.6</td>
<td>22.2 %</td>
<td>70.4 %</td>
<td>-</td>
<td>66.1 ± 16.7 %</td>
</tr>
<tr>
<td>15</td>
<td>195.6</td>
<td>65.7</td>
<td>85.2 %</td>
<td>96.3 %</td>
<td>96.3 %</td>
<td>44.9 ± 17.8 %</td>
</tr>
<tr>
<td>16</td>
<td>158.4</td>
<td>122.6</td>
<td>88.9 %</td>
<td>100.0 %</td>
<td>100.0 %</td>
<td>93.7 ± 11.0 %</td>
</tr>
<tr>
<td>17</td>
<td>421.3</td>
<td>3530.0</td>
<td>77.8 %</td>
<td>100.0 %</td>
<td>100.0 %</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>133.0</td>
<td>234.5</td>
<td>33.3 %</td>
<td>74.1 %</td>
<td>-</td>
<td>74.2 ± 25.9 %</td>
</tr>
<tr>
<td>ø</td>
<td>74.3 %</td>
<td>73.3 %</td>
<td>78.9 %</td>
<td>55.3 ± 17.4 %</td>
<td>93.9 ± 3.6 %</td>
<td></td>
</tr>
</tbody>
</table>

To obtain statistical measures from the ML approach, the procedure of preparing data, modeling, and predicting was repeated 50 times. Combined results could only be obtained for events where the right EA was part of the preselection. In all those cases, significant improvements can be observed in mean as well as standard deviation values. The mean PC now ranges from 89.3 % to 96.3 % with an average standard deviation of 3.6 %.

4. DISCUSSION

Below, the results presented in sections 3.2. and 3.3. and in Table 1 are discussed and critically analyzed. Referring to the mean PC values, a significant improvement is achieved overall when synergies are used. For both MBSE and ML, the PC values also increase for almost every single event. Only a few cases, where either no result found or the PC deteriorated, need to investigated in more detail.

For MBSE, these are events 7 to 9 and 14 and 21, as for these the PC either decreased drastically or no evaluation was possible at all. However, the outcome for the two events 14 and 21 are not surprising on closer examination. The numerical process of state estimation did not converge and therefore did not provide any valid results. This is likely due to the fact that in these two cases the PWD approach already had a very low PC. Therefore, the actually affected EA was totally excluded by MBSE. This result is nevertheless useful, since in such a case it could at least be recognized than an incorrect prediction has been made. More of interest are events 7 to 9, as in these cases the PC is 0.0 %. For event 9, it was not possible to make any statement about the affected EA without using synergies. As expected, this does not change with the information provided by PWD, which also was unable to successfully localize the leakage. For event 8, the algorithm without using synergies localizes the correct EA with very low LP on fourth place in the EA ranking. Although a correct prediction was made by PWD, using synergies here lead to a PC of 0.0 %. A more detailed analysis of the simulation results shows that
instead of the actually affected EA 6 in line 2, the directly neighboring EA 4 is ranked first with a very high LP of over 99.0% (cf. Figure 2). Thus, it can be said that the approach works correctly in principle, but in this case maybe not sufficiently accurate. A result not yet completely clear is found for event 7. Without synergies, a good PC of about 89.0% is achieved. As the damaged EA is not ranked on the top five places by PWD (PC < 85.2%), MBSE excludes this EA from the localization process. Hence, there should be no result like for events 14 and 21. But in this case, the solver converged to a PC of 0.0%. At this point, further research is necessary, possibly by means of a simulation study under comparable conditions.

For ML, the PC is highly improved by using synergies. This must be viewed critically since the number of options is strongly limited and a PC of less than 85.2% is not possible in the evaluated cases. But from a practical perspective the applicability is improved. The average PC of 93.9% implies that the correct EA is located between ranks 2 and 3 in most cases. Another issue arises from the fact, that results were only evaluable for preselections containing the correct EA, which was not the case for the events 7, 9, 10, 14 and 21. When applying this method online during operation, it is not known if the ranking really contains the affected EA. Therefore, this has to be assessed via probabilities or other quality measures, either from the single models or from the PWD or MBSE approach. Furthermore, the training data was not tailored to the events’ network and operational states, so the individual results could be improved further this way. The same fact can explain the inconsistent results over the events and the differing performance compared to the other approaches.

5. CONCLUSION

In this paper, three different approaches for leakage localization and their application to measurement data on 18 leakage or refilling events in a real DHN are presented. Furthermore, possible synergy effects between the individual methods and their use to increase the accuracy and reliability of leakage localization are discussed. A combined approach is developed exploiting these synergies, which is as well applied to the available measurement data of the 18 events. The results obtained from the application of the individual approaches and the combined, synergistic approach are compared with each other and the achieved improvement is assessed.

With PWD, the actually affected EA is already in the top five of the EA ranking for two-third of the events investigated. In the other cases, the pressure wave resulting from the leakage was presumably not detectable distinctly enough in the available pressure measurement data. Application of MBSE leads to good results for ten out of the 18 events, where the actually affected EA is among the five highest ranked EAs. Individual results of the ML approach show a poor performance, but a preselection improved the predictions significantly, although there are less options to make wrong predictions.

When combining PWD, MBSE and ML using synergies, the correct leakage allocation rate according to the defined PC improves overall. This applies both to the mean PC values for MBSE and PWD as well as to the majority of the single events. For MBSE, the mean PC increases from approx. 73 % for the individual application to almost 79%. For ML, in addition to an increase in the mean PC value from 55% to over 93%, there is also a significantly reduction in the standard deviation of the results. This indicates that the combination of the approaches based on different measurement data respectively effects of leakages is a rewarding strategy.

The results presented here are already promising, yet there is still potential for improvement both in the individual approaches as well as in the use of the synergies. To improve the PWD approach, the determination of PDTPs can be enhanced. Therefore, the used method MoFoDatEv can be extended to find the pressure drop more precisely within the data. Currently, only events with a large and clear pressure drop lead to a high PC value. In the long term, the approach should also be able to evaluate small, creeping leakages. The procedure on which the MBSE approach is based can be further improved by extending it to include the computation of the thermal state variable temperature and by more precise calibration of the underlying network model. Furthermore, there is great potential for this approach in the advancing use of smart meters to determine current consumption quantities. This is due to the very inaccurate estimation of a large number of non-measured customer consumptions. For ML, to address the problem of quantifying the probability of having the correct EA in the preselection, quality measures from all approaches could be taken as a further synergy. For explaining the variations across the events, similarity measures between different network or operational states could be computed. A further step would be to generate event-tailored training data. Further concepts include integration of information about the network topology into the training process and transforming the classification problem into a regression problem to predict distances to an EA instead of the EA itself. In general, algorithms for the recognition of false detections or localizations need to be developed. These could be based, e.g., on the analysis of the individual results of the three approaches or on their metrics such as the objective function or constraint violation values of MBSE. There is still much potential regarding the IES by passing the EA rankings. Instead of a hard decision for the top ranks, a probability-based list could be used. This way, faulty localizations through one of the approaches would not have such a strong negative impact on the overall result. In addition, IES ⊗ is currently still unused. Here, the rankings could be exchanged iteratively between MBSE and ML until the ranking list no longer alters. All these measures have great potential to significantly improve the localization performance. But still, further research is necessary.
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ABSTRACT

Heat planning is a systematic methodology that utilizes locally available waste and renewable energy sources, maximizes the benefits of district heating, and establishes connections with other industries and sectors, considering cost-effectiveness, socio-economic factors, and environmental benefits. Denmark has effectively employed heat planning during its green transition since the energy crisis in the 1970s. The lessons learned from Denmark's experience can serve as a reference for China to achieve its energy and climate goals. This paper aims to explore the similarities and differences between heat planning in Denmark and China, including the policy frameworks, methodologies, planning procedures, and stakeholders involved. By examining the Danish approach and its effects during the energy transition, we can draw conclusions and provide suggestions to tackle the challenges facing China's clean heating sector using scientifically guided heat planning.
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1. INTRODUCTION

Climate change has become a global issue that cannot be ignored, and the primary driver of climate change is greenhouse gas (GHG) emissions. There are four main GHGs: carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O), and fluorinated gases (F-gases). According to the United Nations Climate Change 2015 report [1], human activities have significantly contributed to the increase in GHG concentrations in the atmosphere since the mid-20th century, leading to climate change. In 2020, global atmospheric CO2 concentrations reached their highest levels in over 3 million years [2].

To address this challenge, all countries and industries must work together to reduce GHG emissions. The UN's Global Status Report for Buildings in 2020 [3] highlighted that the buildings sector accounted for approximately 35% of total final energy consumption and GHG emissions, making it the highest-emitting sector. Furthermore, domestic heating alone contributes to more than 50% of buildings' energy consumption and GHG emissions.

According to a report by the United Nations Environment Programme (UNEP) [4], district energy systems, including district heating (DH), are cost-effective and efficient solutions for reducing GHG emissions and primary energy demand. The World Bank[5] also emphasizes the importance of improving efficiency and modernizing DH with clean energy technologies to achieve energy security and air pollution control. Denmark's success in utilizing DH to overcome the energy crisis of the 1970s and becoming almost energy self-sufficient in Europe [6] demonstrates the significance of DH.

China has set ambitious targets to peak CO2 emissions by 2030 and achieve carbon neutrality by [7]. These targets will accelerate the transition to non-fossil energy sources. However, China's annual energy consumption has consistently increased in the past two decades, from 1.56 billion tons of standard coal in 2001 to 5.24 billion tons in 2021, nearly a 2.35-fold increase[8]. Fossil fuels such as coal, oil, and natural gas still dominate China's energy profile, as shown in Figure 1. Notably, coal consumption for heating purposes increased from 85.9 million tons in 2001 to 369.3 million tons in 2020[9]. Moreover, China's heating sector has undergone rapid development, with the urban northern regions having a heating floor area of 15.2 billion m² by the end of 2019, of which 13.1 billion m² relies on DH, accounting for 85% of the total heating floor area in urban areas of northern China. Over the past decade, the DH area has grown by 10% annually. In 2019, the total CO2 emissions from heating in northern cities and towns were approximately 550 million tons, accounting for 26% of the CO2 emissions related to building energy consumption nationwide, with CO2 emissions per unit area reaching 36kg CO2/m² [10].
Data reveals that coal remains the primary fuel for China's DH system, indicating that the transition from fossil fuels to green energy sources in the heating sector still has a long way to go. The importance of international cooperation in the energy sector is emphasized in China's 14th Five-Year Plan[11]. In this article, Denmark is chosen as the benchmark country due to its similar climate to northern China and the substantial utilization of DH in both countries. Denmark's success in overcoming the energy crisis of the 1970s and achieving a green and low-carbon energy transformation serves as an inspirational example for China.

![Figure 1. 2001–2021 Yearly energy consumption constitution in China](image)

Denmark's DH system is now recognized as one of the most efficient globally, with approximately two-thirds of Danish households connected to it[12]. Motivated by the energy crisis, Denmark underwent an energy transformation from fossil fuels to green sources. Between 1990 and 2019, the country achieved a decoupling of economic growth from GHG emissions and energy consumption. Denmark's GDP increased by around 70%, while gross energy consumption and GHG emissions decreased by approximately 20% and 40%, respectively[13]. Low-carbon energy sources, such as DH from clean and sustainable sources, combined heat and power (CHP), and renewable energy systems, played a significant role in Denmark's pursuit of energy efficiency and self-sufficiency. Figure 2 illustrates Denmark's fuel consumption for DH production from 1980 to 2020. The analysis reveals that the increased adoption of CHP and DH in Denmark resulted in a 60% reduction in CO₂ emissions in the heating sector, decreasing from 25kg CO₂/m² of heated floor space in 1980 to 10kg CO₂/m² in 2020[14].

![Figure 2. 1980-2021 Fuel consumption for district heating production and primary energy consumption in Denmark](image)

During this period, heat planning emerged as a crucial component of Danish energy planning. Heat planning is a structured methodology that forms the foundation of modern DH systems. It focuses on utilizing waste heat, harnessing locally available renewable energy sources, and ensuring the cost-effectiveness of urban infrastructure operations while considering environmental preservation. Municipal heat plans, initially mandated by national law in 1979, have been instrumental in...
providing a policy and regulatory framework that promotes the sustained growth of Danish DH[15].

2. METHODOLOGY

This study adopts a methodology that involves analyzing and comparing the development of heat planning in Denmark and China. By examining the policy frameworks, illustrating heat planning methodologies, comparing the procedures involved, and analyzing the roles of relevant stakeholders in both countries' heat planning processes (as shown in Figure 3), the study aims to identify differences and refine key elements from Denmark's experience that China can draw inspiration from when pursuing low-carbon DH solutions.

3. COMPARISON, ANALYSIS, AND DISCUSSION

Denmark's district heating planning model, which emphasizes the efficient use of locally available clean energy and fosters cost-effectiveness and environmental benefits, differs from China's traditional heat planning model. Denmark has established a green and highly efficient energy system with DH and combined heat planning as its cornerstones.

3.1 Policy Framework of Heat Planning

3.1.1 Denmark

During the 1970s, Denmark faced significant disruptions due to international oil crises. In response, the country formulated an energy policy aimed at enhancing supply security and reducing reliance on oil. In 1976, Denmark launched its first energy plan called "Energy Policy 1976," [16] seeking to decrease oil dependency by promoting the utilization of natural gas. Additionally, coal and renewable energy were seen as means to reduce reliance on oil, leading to a significant shift to coal-based energy production initially.

To fulfill the objectives outlined in the energy policy, Denmark began developing the Heat Supply Act. This act, established in 1979, aimed to promote the most socioeconomically beneficial energy usage for space heating while decreasing oil dependency through the expansion of DH and natural gas utilization. Over the years, Denmark's heat planning has evolved on the foundation of policies and governmental decisions formulated several decades ago. It has continuously been strengthened through the implementation of new legislation, addressing varied motivations such as improving energy efficiency, enhancing energy security, addressing climate impact, and fostering the development of renewable energy sources.

Presently, the Danish government has set a clear climate target: Denmark aims to achieve climate neutrality by 2045, and GHG emissions must be reduced by 70% by 2030 compared to 1990 levels [17]. Energy policy plays a crucial role in providing comprehensive legislation and guidelines for heat planning in Denmark. The Heat Supply Act, encompassing regulations concerning the structure and content of heat planning, serves as the regulatory foundation for nearly all aspects of the Danish heating sector. Effective heat planning has paved the way for a new era in public DH, which still persists today.

3.1.2 China

In China, heat planning is typically incorporated into urban master plans, which are developed based on population and building area growth projections for the next 5, 10, or 15 years. National policies serve as the general basis for heat planning and have evolved over time. Different developmental stages in the heating industry have been characterized by policies focused on slow growth, rapid development, commercialization and energy conservation, and more recently, clean and renewable heating, see Figure 4. It could say for each stage; it is the result of national policy-oriented. For instance, in 2003, "Guiding Opinions on the Pilot Work of Reforming the Urban Heating System" was released, and in 2005, "Opinions on Further Promoting the Reform of the Urban Heating System" followed. The policies were regarded as the beginning of the
heating reform, which aimed at realizing heat metering and billing according to actual consumption. Subsequently, 116 of 125 northern cities had established a metering and charging system by the end of this stage, and the renovated building area for energy savings was 22 million m$^2$ before 2012[18]. Currently, China's top national energy policy is to strive for carbon neutrality by 2060, which necessitates transforming the economy and energy system.

While China has successfully implemented management regulations for various fields, such as urban gas, road lighting, drainage, and water supply, state-level regulation for heating still requires further development. To establish a clean, efficient, safe, and modern heating system, it is essential to include upper-level laws that regulate the heating market, respond to policy and standard changes, and provide a political foundation.

3.2 Heat Planning methodology used in Denmark and China

3.2.1 Denmark

Denmark's energy model places an emphasis on DH as a foundational concept. It highlights the benefits of utilizing diverse energy sources locally while giving equal importance to improving energy system efficiency and promoting clean, low-carbon usage. Most importantly, the Danish energy model focuses on the interactions and synergies among sectors and systems rather than solely focusing on individual components and concepts. For example, the integration of the electricity market with DH has played a significant role in Denmark's success. By closely connecting these two systems, energy efficiency is maximized, and different energy sources are effectively utilized. A comprehensive energy planning approach that considers short and long-term goals is crucial. Aligning the design and impact assessments with national energy objectives ensures a coherent and strategic approach.

Moreover, Denmark employs methodologies such as Levelized Cost of Energy (LCOE), feasibility studies, and socio-economic calculations in their heat planning evaluation. The LCOE calculation is done within the DH company, and it is a useful tool for DH company to compare different investments[19]. Cost-effectiveness and socio-economic assessments are crucial in Danish heat planning. The analysis considers a wide range of costs and benefits, including taxes and externalities such as emissions costs.

Levelized Cost of Energy Calculation

In the Danish heat planning proposal, the LCOE methodology is used to determine the costs and revenues associated with a project, discounting them to their net present value equivalent to the average expected price for consumers. This aids in assessing project feasibility. The LCOE calculates how much money must be made per unit of energy to recoup the lifetime costs of the system, including capital investment, maintenance costs, fuel expenses, operational costs, and interest rates. It simplifies the analysis by combining fixed and variable costs into a single measurement. Feasibility studies in Denmark follow standard cost-benefit analysis evaluation methods, which involve comparing projected costs and benefits to determine project viability.

Feasibility Study

In Danish heat planning, feasibility studies follow the standard cost-benefit analysis evaluation method. This decision-making tool compares the projected costs and benefits of a project to determine its viability from a business perspective. The analysis involves assessing all project costs and subtracting them from the projected benefits. The results help determine the feasibility of a decision.
Danish buildings can be heated through DH or individual heating. The feasibility study method considers the operational and investment costs of individual technologies and the conversion of individual heating supplies to DH. Users can choose DH technologies and determine the proportion of individual supply to be converted.

**Socio-Economic Calculation**

Energy policies in the 1980s emphasized the importance of comprehensive accounting for costs and benefits in energy projects. In 1990, the Danish government issued an energy plan highlighting the role of socio-economic accounting in energy project planning [20]. Since then, assessing the cost-effectiveness of heat supply options and conducting socio-economic cost-benefit analyses have become crucial in Danish heat planning.

Through socio-economic analysis, projects that provide the most significant net benefit to society are prioritized. This analysis considers a wide range of societal and externality costs, including emissions costs. Project alternatives are evaluated over their expected technical lifetimes, typically 20 years. The analysis relies on methodologies and data provided by institutions like the Danish Energy Agency or other relevant institutions.

### 3.2.2 China

China's heating planning, according to standards set by the China DH Association in 2021 [21], includes various aspects such as resource mapping, heating demand prediction, heating energy sources, methods, scale of heat sources, network system layout, investment estimation, energy conservation, environmental protection analysis, and implementation measures.

While the Chinese standards mention investment estimation and environmental protection analysis, there are limited descriptions of the relevant content and methods. It is essential to have a solid foundation of reasonable data to apply cost-effectiveness or socio-economic methods effectively.

### 3.3 Heat Planning Procedures

#### 3.3.1 Denmark

In Denmark, heat planning follows a step-by-step approach. Local municipalities first map existing heat demand and supply methods, as well as the energy sources used. They also estimate future heat demand and supply possibilities. Regional heat supply overviews are then created based on the information provided by municipalities. In the second step, cities prepare options for future heat supply while local authorities prepare regional summaries. Finally, the DH plans are developed, identifying heat supply options and the locations for future heat supply units and networks.

In the 1990s, heat planning in Denmark shifted from national planning to a project-based approach. The timeline for heat planning projects can vary depending on local conditions and circumstances, and the usual timeline is shown in Figure 5. Initially, DH companies develop plans for new projects based on their own economic interests, such as reducing costs or ensuring a reliable supply. Once a specific project is identified, advisors make final calculations and formalize them in a project proposal. This proposal is then submitted to the municipality for approval, which is based on a socio-economic assessment. Once approved, the project is carried out, and price regulation ensures that the DH company can cover its costs.

![Figure 5. Usual timeline of heat planning based on the project approach](image)

Overall, the project-based approach allows for flexibility in heat planning, taking into account local conditions and stakeholder interests. The various steps, from initial planning to implementation, involve careful evaluation, financial support, and collaboration between different parties to ensure an effective and efficient heat supply.

#### 3.3.2 China

The general procedure and framework for China’s heat planning typically involve funding, bidding, designing, evaluating, and implementation, as shown in Figure 6. The local government allocates funds from the local Finance Bureau to support the consulting fees for heat planning. After funding approval, the government organizes a bidding process, and qualified design institutes or consulting agencies participate. During the design phase, the winning bidder conducts site visits and engages with local stakeholders in accordance with relevant national, provincial, and local policies. After finalizing the heat
planning design proposal, the government entrusts a third party to evaluate it, often involving domestic professionals and experts. During the implementation stage, government bodies provide guidance, supervision, and management of heat supply and use at the provincial and city levels, with the heating company playing a primary role.

Figure 6. The heat planning procedures applied in China

3.4 Stakeholders

3.4.1 Denmark

In Denmark, the development of green and efficient DH systems involves various stakeholders, ranging from planning to operation. These stakeholders include the European Union (EU), the Danish national government, municipalities, DH companies, and individual heat consumers. The relationships among them are characterized by top-down policies and bottom-up power, as depicted in Figure 7. Over the past decades, their roles have been adjusted to optimize their powers and responsibilities.

European Union (EU): Denmark adheres to European energy goals and regulations as a member state of the EU.

Danish Government: The Danish Energy Agency (DEA) and the Danish Utility Regulator (DUR) are vital entities responsible for energy policy-making and regulation within the Danish government. The DEA’s responsibilities span from energy production to end-user consumption. In the DH sector, the DEA aims to promote increased use of renewable energy sources and enhance overall system flexibility. The Danish Utility Regulator oversees the DH sector and ensures compliance with various aspects of Danish utility regulations, particularly pricing.

Municipalities: In Denmark, municipalities are responsible for developing and updating municipal heat plans and approving heat projects. They act as local regulators overseeing the activities of DH companies within their jurisdiction.

DH utilities: Danish DH companies typically collaborate closely with municipal governments. These companies are either municipally-owned or privately owned by the customers themselves. Rather than distributing profits to shareholders, the profits of Danish DH companies are returned to customers through reduced heat prices. These companies meticulously handle changes in fixed costs in heat prices, taking into account the interests of heat consumers while ensuring compliance with regulatory scrutiny.

Heat consumers: The needs of heat consumers play a significant role in local decision-making processes and the cost-benefit analysis of heat projects. Heat consumers have confidence in the regulation and scrutiny of prices and investments, knowing
that they will receive reliable and reasonable pricing.

Overall, the collaboration and synergy among these various stakeholders ensure the development of green and efficient DH systems in Denmark. Its success in the introduction of a business model that benefits multiple parties involved, fostering cooperation and shared benefits. The Danish government formulates policies and regulations, and the importance of the municipality was emphasized at the national level, recognizing their role in sustainable development. DH companies operate and comply with regulations, and heat consumers’ interests are considered throughout the decision-making process. This integrated approach ensures a reliable and sustainable heat supply for Danish communities.

3.4.2 China

In China, the administration framework related to heating involves several critical national administrations such as the National Energy Administration (NEA), the Ministry of Housing and Urban-Rural Development (MoHURD), and the National Development and Reform Commission (NDRC). These administrations are responsible for overseeing clean energy sources, buildings, and pricing mechanisms within the heating sector, respectively. Unlike Denmark, there is no single core government department dedicated solely to the heating industry in China. Since 2013, more policies related to clean heating have been jointly released, involving multiple authorities and ministries in the administrative framework of the heating sector. Additionally, individual heat consumers in China typically pay fixed heating fees based on the heating area, while state-owned heating companies receive heating subsidies from local financial departments to compensate for financial losses incurred by adhering to the area-based charging system. Municipal authorities manage heating companies in accordance with local heating management regulations.

CONCLUSIONS

The implementation of national policies in Denmark has been supported by legislative guarantees, which have played a significant role in the transformation of DH from black to green. In China, however, there is a need for stronger support at the national level, as the current heating regulations are not as comprehensive. This calls for the introduction of national regulations in the heating field, which will help align heating management norms at all levels, clarify the focus of heating management work, and support the country's 3060 goals in the heating sector.

Adopting a holistic approach to heat planning in China is crucial to address the policy and technical challenges. This approach involves identifying local resources and heat demands, enabling decision-makers to make informed choices in transitioning to a clean heating system. Heat planning strategies should also incorporate broader energy planning and sector integration, taking into account the potential of renewable energy sources and thermal storage. In the northern regions of China, the lack of overall heat planning has resulted in an unclear understanding of locally available heat sources, hindering the practical implementation of clean or renewable energy in the heating sector. This has also led to issues such as imbalanced heat demand and supply, as well as suboptimal designs that make regional optimization challenging.

Denmark employs specific methodologies in heat planning, such as the calculation of the levelized cost of energy (LCOE), which determines the amount of money required per unit of heating to recover the lifetime costs of the system. The cost-benefit analysis evaluation method is used to assess the projected costs and benefits associated with a project decision, facilitating sound business decision-making. Moreover, socio-economic analysis ensures that all societal and externality costs are considered when evaluating heating projects. Successful implementation of these methodologies relies on robust data collected through the digitalization, automation, and intelligence of DH systems. Therefore, the data statistics and management in China's heating industry and the automation upgrade of the sector will contribute to practical heat planning implementation.

This study highlights areas for future work, including analyzing the policy framework and its support for heating regulations, conducting in-depth research on socio-economic calculation methods and cost-benefit analysis methods used in Danish heating planning, improving the database for China's heating planning, clarifying the elements to be enhanced throughout the heating planning process, and considering carbon emissions in the lifecycle of heating systems during planning. Additionally, understanding the roles and responsibilities of multiple stakeholders in China's heating reform and exploring multi-stakeholder cooperation models inspired by Danish practices can contribute to efficient, green, and safe heating development in China.
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ABSTRACT

District heating in China is currently provided primarily by coal, and associated with air pollution and inefficiency in heat supply. However, there is increasing evidence that district heating has an important role to play in future energy systems. This paper investigates the potential for district heating to contribute to the decarbonization and pathway towards energy transformation. It takes the perspective of several global trends and their applications in the field of district heating as a technology, to address widespread concerns like energy security, green growth, energy efficiency and carbon reductions. It then investigates the applicability of these trends for China, and couples these insights with the energy system and power sector modelling performed in support of the China Energy Transformation Outlook.

Based on this, the paper argues that there is a strong reason to further investigate the potential of district heating to further support the aim of a flexible, clean, and secure energy system that can actively deliver on China’s 2030 and 2060 objectives. The use of district heating allows for the integration of several forms of clean and renewable sources available to China, including future types of excess heat from new technologies like electrolysis. Sector coupling between the electricity and heating sectors provides more flexibility, especially in light of thermal storage. These results show the value of combining quantitative energy system modelling with trends and developments in district heating, and highlight the potential role of district heating in achieving the development strategy for China towards 2060.

Keywords: District Heating, Sector Coupling, Electrification, Energy System Analysis, Energy Transformation

1. INTRODUCTION

With the statement from President Xi Jinping at the General Debate of the 76th Session of the United Nations General Assembly in September 2021, China confirmed that its commitment to tackle climate change under the terms of the Paris Agreement [1] will see it peak its carbon dioxide (CO₂) emissions before 2030 and achieve net-zero emissions before 2060. This calls for an acceleration of the transformation of the energy sector in China, where fossil fuels are still dominant in the national energy profile. The heating sector is one of the key elements to ensure those targets are reached. In 2019, the total CO₂ emissions of heating in northern cities and towns were about 550 million tons, accounting for 26% of the CO₂ emissions related to the energy consumption of buildings in the country [2]. District heating (DH) accounts for 85% of the total heating urban areas in Northern China, making it the world’s largest DH system [2]. Furthermore, coal is still the main fuel for DH supply in China, with more than a quarter being supplied by coal-fired boilers directly, and 45% of district heating being supplied through coal-fired cogeneration plants [2].

Although DH systems in China have been well studied and there is renewed interest in research in this area, especially since the central government issued the Clean Winter Heating Plan in Northern China (2017-2021), the focus has largely been on technologies and operation of the systems. Some studies consider the role of DH in the energy system, but they remain rare. For example, previous research reviewed the potential for DH system [3] or analyzed clean heating in Northern China [4], [5] [6]. In 2015, Xiong et al. performed a quantitative study to analyze the future heat strategy for China for 2030 [7]. However, to the authors’ knowledge, no study has been carried out since to support the decarbonization of the whole heating sector in China by comprehensively quantifying available heat sources and potential savings combined with an energy system analysis.

The purpose of this paper is to combine quantitative energy system modelling with qualitative analysis of the role of district heating in achieving the decarbonization targets and in addressing other concerns such as energy security and energy...
efficiency. This gives a foundation to a better understanding of the challenges that district heating development in China will face in the future and of the key technologies enabling a flexible, clean and secure not only district heating system but also overall energy system that is necessary to achieve China’s climate targets. It can also identify future areas of development for modelling of energy systems, informed by global trends such as increased energy system integration and sector coupling.

This paper is structured to give an insight and discussion on the results of the power sector modelling, specifically the EDO model as employed in China Energy Transformation Outlook 2022 (CETO 22) [8], on the district heating sector. The following section explains the methodology of the study and presents the models and data used to carry out the quantitative energy system modelling. Then the results are presented and discussed in Section 3, leading to a conclusion in Section 4.

2. METHODOLOGY

The methodology utilized in this study is based on an analysis of the results from quantitative energy system modelling. The analysis takes the perspective of several global trends in the energy field such as increased electrification of the energy system, sector coupling, development of efficient buildings, etc. and their applications in the field of district heating as a technology. These insights are then used to analyze how district heating can contribute to address widespread concerns like energy security, green growth, energy efficiency and carbon reductions.

By examining how the trends could apply to China using the results of the energy and power modelling, the study aims to capture insights for the modelling and development of a clean, secure and efficient district heating system in China and to figure out the role of district heating as a technology in achieving China’s climate targets.

2.1. Model used

The EDO (Electricity and District heating Optimisation) model is a fundamental model of power and district heating systems built on the Balmorel model [9]. It is a partial equilibrium model which essentially finds the least-cost economical dispatch and capacity expansion solution for the represented energy system. The model is represented at the provincial level, considering the integrated coupling between district heating sector and power sector, as well as resource constrains. The model includes thermal power (including combined heat and power (CHP)), wind, solar (including concentrating solar-thermal power (CSP)), hydro, power storage, heat-only boilers, heat storages, heat pumps, etc.

2.2 Technology overview

The EDO model provides a comprehensive representation of the district heating sector, as depicted in Figure 1. It offers various technological options for each specific heating area, encompassing urban, county level, towns, townships, and even industrial district heating consumption.

![Figure 1. Representation of the heating sector in the EDO model](image)

One notable feature of the EDO model is its flexibility in accommodating different energy sources and conversion technologies (feedstocks) for heating processes. This means that the model includes a diverse range of boiler types, such as those fired by wood, straw, coal, natural gas, or electricity. Similarly, the model incorporates CHP plants that operate with different fuel sources. In addition to boilers and CHP plants, the EDO model takes into account the utilization of heat pumps, which play a crucial role in the heating sector. These heat pumps contribute to efficient and sustainable heating solutions. Furthermore, the model adequately represents industrial heat, considering its unique characteristics and requirements.

Overall, the EDO model's comprehensive technological representation encompasses various heating areas and incorporates multiple options for different technologies, fuel sources, and heat generation methods, making it a valuable tool for analyzing and optimizing heating systems.
2.3 Data inputs

The EDO model relies on various data inputs to ensure accurate and up-to-date analysis. The primary sources of data include publicly available information from China Energy Transformation Outlook 2022 (CETO 22) [8] as well as data from China energy statistical yearbook [10], China urban,-, rural and regional development statistical yearbook [11] and the China Energy Council (CEC) Statistics.

The future electricity and heat demand trajectories presented here are based on the scenario design process conducted for the CETO 22. These trajectories follow the narrative of the Carbon Neutral Scenario (CNS), which is an accelerated transition scenario aiming to achieve the "before 30-60" goal. In this study, a more stringent assumption was included to ensure that the energy system becomes carbon neutral by 2050 at the latest.

2.3.1 Base year district heating demand data


2.3.2 Future district heating demand and underlying assumptions

CETO 22 examines future district heating demand, encompassing both industrial and space heating in buildings. To analyze building-related heating, important factors considered are floor area, energy intensity, and technology share.

Floor area

The future projection of residential floor area, as shown in Figure 2, is determined by factors such as population growth, urbanization rates, and per capita dwelling areas. On the other hand, the projection for public and commercial buildings involves additional factors like GDP growth, industrial structure, and the number of service industry practitioners. According to CETO 22, it is expected that the total floor area will reach 81.2 billion square meters by 2060. This includes 45.2 billion square meters for urban residential buildings, 11.3 billion square meters for rural residential buildings, and 24.7 billion square meters for commercial and public buildings.

Figure 2. Future floor area

Space heating intensity

The CNS sets ambitious targets for building retrofits and energy codes detailed in Figure 3. By 2030, all existing urban residential buildings are expected to meet energy saving code 75, followed by existing public and commercial buildings by 2035. Newly-built urban residential and public/commercial buildings will adhere to the more stringent energy saving code 85. By 2040, all existing rural buildings will be retrofitted to meet energy saving code 75. Additionally, passive building adoption is projected to reach 80% for newly-built urban residential buildings and 100% for newly constructed public and commercial buildings by 2040.
The adoption of these measures will result in a notable decrease in heating intensity for all buildings, as shown in Figure 4. Specifically, for northern residential buildings, it is projected that the average heating intensity will decrease to 60 kWh per square meter by 2035 and further decrease to 47 kWh per square meter.

**District heating demand**

Space heating supply is a key factor in achieving energy conservation in the building sector, primarily through district heating and improved building insulation. Figure 5 shows that the total demand for district heating is projected to peak at 3010 TWh around 2050, followed by a decline to 2900 TWh by 2060. This decline can be attributed to the reduced space heating demand resulting from the implementation of more efficient buildings.

**2.3.3 Other Relevant Data**

In addition to heat demand data, other relevant information for the heating sector is sourced from various reputable sources. MoHURD, for instance, provides valuable insights into policy frameworks, regulations, and regional planning initiatives related to heating. This data plays an important role in contextualizing the analysis and ensuring alignment with national and regional energy strategies. Furthermore, the EDO model incorporates data from the CEC Statistics. This data source provides essential information on the capacity of CHP systems and boilers, allowing the model to accurately represent the existing infrastructure and its potential impact on the heating sector.
To enhance the accuracy and comprehensiveness of the model, additional data inputs are obtained from the CETO 22 report [8]. This publicly available report offers techno-economic parameters for the various technologies included in the EDO model. These parameters encompass factors such as capital costs, operational efficiencies, emissions profiles, and other relevant economic and technical characteristics. The utilization of this comprehensive dataset strengthens the model’s ability to evaluate and compare different technology options effectively.

By leveraging these diverse data sources, the EDO model ensures a robust and informed analysis of the heating sector. It captures crucial aspects such as heat demand, infrastructure capacity, policy frameworks, and techno-economic parameters. Through the integration of these data inputs, the model provides valuable insights for policymakers, researchers, and stakeholders in shaping efficient and sustainable heating strategies.

3. RESULTS AND DISCUSSION

This results section shows some of the main outcomes of the power system modelling that relate to the (district) heating sector. They are used to describe in some more detail the mechanisms that can be observed in the district heating sector as within a Carbon Neutral Scenario and a "before 30-60" scenario.

3.1 Heat generation and production

In regards of district heating generation, model outputs per technology group are shown in Figure 6 and Figure 7. Several transitions can be observed, that are all largely driven by the carbon constraint in the model to achieve neutrality by 2050.

The first is the changing energy mix in the sector. There is a clear phase out of solid fossil fuels and fossil fuel capacity in the district heating sector, especially after the carbon peaking in 2030, which is largely replaced by large-scale heat pumps. It is relevant to note the efficiency of large scale heat pumps, since their contribution in terms of energy supply is relatively large compared to the installed capacity. Thermal energy storage also dramatically increases after 2030, to play a significant role in the heat supply mix. As soon as large-scale heat pumps and electric boilers are cheap enough to absorb the excess electricity production from variable renewable energy sources, more heat storage is needed in the system too, see Figure 6. Heat storage become crucial buffers to allow this.

Additionally, there is relatively direct replacement from heat only (fuel) boilers to electric boilers. Here it is relevant to note that while the absolute volume of heat generated in boilers increases, the relative reliance of the district heating sector on boilers as a means of heat production decreases. Furthermore, there remains capacity for heat only (fuel) boilers longer even until 2060, but this is not used for heat production. The capacity is retained largely because it has already been built and does not require further investments, and it can continue to serve as back-up. This both testifies to the speed of the transition that is required to decarbonize the district heating sector, but also that the future system can provide the reliability and security to provide heat, so the back-up is not required.

There are several reasons, why we may observe a relatively high share of electric boilers in the CNS. The first to recall is that district heating in China typically does not include domestic hot water provision. This in and of itself is an interesting characteristic for further analysis [12], but also means that there are relatively fewer hours for the district heating system to operate, so the full-load hours will be less. This then gives rise to preference of the technologies with lower investment costs, but higher marginal costs, such as electric boiler, compared to large-scale heat pump which has higher up-front investment costs, but due to its efficient conversion of electricity into heat, much lower marginal costs. The second reason for this result could be that the dynamics, which are driven by changes in the relative marginal costs of heat and electricity, are magnified since large-scale heat pumps and electric boilers together represent the majority of the installed production capacity. Since the model does not currently represent a diverse supply mix (see also discussion of possible future district heating sources to consider below), the optimization model magnifies dynamics and changes to the energy system architecture that may alter the way that boilers and heat pumps play relative roles in terms of absorbing intermittent renewable electricity and providing flexibility services to the energy system.

The second observation is an increase in heat generation in the district heating and industrial sectors, even though Section 2 outlines a decrease in residential and service sector demands. This is largely due to the application of district heating in industry, including new industries like power-to-X and direct air carbon capture processes, leading to an increasing demand, and consequently generation, from the year 2045 onwards. These types of future industries are represented in the power sector modelling in EDO, since they are expected to start to play an important role in fully decarbonized energy systems.

Because some of the processes related around this can be strongly endo- or exothermic, it can both be useful to include district heating as an option to supply them in the future, and useful to consider them as a potential source of industrial excess heat for district heating, alongside other sources of industrial excess heat, even in the future. Further exploring different types of district heating sources could also include looking at excess heat from power generation, and explore the role of cogeneration plants in more detail than has been done here. A better understanding of biomass scarcity, and the flexibility of
back-pressure and condensing modes in power plants to explore the potential for district heating to contribute to efficiency and flexibility in the energy system. This can also include the exploration of excess heat from nuclear power plants [13][14], which has been studied specifically for the Chinese context. Finally, exploring the application of direct renewables, in the form of geothermal and solar thermal district heating, is also likely to contribute to a fuller and broader perspective on what district heating could look like in the future, and how it can support the implementation of the 2060 carbon neutrality goals.

Figure 6. Heat generation in TWh by technology group up to 2060 except for heat storage generation, which is represented as its share of the total heat generation in a year in the secondary vertical axis.

Figure 7. Installed capacity for heating technologies up to 2060.

3.2 Weekly dispatch

Figure 8 illustrates an hourly heating generation dispatch for a full week in summer and Figure 9 the hourly electricity generation from variable renewable energy sources and the consequent marginal electricity costs. It illustrates that the heating-electricity coupling allows for the utilization of excess renewable electricity during periods of high production (central hours of the day), which can be redirected to meet the heating demands of buildings and industrial processes. Abundant renewable energy available, leading to high electricity production from these sources. However, as renewable energy generation is inherently intermittent and subject to fluctuations, there will be periods of surplus electricity that may exceed the immediate demand, leading to lower marginal electricity costs, as shown in Figure 9.

The model approach is to employ electric heat pumps and electric boilers to fill up short-term heat storages which would in their turn release the stored heat during night hours. Ultimately, this process would convert the surplus electricity into heat and support further electrification. Moreover, Figure 8 shows that the coupling is enhanced with the integration of the short-term thermal energy storage systems present in EDO. These storage systems can store excess heat generated from renewable electricity, allowing for its utilization at a later time when renewable energy production is insufficient. This is represented by the pink line in the graph, having negative values to represent the charging of the storage and positive values when discharging. In the model only short term thermal storage is represented including insulated tanks.

During a week with high penetration of variable renewables, the behavior of the energy system would involve a dynamic interplay between electricity generation, consumption, and the heating sector. With the availability of excess renewable electricity, the flexible sources mentioned earlier, including energy storage systems, vehicle-to-grid (V2G) technologies, load shifting, and electric vehicle (EV) charging, play a vital role in balancing the electricity grid. These flexible sources can absorb surplus electricity during periods of high production and release it back to the grid when demand exceeds renewable
energy supply. Furthermore, the increased penetration of variable renewables would likely lead to a higher reliance on demand response mechanisms. Demand response involves adjusting electricity consumption patterns in response to fluctuations in supply or electricity prices. For example, during periods of high renewable energy generation, electricity prices may be lower as shown in Figure 9, incentivizing consumers to shift their electricity consumption to these times. This load shifting behavior helps to align electricity demand with the variable renewable energy supply, thereby reducing the need for fossil fuel-based power plants to meet peak demand.

In summary, with a high penetration of variable renewable sources, the coupling of electricity and heating generation becomes crucial for optimizing the operation of the energy system. By utilizing excess renewable electricity for heating purposes through technologies like heat pumps and thermal energy storage, the variability of renewable production can be effectively managed. Additionally, the integration of flexible sources and demand response mechanisms allows for better balancing of the electricity grid, ensuring a reliable and sustainable energy supply.

4. CONCLUSION

Transforming China’s energy system to achieve carbon neutrality by 2060 is not possible without transforming the heating system. Heating is a key sector that requires attention in the decarbonization pathways, both in the demand and supply side. DH is a part of the solution, if it phases out fossil fuels for more diverse energy sources and shift away from heat only production to sector coupling and better connection with power and industry sectors. Transforming the heating sector can support the further transformation of the power sector and energy system through increased efficiency, flexibility and diversification.

These transitions are characterized by several trends. The first is increasing sector integration between the power and thermal sectors, through electrification. This is clearly well-represented in the combination of power and heat sector modelling. This trend is observed very clearly in the case for the large-scale heat pumps, which have relatively high investment costs, but can efficiently convert electricity to heat, and electric boilers, which have lower investment costs and can absorb large amounts of (otherwise excess) electricity. As shown, this represents a highly flexible link with the electricity sector, since it both allows for the efficient use of electricity to create heat, when electricity is scarce, and the (cheap) absorption of electricity when it is especially abundant. This if even further supported by the use of thermal storage.

The second trend is the seeking of more integration of different sources. The EDO model has strong capacities to model the DH sector, but the modelling for CETO 22 has not put analytical focus on the inclusion of industrial excess heat, solar...
thermal, or geothermal energy. These technologies are expected to a strong point of leverage for increasing the renewable share of heating, and being able to access renewable and energy efficient sources that would otherwise be wasted [15], [16]. In doing so they are expected to support the role of district heating more broadly. Also for China, there is emerging evidence that these have the potential to be relevant resources to support the transformation of the heating (and broader energy) sector [14], [17], [18]. Strengthening the data sources and analytical capabilities of the scenario development to reflect this trend on including more sources, could give good insight to how the district heating sector could further support the integration of efficient and renewable sources to provide clean and secure heating and deep decarbonization.

Exploring these trends is only possible by combining power sector modelling with quantitative energy system modelling of the district heating system. This paper gives a perspective on better understanding and modelling the role that district heating development in China can play in the future and how it can enable a flexible, clean and secure not only district heating system but also overall energy system that is necessary to achieve China’s climate targets.
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Abstract

In the fight against climate change, China’s aim is to ensure that the CO\textsubscript{2} emissions peak before 2030 and to reach carbon neutrality by 2060. The heating sector is one of the key elements to ensure those targets are reached. Today around 95\% of heating is based on coal, natural gas and oil. With energy efficiency and renewable energy changes using district heating and smart energy systems, this transition can be more cost efficient. Currently, district heating has covered approx. 85\% of the total heating areas in Northern China, however a deeper understanding is required to unlock the full potential of this infrastructure. In this paper we illustrate that a combination of energy refurbishment of buildings, energy efficiency using waste heat, and renewable energy sources from geothermal, bioenergy and solar thermal, can decarbonize the buildings using district heating in China. By using lower temperature 4th generation district heating, thermal energy storage and large-scale heat pumps, such systems can help integrating more renewable energy. In international and Chinese scientific literature there is a lack of research and knowledge within smart energy systems, low temperature district heating and unconventional waste heat sources. Although the sources and main infrastructures needed in the form of district heating pipe network and electricity grids exist, a deeper understanding is needed in response to the challenges regarding the geographical separation between renewable sources and demanding area as well as the potential for deeper renovation of buildings and further expansion of district heating. Such knowledge is required to support the early signs of policies changing towards stronger focuses on energy efficiency and renewable energy.

Keywords: District Heating; Renewable Energy; Waste heat; 4th generation district heating; Smart Energy Systems; China